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Abstract—Optimization problems can often be tackled
with respect to several objectives. In such cases, there
can be several incomparable Pareto-optimal solutions.
Computing or approximating such solutions is a major
challenge in algorithm design. Here, we show how to
use an extended beam-search technique to solve a multi-
criteria scheduling problem for heterogeneous machines.
This method, called MO-GREEDY (for Multi-Objective
greedy), allows the design of a multi-objective algorithm
when a single-objective greedy one is known. We show
that we can generate, in a single execution, a Pareto
front optimized with respect to the preferences specified
by the decision maker. We compare our approach to other
heuristics and an approximation algorithm and show that
the obtained front is, on average, better with our method.

I. INTRODUCTION

A greedy algorithm is an algorithm in which made
decisions are never taken back (see [6, Chap. 16]).
Such an approach has proved to be successful for
designing optimal algorithms (e.g., Euclid’s algorithm,
Huffman coding); approximation algorithms (e.g., best fit

decreasing for the 2D-bin-packing problem) or efficient
heuristics (e.g., Heterogeneous Earliest Finish Time [12]
for a scheduling problem on heterogeneous machines).

In multi-objective optimization, there can be several
incomparable Pareto-optimal solutions. Computing or
approximating such solutions (called the Pareto front) is
a major challenge in algorithm design. There exists sev-
eral methods to compute or approximate a Pareto front
such as genetic algorithms, approximation algorithms,
aggregation based approaches or heuristics. However,
there does not exists dedicated frameworks that general-
ize the greedy approach for the multi-objective case.

Beam-search [15] is a heuristic that explores a graph
by keeping only most promising nodes and discarding
other nodes. It is similar to a depth-first search with the
difference that only a subset of the nodes is kept for
further exploration.

In this article, we propose to use the beam-search
as a generalization of the greedy approach for multi-
criteria problem. We call this approach MO-GREEDY

for Multi-Objective greedy. More precisely, we present
how to transform a greedy single-objective strategy into

a multi-objective one. The resulting strategy constructs,
in a greedy manner, multiple solutions. The generated
set of solutions is intended to achieve good quality with
respect to the preferences defined by the decision maker.

We have applied our method to a scheduling problem
and we use the hypervolume [18] as a set preference
relation for assessing the quality of Pareto set approxi-
mations. We have conducted a large set of experiments
with two aims. The first is to characterize the good values
of the parameters of the strategy. The second lies in
comparing the MO-GREEDY strategy to other efficient
heuristics or optimal methods. Experimental results show
that our approach leads to good solutions outperforming
other heuristics such as aggregation or approximation
algorithms.

II. MODEL AND PROBLEM SETTING

Let us consider a problem for which a solution π can
be constructed incrementally by performing a succession
of g greedy decisions. At step i, the decision di is
selected among a set of possible decisions denoted as
Di. Let πi = (d1, . . . , di) be the partial solution obtained
after the i-th step. Then, the final solution can be defined
as a succession of g decisions π = πg .

Let o be the number of objectives of a multi-objective
optimization problem. Let fi(π) be the value of the i-th
objective of solution π. Then, we define the objective
vector f(π) = (f1(π), . . . , fo(π)) to be the vector of
objective values of solution π.

Without loss of generality, each of the o objectives has
to be minimized. There may not exist any solution that
is optimal for each objective and two solutions might be
incomparable (none of them dominates the other for each
objective). The Pareto-dominance relation formalizes the
concept of optimality in the case of multiple objectives.
Solution π is said to weakly Pareto-dominates π′ (i.e.,
π � π′) if ∀i ∈ [1..o], fi(π) ≤ fi(π

′). Moreover,
solution π Pareto-dominates π′ if π � π′ and if π 6= π′.
Solution π is Pareto-optimal if no other solution Pareto-
dominates it. The Pareto front contains all Pareto-optimal
solutions.



Our study consists in generating a set of solutions for a
multi-objective problem by generalizing the greedy prin-
ciple (we never take back any decision previously made).
The goal is to build a set of solutions approximating the
Pareto front, called Pareto set approximation.

Pareto set approximations generated by any strategy
might again be incomparable. Assessing the quality of
a given Pareto set approximation has raised a recent
focus [3], [18]. We use the generic concept of set

preference relation that has been formalized by Zitzler
et al. in [18]. Intuitively, a set preference relation says
whether a Pareto set approximation is better than an-
other one. The most basic relation is the weak Pareto-
dominance relation 4par which is defined as A 4par B ⇔
(∀b ∈ B : (∃a ∈ A : a � b)). However, in most
of the cases, approximations are incomparable using
that relation. It has then to be refined by the decision
maker in order to convey informal preferences that are
specific to the decision context (see [19] for a survey of
indicators producing such relations with their advantages
and drawbacks.).

Two concepts are usually used to denote the quality
of an approximation set: the proximity and the diversity.
The first indicates the distance between an approximation
and the Pareto-optimal front, while the second concerns
the distribution of the points in the objective space. These
two concepts are often antagonist and are difficult to con-
sider concurrently. The advantage of using a preference
set relation is that the importance given to each concept
is determined by how the decision maker refined the
weak Pareto-dominance relation.

III. THE MO-GREEDY METHOD

As introduced in previous sections, we focus on
finding optimized solutions that are produced through
a succession of decisions and that possess each several
objective values.

A. Formal Description

The MO-GREEDY approach is a strategy that builds,
through a succession of greedy decisions, several solu-
tions that form a Pareto set approximation. The con-
struction of these solutions can be seen as a tree search
where nodes are partial solutions, edges are greedy
decisions and leafs are final solutions. As the tree can be
exponentially large, we cannot systematically explore it
exhaustively. The beam-search strategy aims at exploring
such a tree by keeping only a set of candidate nodes
among the most promising ones. MO-GREEDY is a
formal extension of this strategy for our problem where,
at each step, we maintain a set of partial solutions that
leads eventually to a Pareto set approximation.

The difference between the greedy and the MO-
GREEDY methods is shown in Figure 1. In the greedy

strategy, only one partial solution is kept at each step. In
the MO-GREEDY strategy, as we want a set of final solu-
tions that approaches the Pareto front, we maintain a pool
of partial solutions Π. Algorithm 1 formally describes
the MO-GREEDY approach and works as follows. At
each step and for each partial solution π ∈ Π, we
build l elements1 π′ by tacking greedy decisions(line 7).
Such greedy decisions can be directly inspired from
well-known single-objective greedy strategy as we will
show for our scheduling problem. Hence, this method
generalizes a single-objective greedy algorithm. If an
element is a final solution (a leaf node), then we put it in
the set of final solutions Πend (line 10). Otherwise, it is a
partial solution and we put it in the set of partial solutions
Πnext (line 12). As in the beam-search strategy and in
order to limit furthermore the exploration (for memory
and time constraints), only k partial solutions are kept in
set Πnext (line 13). Finally, these newly incremented and
selected partial solutions are used as the partial solution
set for the next step (line 4).

Algorithm 1: The MO-GREEDY method

Input: l // The maximum number of

solutions generated from a

partial solution

Input: k // The maximum number of

partial solutions

Input: D // The set of possible

greedy decisions

Input: 4 // The set preference

relation

Result: Πend // The set of final

solutions

1 Πend ← ∅
2 π0 ← ∅ // An empty solution to start

with

3 Π← {π0} // The set of partial

solutions

4 while Π 6= ∅ do

5 foreach π ∈ Π do

6 Πnext ← ∅
7 foreach d ∈ decision(D,π,4, l) do

8 π′ ← π ∪ {d}
9 if π′ is a final solution then

10 Πend ← Πend ∪ π′

11 else

12 Πnext ← Πnext ∪ π′

13 Π← select(Πnext,4, k)

1We used the term element to encompass both final and partial
solutions.
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(b) Example of a MO-GREEDY execution (all decisions are considered). Where l = k = 3. The
dark gray solutions represent the final solutions that constitute the output of the method.

Figure 1: Examples of two tree decision traversals.

B. Selecting Elements and Comparing Fronts

At two points in Algorithm 1, a subset of elements is
selected: in the decision function, we generate at most l
new solutions from a partial solution; and in the select

function, we keep k elements among all the elements
of the partial solution set. Formally, the problem is the
same in both cases: we have a front A of n elements and
we want to build a front A′ that contains only m < n
elements.

Selecting a subset of elements must be done carefully
because elements that are not selected are destroyed
and the subtree starting from this element will not be
explored.

The selection process is done with a set preference

relation (4), a parameter of the MO-GREEDY method.
Basically, a set preference relation says whether a Pareto
set approximation is better than another one. Among all
the possible subsets of A of size m, we want to select
the one of best quality with respect to the relation 4.

To achieve this, one could generate all the possible
subsets of size m and retains the one that is the best
according to the relation 4. However, these comparisons
between all possible subsets would be intractable.

Instead, we use the heuristics proposed in [18, Algo-
rithms 4 and 5]. For both heuristics, set A is iteratively
reduced by one element at a time. The element removed
from the set is the one that contributes the least to the
relation 4. The difference between Algorithm 4 and Al-
gorithm 5 in [18], is that for determining the contribution
of an element, a comparison between fronts is performed
in Algorithm 4, while Algorithm 5 optimizes the choice
when the relation 4 is based on an unary indicator
by computing the contribution of each element directly.
Although there is no guarantee that these algorithms
lead to the best subset of elements, they are effective
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Figure 2: With two criteria, the hypervolume of the front
with respect to the reference point is the colored zone.

in practice.
As stated in Section II, the decision maker has to

express what is a good Pareto set approximation (i.e., he
has to define the set preference relation 4). He can either
customized an existing one or propose a new relation.

Note that the same relation 4 is used in both functions.
However, this is not a requirement.

C. Implementation Details

In our implementations, we are mainly using a set
preference relation denoted 4H that is based on the
hypervolume.

The hypervolume indicator [19] measures the volume
(or the set of points) of the objective space dominated by
a given front and that dominates a reference point (see
Figure 2). Intuitively, it corresponds to the extend of a
front from the reference point. Whether the considered
criteria have to be minimized or maximized, the hyper-
volume needs to be maximized by choosing a relevant
reference point. This indicator favors the proximity of



Algorithm 2: The MO-GREEDY strategy applied to the scheduling problem

Input: l // The maximum number of schedules generated from a partial schedule

Input: k // The maximum number of partial schedules

Input: G // The input task graph

Input: P // The processor set of size m
Input: 4H // The set preference relation

Result: Πend // The set of final schedules

1 D ← set of task sorted according to the HSA order
2 Πend ← ∅
3 π0 ← ∅ // An empty schedule to start with

4 Π← {π0} // The set of partial schedules

5 while Π 6= ∅ do

6 t← next task in set D
7 foreach π ∈ Π do

8 Πnext ← ∅
9 foreach processor pi ∈ P do

10 πi ← π ∪ schedule task t on processor pi

11 if l > m then

12 Keep the l best πi (i ∈ [1, p]) according to 4H and the method described in Sec. III-B and III-C
using the failure probability vs. shifted makespan objective space

13 if t was the last task to schedule then

14 Put the l kept schedules πi in set Πend

15 else

16 Put the l kept schedules πi in set Πnext

17 if |Πnext| > k then

18 Keep the k best schedule of Πnext according to 4H and the method described in Sec. III-B and III-C
using the failure probability vs. shifted makespan objective space

19 Put these schedule in Π
20 else

21 Π← Πnext

an approximation set to the Pareto-optimal front over its
diversity.

The way two Pareto set approximations are compared
for a preference relation is described in [18]. It consists
of two steps. First, the elements are partitioned into
sets of incomparable elements: all elements that are not
dominated by any other one are selected in the initial
set. These selected elements are then removed from the
initial set and put into a new partition. This operation
is run successively until no more element remains in
the initial set. The second step consists in measuring the
quality of each partition with the indicator corresponding
to the relation. The output is a vector of hypervolume
values. A Pareto set approximation A is better than B
if the vector of values obtained for the approximation A
is lexicographically better than the one for B.

We recall that the MO-GREEDY method is not limited
to this set preference relation.

IV. THE SCHEDULING PROBLEM: MAKESPAN VS.
RELIABILITY

The authors of [8] presented a bi-objective scheduling
problem for related machines. The goal is to schedule an
application modeled by a task graph that is directed and
acyclic (a DAG) on a set of processors that have different
speeds and different failure rates. Two objectives have
to be minimized: the makespan and the probability
of failure of the whole application. The authors have
shown that both criteria are contradictory. The following
problem definition is taken from the [8].

A. Problem Definition

We model the application by a task graph: let G =
(T,E) be a Directed Acyclic Graph (DAG) with T a set
of n = |T | vertices (that represents tasks) and E a set of
edges that represents precedence constraints among the
tasks. Each task ti ∈ T is given a number of instructions
oi. Each edge is associated to the time necessary to send



data from one task to another one if they are not executed
on the same processor. We are given a set P of m
processors and processor pj ∈ P is associated with two
values: τj the unitary instruction execution time, i.e., the
time to perform one instruction, and λj the failure rate.
We assume that, during the execution of the DAG, the
failure rate is constant. This means that the failure model
follows an exponential law. Hence, each task ti executed
on processor pj will last oi× τj and the probability that
this task finishes (correctly) its execution is given by
e−oi×τj×λj .

A schedule is an assignment of the tasks to the
processors such that, at most one task is executed at a
time on any given processor and such that the precedence
constraints are respected. We call proc(i) the processor
assigned to task ti and Ci its completion time. The
makespan is Cmax = max{Ci}.

The reliability of a schedule is the probability that it
finishes correctly and is given by the probability that
all the processors are functional during the execution

of all their assigned tasks, i.e., psucc = e−
∑

m
j=1

C
j

maxλj ,
where Cj

max = maxi|proc(i)=j{Ci} is the completion time
of the last task executed on processor pj . Finally, the
probability of failure of a schedule is given by pfail =
1− psucc.

The problem we address is to find a schedule such
that pfail and Cmax are minimized given a task graph and
a set of heterogeneous processors.

B. Adaptation to MO-GREEDY

The adaptation of the MO-GREEDY strategy to our
scheduling problem is described in Algorithm 2. It is
depicted to follow as closely as possible the structure
of the general MO-GREEDY method (Alg. 1). However,
some obvious optimization can easily be performed to
optimize the execution (such as the termination case).

For this adaptation, we use a variant of a greedy
scheduling algorithm where tasks are considered in a
total order that respects the partial order given by the
DAG. In our implementation (line 1), we use the HSA
order [11] which is the sum of the dynamic top level
and the static bottom level (the dynamic bottom top
level is recomputed each time a predecessor of a task is
scheduled). The partial solutions set consists in schedules
for which the same tasks are mapped in the same order to
different processors. At each step of the algorithm and
for each partial solution, we map the next task taken
in the HSA order (line 6) to all of the m processors
(line 10).

We face an interesting problem when comparing two
different solutions in the objective space (makespan and
reliability). Indeed, it happens that mapping a task to
a given processor does not increase the makespan but
only changes the reliability (see Figure 3a). In order

to better compare such schedules (different mapping,
different reliability but same makespan), a first idea is
to use only the reliability objective. However, this is a
mistake as, in general, both partial solutions will lead to
different schedules and hence are incomparable. In order
to obtain an objective space in which these solutions are
comparable, we map them into the following space: the
unchanged reliability and the shifted makespan (see Fig-
ure 3b). The shifted makespan m′

i of a partial schedule
πi (each partial solution is ranked first by increasing
makespan and then by decreasing failure probability) is
computed as follows m′

i = mi +
∑i−1

j=1 δj for i > 1
(m′

1 = m1), where mi is the makespan of the partial
solution and δj is the difference between the finish time
of the new allocated task in schedule πj+1 and πj . Note
that the previously ranking of the solution is such that
all δj are positive.

Hence, when m is greater than l (the number of new
solutions per partial solution), we apply the following
decision strategy. We build the m partial solutions and
compare them using the failure probability vs. shifted

makespan objective space to compare them (line 12).
Therefore if l equals 2, we use the processors that

minimizes the finish time of the task (degenerating to
the classic EFT policy) and the one that minimizes the
probability of failure of the schedule.

When the total number of partial solutions is greater
than k (line 17), we use the same strategy as for the
decision phase to select k solutions, thus reducing the
size of this set (line 18). Then, this set constitutes the
next solution set to be expanded (line 19).

The algorithms continues until we map the last task.
In this case, the partial schedules are put in Πend (line 14)
and the partial solution set Πnext remains empty.

V. EMPIRICAL VALIDATION

We validate our method empirically by studying its
performances when applied to the scheduling prob-
lem described above. The code and the data are
available on http://moais.imag.fr/membres/louis-claude.
canon/MO-Greedy.tar.gz.

A. Instances

Each scheduling instance comprises a task graph and
a platform. Task graphs are obtained from 4 algorithms:
the Cholesky decomposition (referred to as chol); the
Gaussian elimination, ge; the Gaussian elimination fol-
lowed by a backward substitution, gosser; and, the
Strassen matrix multiplication, strassen. An example
task graph is given for each of these algorithms in
Figure 4. The number of tasks varies from 1 to 100 (by
increment of 1) for the first 3 instances. For strassen,
the structure of the task graph remains unchanged for
most inputs. Therefore, we select 2, 30, 128, 129, 180,



δ2

p2

p3

p4

p5

p6

p1

p2

p3

p4

p5

p6

ti

π1

Time

p1

p2

p3

p4

p5

p6

δ1

ti
π2

Time

π3

Time

ti

P1

(a) Three Gantt charts of the
different partial schedules
with the same makespan

π3

Shifted

makespan

Failure probability

δ1 δ2

π1

π2

(b) Comparison of the partial schedules in the failure probability vs. shifted makespan objective space

Figure 3: Comparing three partial solutions π1, π2 and π3. Each has the same makespan (they come from the same
partial solution πi−1 and task ti does not increase the makespan) but they have different reliabilities: the probability
of failure of π1 is greater than for π2, which is greater than for π3. Each of these partial solutions should be
considered as incomparable. For instance, mapping the next task ti+1 on processor p5 would lead to a completely
different trade-off depending on which of the three partial solutions is used. To take that into account, we shift the
makespan objective to reflect the different possible trade-offs at this stage of the algorithm.

256, 257, 330, 512, 513, 700, 1024, 1025, 1300 and
2000 as the sizes of the multiplied matrices. We use 3
sets of processors. Each set contains 20 heterogeneous
and unreliable processors. Speeds and the inverses of
the failure rates are randomly generated according to a
uniform distribution. There is no latency, the network
is homogeneous and the topology is supposed to be
complete. On the 3 generated platforms, unitary instruc-
tion execution times and failure rates are either highly,
slightly or not correlated. This impacts the heterogeneity
of the machine qualities. The number of instances is
hence 3× (100 + 15) = 345.

For independent tasks, the input cases are the follow-
ing. We consider the same set of machines as above. We
generate sets of tasks with cardinality between 10 and
100 (by increment of 1). For each cardinality of tasks,
we build 4 different input classes. Each classes varies
in function of the bound of the processing requirement.
Indeed, we draw the processing requirement of the tasks
uniformly between 1 and B where B is 100, 104, 106 or
109 depending on the class. Hence, we have 91×4 = 364
instances.

B. Parameters Study

We study the effect of the parameters l (the number
of elements generated from a partial solution) and k

(the maximum size of the partial solution set). We use
the set preference relation 4H to select solutions and
execute the MO-GREEDY on all the combinations of
values between 2 and 200. For this study, we select a
subset of 12 instances for each problem. As relation 4H

is used, it is reasonable to consider the hypervolume
for measuring the quality of each generated Pareto set
approximation (i.e., the dominated area of an approxi-
mation with respect to a reference point). This reference
point is selected by considering the first objective value
of the best solution for the second objective and the
second objective value of the best solution for the first
objective.

For each solution, the corresponding hypervolume is
normalized. This is required for comparing the hypervol-
ume values obtained using distinct instances because this
indicator is sensitive to the inputs such as the the task
costs. Hence, we divide it by the hypervolume obtained
through the execution of a comparable run (same set of
parameters) but with the value of k leading to the best
approximation.

In Figures 5a and 5b, measures are depicted with
boxplots (five-number summary: the extreme of the
lower whisker, the first quartile, the median, the third
quartile and the extreme of the upper whisker). Each
whisker extends to the most extreme data point that
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(d) Strassen matrix multiplication with 13 tasks (recursion on one
level).

Figure 4: Examples of task graphs scheduled with the MO-GREEDY strategy.

is no more than 1.5 times the interquartile range from
the closest quartile. Values of any data points that lies
beyond the extremes of the whiskers are represented by
points (the outliers).

Figure 5a shows the influence of the value of k. We
see that the median behavior increases with the value
of k. This is an intuitive result as with an unbounded

set of partial solutions, our method degenerates into an
exhaustive search, which produces the Pareto front.

Figure 5b shows the influence of the value of l. The
best median hypervolume is achieved with a subpopula-
tion of 10. It is a counter-intuitive result as we could have
expected that the MO-GREEDY implementation would
produce a better result as the value of l increases. This



could be resulting from the imperfections of the shifted
makespan metric, which provides only estimations on
the quality of partial solutions.

C. Comparison with Other Approaches for the Schedul-

ing Problem

For comparing the MO-GREEDY approach to other
approaches, we have used: the HSA ranking [11] to order
tasks, k = 50, l = 10 and the set preference relation
4H . Other multi-objective heuristics are an aggregation-
based one [11] (BSA), a heuristic where only a subset
of the processors are used depending on the targeted
compromise [8] (Proc), and one based on a geometrical
compromise of the objectives such as it is done in [5]
(Geom). These heuristics are thoroughly described in the
appendix (Section VIII). They have been chosen because
they have all been shown to be good heuristics.

In this section, data representation is done through
histograms and empirical cumulative distribution func-
tions (ECDF) that represent the statistical dispersion of
the measures (see Figure 6). On the lower part of the
figure, each line and column intersects into an ECDF
and the corresponding histogram. These plots depict the
repartition of the hypervolume ratios that are obtained
by dividing the hypervolume obtained by the heuristic
labelled on the line by the hypervolume of the one
labelled on the column (labels are positioned on the
diagonal). On the upper part, each numeric summary
indicates: the proportion of ratios that are strictly above
or below 1; the median ratios; and the proportion of
ratios that are equal to 1 (if any). We recall that the
hypervolume represents the dominated area, and hence
is to be maximized. For example, in Figure 6, we see that
GEOM achieves a better hypervolume than BSA does in
66.63% of the cases (the median ratio is 2.047).

On Figure 6, we see that geometrical search is better
than aggregation and that using Proc leads to very good
results. However, the best overall method is our MO-
GREEDY implementation: it is better in 59.81% of the
cases and on the median case.

The authors of [13] proposed a (2 + ǫ, 1) approx-
imation algorithm of the Pareto front (makespan vs.
failure probability) for the scheduling problem in case of
independent tasks. The cardinality of the generated set is
O(1/ǫ) and the computational complexity is proportional
to 1/ log(1 + 2

ǫ
). We have implemented this algorithm

and compared the results against the MO-GREEDY im-
plementation with the set preference relation 4H . In
Figure 7a, we compare the ǫ = 0.001 case for the ap-
proximation algorithm against the k = 50 l = 5 case for
the MO-GREEDY implementation. The histogram and
the ECDF of the hypervolume ratios between the MO-
GREEDY approach and the approximation algorithm is
plotted. When this ratio is greater than one, the MO-
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Figure 6: Comparison of the hypervolume ratios be-
tween four multi-objective heuristics.

GREEDY outperforms the approximation algorithm for
this indicator. The median case is 1.012 and more than
68.2% of the ratios are greater than 1. Therefore, with
these settings, the MO-GREEDY approach outperforms
the approximation algorithm. This means that in at least
2-third of the cases, the MO-GREEDY approach is able
to deliver a front where there are points that have a
makespan at most 2.001 larger than a Pareto optimal
point and a reliability no worse than this point.

In Figure 7b, we compare the ǫ = 0.01 case for the
approximation algorithm against the k = 200 l = 20
case for the MO-GREEDY implementation. In this case,
we see that the result is similar to the previous case with
a median case of 1.01 and more than 66.2% of the ratios
are better than 1.

Last, in Figure 7c, we compare the ǫ = 0.0001 case
for the approximation algorithm against the k = 1000
l = 20 case for the MO-GREEDY implementation. In
this case, we see that MO-GREEDY always outperforms
the approximation algorithm.

The conclusion of these experiments is that for in-
dependent tasks, as for the task-graph case shown in
Figure 5, the larger the number of partial solutions the
better the front.

VI. RELATED WORK

To compute a set of solutions in the multi-objective
case, several approaches exist. Genetic Algorithms (GA)
deal with the multi-objective case. Several frameworks
offer a simplified way to implement multi-objective GA
(e.g., ParadisEO [4] and PISA [2]). However, as for
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(a) Variation of the size of the set of partial solutions that are considered
at each step.
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(b) Variation of the number of decisions that are
selected while building partial solutions.

Figure 5: Qualities of the MO-GREEDY outputs with various values for both size limits, k and l. The quality is
based on the hypervolume normalized by the best median case (the higher, the better). Measures for l > 20 are not
depicted because they are equivalent to the case l = 20 (as there are 20 processors).

single-objective GA, the computation time is unbounded
and can become high if high quality solutions are re-
quired.

Aggregation is an intuitive technique that consists in
finding a trade-off between objectives by computing a
multi-parameter formula of these objectives (e.g., θc1 +
(1− θ)c2 for the bi-objective case, where c1 (resp., c2)
is the value of the first (resp., second) objective). By
varying the compromise parameter θ between 0 and 1,
one can expect to cover the whole front while applying
the same algorithm. This method is fast and efficient
when carefully done (e.g., using normalization), but does
not work well when the objective space near the Pareto
front is concave.

This work is also related to decision tree search (e.g.,
branch-and-bound or A∗) as greedy algorithm can be
seen as walking in a tree. However, these techniques are
known to be time-consuming and usually seek either for
one solution only or for the entire Pareto front. As the
number of Pareto-optimal solutions can be exponentially
high, it lacks techniques that are able to prune the search
and sample the solution space.

A multi-objective iterative greedy search for bi-
objective flowshop problem was proposed in [10]. This
method relies on building a front of non-dominated
solution by iteratively modifying the current solution
set (initialized by single-objective heuristics). The main
difference with our approach is that it is not as general
and is only suited to the case when input objects are not
explicitly ranked: it is not applicable for a scheduling

problem with precedence constraints, because in this
case only tasks at the bottom of the graph could be
moved from one processor to another.

Beam-search was first use in speech recognition [15].
There exists several results that use beam-search in
scheduling or for multi-criteria problem. In [17], beam-
search is used for a bi-criteria train scheduling problem,
however, in this case, the selection of the candidates node
is done using an aggregation of the different criteria.
In [16], beam-search is used for a multi-criteria schedul-
ing problem in an assembly line. In this case the selection
of the candidates node is based on a single criterion
(only nodes with the best usage rates are kept). In [7],
a bi-criteria scheduling problem for single machine is
studied. In this case, the selection criteria is an aggre-
gation of both criteria. Other studies [14], [9], [1] use
also beam-search for solving multi-criteria scheduling
problem. However, to the best of our knowledge, none
of the existing works select the candidate nodes using
an evaluation of the current Pareto front as we do here
with the set preference relation 4H .

VII. CONCLUSION

Computing or approximating the Pareto front is one
of the major challenge in multi-objective optimization.
Moreover, finding a good solution rapidly is a property of
many greedy algorithms. In this paper, we have proposed
a generalization of the greedy approach, called MO-
GREEDY, for the multi-objective case. This method is
an extension of the beam-search technique. A multi-
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(c) Large number of partial solutions for the MO-GREEDY strategy
and small ǫ.

Figure 7: Comparison of the hypervolume ratios between the MO-GREEDY strategy and an approximation algorithm
for the independent tasks case.

objective problem for which there exists a greedy heuris-
tic for the single-objective case can then, after some
adaptation, be solved thanks to our method. Similarly to
the greedy approach, adaptation to the targeted problem

is required.

We have studied the quality of our strategy for a bi-
criteria scheduling problem for heterogeneous computing
and discussed the impact of different possible settings



(limit to the size of the manipulated sets). Moreover,
experimental results show that the proposed strategy pro-
duces solutions that are close to Pareto-optimal ones and
outperforms aggregation or efficient specialized multi-
objective heuristics in many cases.

Our future work is directed towards the implementa-
tion of problems with more objectives. However, exist-
ing methods for computing iteratively the hypervolume
pose practical issues. We also want to investigate how
we could introduce algorithmic guarantees for specific
problems such as it is done for greedy algorithms.
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VIII. APPENDIX: HEURISTICS SOLVING THE

SCHEDULING PROBLEM

A. Proc: Approximating the Pareto Front Using a

Makespan-Centric Heuristic

It has been shown in [8] that scheduling tasks on the
processors with the smallest λτ helps in improving the
reliability. The Proc heuristic uses this fact to provide
an approximation of the Pareto front.

Algorithm 3: Proc: a heuristic for approximating the
Pareto-front
Data: G the input DAG
Result: S an approximation of the Pareto-front

1 begin

2 Sort the processors in non-decreasing λjτj
order S ← ∅ for j from 1 to m do

3 Let πj be the schedule of G obtained by
HEFT using the first j processors if πj is

not dominated by any solution of S then

4 S ← S ∪ {πj}

5 return S

The idea is to build a set of makespan/reliability trade-
offs by scheduling the tasks on a subset of processors
(sorted by non-decreasing λτ product) using the HEFT
heuristic. The smaller the number of used processors, the
smaller the makespan and the better the reliability (and
vice-a-versa).

B. BSA: Bi-objective Aggregation-based Heuristic

BSA [11] is a heuristic based on aggregation that uses
an additive function to map tasks. Given a ranking of the
tasks, the heuristic schedules task ti to the processor pj
such that:
√

θ

(

end(i, j)

maxj′ end(i, j′)

)2

+ (1− θ)

(

oiτjλj

maxj′ oiτj′λj′

)2



is minimized, where, end(i, j) is the completion time of
task i if it is scheduled as soon as possible on processor
j and θ is the parameter given by the decision maker that
determines the tradeoff between each objective (θ = 1
leads to makespan centric heuristic). Each term repre-
sents one of the objective and is normalized since all
objectives are expressed in different units and can have
different orders of magnitude. The normalization is done
relatively to an approximation of the worst allocation of
the tasks.

Different values of θ are used (from 0 to 1 by 0.01
increment) to build the Pareto front.

C. Geom: Bi-objective Geometric-based Heuristic

Concerning the geometric class of heuristics, the idea
has been introduced in [5] and is described below. The
decision maker provides an angle θ between 0◦ and
90◦ and a greedy scheduling algorithm. At each step,
a partial schedule S is incremented and a new task
is considered. The algorithm simulates its execution
on all the m processors and hence, it generates m
partial schedules, each one having its own reliability and
makespan. Among these schedules, we discard the Pareto
dominated ones. Then, these partial schedules and S –
the one generated at the previous step – are plotted into
a square of size 1, S being at the origin (see Figure 8).
Then, a line determined by the origin and an angle θ
with the x-axis is drawn. The closest partial schedule to
this line is retained (s2 in the figure) and we proceed the
next step.
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