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On finite time resonance entrainment in multi-DOF
systems

Denis Efimov, Alexander Fradkov, Tetsuya Iwasaki

Abstract—The mechanism of entrainment to natural oscilla-
tions in a class of (bio)mechanical systems described by linear
models is investigated. A nonlinear control strategy (based on
the speed gradient control algorithm) is analyzed providing the
system oscillation in resonance mode with a natural frequency.
It ensures an energy-optimal entrainment performance robustly
against perturbations in system parameters in a finite time. The
obtained controller equations can be interpreted as equations
of a dynamical neural network. Assuming that the resetting
mechanism in animals is selected to ensure a suboptimal
entrainment performance, the neural network interpretation
may be helpful for understanding the entrainment phenomenon
in nature. Efficiency of the proposed entrainment solutions is
demonstrated by examples of computer simulation.

Index Terms—entrainment, nonlinear control, oscillations

I. INTRODUCTION

THE robotic or animal locomotion is a periodical move-
ment synchronized with the environment influence. To

minimize the energy consumption during the movement,
the body oscillations have to be performed in a resonance
mode. For example, the period of walking can be related
to the natural frequency of legs as a pendulum [15]. This
fact is of great importance for analysis of the locomotion
phenomenon in animals and for robotic systems design as
well. In this way a fundamental question arises: how to
design a feedback controller ensuring reliable oscillations in
(or near) a resonance mode?

An answer to this question is based on the fact that
rhythmic animal motions are controlled by neural circuits
called the Central Pattern Generator (CPG) [2], [14], [16].
CPGs are composed by neural networks generating sustained
oscillations and defining the locomotion rhythm. Such a
control mechanism of oscillations can be related with the
entrainment phenomenon, when one oscillator (CPG) en-
trains to the frequency and phase of rhythmic movement in
another oscillator (in a series or feedback connection). This
feedback mechanism is now used in robotics and mechanical
systems to regulate locomotion [10], [11]. The conditions of
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resonance regime appearance are analyzed using (multivari-
able) Harmonic Balance (HB), and hence are approximate in
nature.

The goal of this work is to make the next step and develop
control methods that achieve resonance entrainment exactly.
We would like to propose control algorithms providing a shift
of system oscillations to resonance regime with posterior
interpretation of the control as a CPG or a neural network.
Our underlying idea is that not only the resonance motion
is energy-optimal, but its control mechanism may also be a
result of a natural optimization. Applying inverse interpreta-
tion, we use the speed gradient principle [9] to arrange the
type of behavior that was called feedback resonance in [7],
[8]. The control equations form a neural network structure
similar to [10], [11].

The main results present an energy-optimal control law
for a class of multiple degree-of-freedom (DOF) mechanical
systems.

Preliminary results are obtained in Section 2 where the
resonance controls based on the speed gradient approach
from [4], [5], [7], [8] are introduced and applied to a
single DOF linear pendulum. Optimality of a form of the
speed gradient algorithm for energy excitation in the linear
pendulum has been shown in [1]. The problem statement of
natural oscillation entrainment in linear mechanical multi-
DOF systems is presented in Section 3. The control algo-
rithms based on the results from [4], [5] are developed in
Section 4. Interpretation of their equations as a dynamical
neural network is also given. Efficiency of the obtained
control algorithms is demonstrated on examples of computer
simulation in Section 5.

II. PRELIMINARIES

In this section we will develop basic control strategies by
applying the results from [1], [4], [5], [7], [8] to the linear
model of a pendulum:

ẍ+ κẋ+ ω2x = bu, (1)

where x ∈ (−π, π] is the angle of pendulum rotation, ẋ ∈ R
is the angular velocity, u ∈ [−U,U ] is the control, U ∈ R+

is the maximal control amplitude; κ ∈ R+ is the friction
coefficient, ω ∈ R+ is the frequency of oscillations without
friction, b ∈ R, b 6= 0 is the control gain. It is assumed
that |ω| > κ, in this case the transfer function of the
system (1) has poles λ1,2 = −0.5κ ± ω0i with nonzero



imaginary part ω0 =
√
ω2 − κ2/4, where ω0 is the natural

frequency of oscillations for (1). Typically, the oscillations
with the frequency ω0 are called resonant for (1). It is
worth noting that the Bode magnitude plot of the system (1)
reaches its maximum at the frequency ω1 =

√
ω2 − κ2/2

while ω ≥ κ/
√

2, and at the zero frequency otherwise (for
the variable ẋ the resonant frequency is ω). The difference
between frequencies ω, ω0, ω1 is minor if the value of κ is
sufficiently small, that is the case under consideration.

Due to constraint on the control amplitude, the problem of
excitation of the resonance oscillations becomes meaningful
from practical point of view. If it is required to ensure os-
cillations with the maximal amplitude for a given amplitude
of the control, then the resonance mode is a solution. The
question is how to design such a control u = u(x, ẋ),
|u| ≤ U providing the system oscillations with the frequency
ω0 or ω1. An additional goal consists in the oscillation phase
resetting.

The pendulum (1) energy has form:

E(x, ẋ) = 0.5[ẋ2 + ω2x2], Ė = −κẋ2 + bẋu.

Each fixed value of the energy E corresponds to an oscil-
lation with the angle amplitude

√
2E/ω, the presence of

friction leads to the energy dissipation. In the paper [1] it
is shown that the control

u = U sign(ẋ), sign(s) =

{
s/|s| if s 6= 0;

[−1, 1] if s = 0,
(2)

is the optimal solution of the terminal energy maximization
problem. Since the control (2) is piecewise constant, then
solutions of the system (1), (2) can be presented as follows:

x(t) = e−κt/2[ω−1
0 (ẋ(0) + κ{x(0)− s0}/2) sin(ω0t) +

+{x(0)− s0} cos(ω0t)] + s0,

ẋ(t) = e−κt/2[ẋ(0) cos(ω0t)− ω−1
0 (ω2{x(0)− s0}+

+κẋ(0)/2) sin(ω0t)],

s0 = bω−2U sign(ẋ(0))

for t ∈ [0, t1), where

t1 =
1

ω0
atan

(
ω0ẋ(0)

ω2{x(0)− s0}+ κẋ(0)/2

)
is the instant of time when ẋ(t1) = 0 (for the first time).
Introduce ti, i ≥ 1 as the sequence of instants satisfying
constraints ẋ(ti) = 0 and ẋ(t) 6= 0 for t 6= ti, i ≥ 1. For
t ∈ [ti, ti+1), i ≥ 1 we have

x(t) = e−κ(t−ti)/2{x(ti)− si}(ω−1
0 κ/2 sin[ω0(t− ti)] +

+ cos[ω0(t− ti)]) + si,

ẋ(t) = −e−κ(t−ti)/2{x(ti)− si}ω−1
0 ω sin[ω0(t− ti)],

si = −si−1.

From the expression above we have that ti+1 − ti = π/ω0,
i ≥ 1. Therefore, the control (2) ensures that the trajectory
of system (1) converges to oscillations with the frequency

ω0 [4] (the resonance oscillations) in the finite time t1. Os-
cillating at this frequency the closed-loop system trajectories
asymptotically converge to the limit cycle path:

x(t) =

{
γ(t), 0 ≤ t ≤ π/ω0;

−γ(t− π/ω0), π/ω0 ≤ t ≤ 2π/ω0,

γ(t) = e−κt/2{γ0 − bU/ω2}[ω−1
0 κ/2 sin(ω0t) +

+ cos(ω0t)] + bU/ω2,

where

γ0 = −bU/ω2 (1 + e−κπ/ω0 + 2e−κπ/(2ω0))/(1− e−κπ/ω0)

is the oscillation amplitude for the variable x on the limit
cycle. Thus we have proven the following result [1], [4], [9].

Lemma 1. For the system (1) with the control (2) the
following statements are true:

1) convergence in the finite time t1 to the oscillations with
the frequency ω0;

2) the asymptotic amplitude of oscillations for the vari-
able x is γ0.

In the paper [4] an adaptive algorithm for amplitude adjust-
ment in the control (2) is proposed ensuring the required
amplitude of oscillations on the limit cycle γ0 for the case
of unknown values of the pendulum (1) parameters. In the
paper [3] the same problem (excitation to the resonance mode
of the pendulum (1) for unknown values of parameters) is
solved using the adaptive observer technique. This control is
related with the mechanism of positive rate feedback with
saturation discussed in [11].

If the control is chosen in the form

u = −U sign(ẋ), (3)

then it ensures the system (1) stabilization with an optimal
performance.

Lemma 2. For the system (1) the control (3) ensures global
stability of the set X = {(x, ẋ) ∈ (−π, π] × R : |x| ≤
|b|U/ω2, ẋ = 0} and attractivity of an equilibrium into X ,
providing the free end terminal optimization of the system
energy E.

In this work, we will also be interested in the finite time
stabilization, that can be realized by the following control
law:

u = −β sign(ẋ)− (β + ε)sign(κẋ/ω2 + x), (4)

where 2β + ε = U and β > 0, ε > 0 are the design
parameters.

Lemma 3. The control (4) ensures global stabilization of the
system (1) in a finite time t0 ≥ 0:

t0 ≤ T0 = 2µ−1
√
V (κẋ(0)/ω2 + x(0), ẋ(0)),



where

V (ξ1, ξ2) = 0.5[0.5ω2ξ21 + ξ22 + 0.5ω2(ξ1 − κξ2/ω2)2]

+ b(β + ε)|ξ1|

and

µ = min{b(β + ε)κ/ω, bβω/(
√

0.5ω + 0.5κ),

0.5κω2/
√
b(β + ε), 8κb

√
b(β + ε)ε/[3

3
√

2ω2]}.

Neither the controls (2), (3) nor (4) regulate the phase of
oscillations, and in addition, the resulting oscillations in the
resonance mode have non-constant energy E. The control
presented in [5] makes the regulation of both, the energy E
and the phase ϕ ∈ [−π, π).

Comparing controls (2), (3), (4), note that the operation of
the first two is independent of the system (1) parameters.

Frequently only the angle position x is available for
measurements while the controls (2), (3) are based on the
velocity ẋ. As in [3], [4] we will use the following simple
filter to evaluate ẋ.

Lemma 4. Let |ẍ(t)| ≤ Ξ, Ξ ∈ R+ for all t ≥ 0. Then the
filter

q̇ = −η(q + x), η > 0, ˆ̇x = η(q + x) (5)

provides estimation of ˙x(t) with accuracy:

|ˆ̇x(t)− ẋ(t)| ≤ |η[q(0) + x(0)]− ẋ(0)|e−ηt/2 + 2
√

2Ξ/η.

This linear filter has asymptotic convergence and a steady-
state error bound proportional to Ξ, that can be dominated
by increasing the value of η. The following nonlinear filter
performs exact differentiation in the noise-free case in a finite
time [6].

Lemma 5. Let |ẋ(t)| ≤ L1 ∈ R+, |ẍ(t)| ≤ L2 ∈ R+, for
all t ≥ 0. Then the filter

ζ̇1 = −α
√
|ζ1 − x(t)|sign[ζ1 − x(t)] + ζ2,

ζ̇2 = −ρsign[ζ1 − x(t)]− χsign(ζ2)− ζ2, (6)
ζ1(0) = x(0), ζ2(0) = 0,

where

χ = 0.25
4
√

2L1 + %, ρ > L1 + L2 + 3χ,

α = 4[
√

2(ρ+ L1 + L2 + 2χ)χ+ (7)√
ρ+ L1 + L2 + 3χ(L1 + L2 + 2χ)]/

[2ρ− L1 − L2 − 2χ]

for some % ∈ R+, has bounded solutions and ζ2(t) = ẋ(t)
for all t ≥ Td with Td ≤ L1/(0.25 4

√
2L1 + %).

III. NATURAL OSCILLATION ENTRAINMENT PROBLEM

Consider the class of mechanical systems with the model

Jẍ+Dẋ+ Sx = Bu, y = Cx, (8)

where x ∈ Rn is the vector of generalized coordinates, u ∈
Rm and y ∈ Rm are the input and the output respectively.

Assumption 1. The inertia, damping and stiffness matrices
satisfy

J = JT > 0, S = ST ≥ 0, D = εS, ε > 0,
rank(B) = rank(C) = m, m = n.

Assumption 1 is similar to those used in [10]. Roughly
speaking it implies that the system has Rayleigh damping, the
vector x is available for measurements and the dimension of
the control equals to the number of generalized coordinates.
A natural mode of (8) is defined by a pair of the natural
frequency ωi ∈ R+ and the mode shape ξi ∈ Rn satisfying
(S − ω2

i J)ξi = 0, i = 1, n (where the symbol 1, n is used
to denote the sequence of integers 1, 2, ..., n). For brevity of
presentation we will assume that all ωi, i = 1, n are different
(the approach can be easily extended to the multiple case).
We will also assume that the controller is allowed to have
centralized information processing.

The problem of natural oscillation entrainment can be
formulated now as follows. Design a control u ensuring that
the system (8) oscillates at a selected natural frequency ωk,
k ∈ {1, ..., n}.

IV. RESULTS

This section extends the feedback resonance mechanism in
the controls (2), (3) for the single-DOF system to the multi-
DOF system (8). Our approach is based on the transformation
x = Pz of the system (8) to the normal mode canonical form:

z̈ +Kż + Ωz = Ru, (9)

where

Ω = P−1J−1SP = diag[ω2
1 , ..., ω

2
n],

K = P−1J−1DP = diag[κ1, ..., κn],
R = P−1J−1B, κi = εω2

i , i = 1, n,

and the columns of the matrix P are composed of the vectors
ξi. Under Assumption 1 we may assume that the vector x =
C−1y is available for measurements (the matrix C has rank
n). By the same arguments, since rank(B) = n, the matrix R
is nonsingular and introducing an auxiliary control υ = Ru
we may rewrite the system (9) as a sequence of independent
systems (1):

z̈i + κiżi + ω2
i zi = υi, i = 1, n. (10)

Thus to choose υi, i = 1, n the controls (2), (3), (4) can be
used. The i-th system in (10) is responsible for the system
(8) oscillation on the frequency ωi or ωi,0 =

√
ω2
i − κ2i /4.

Stabilization of the i-th normal mode at the origin (zero
energy level) implies elimination of the frequency ωi from
the frequency spectrum of the system (8) oscillation. Thus
to solve the problem of natural oscillation entrainment to the
frequency ωk, it is necessary to stabilize at the origin all
normal modes with ωi 6= ωk providing a sufficient level of
excitation for the k-th mode. For future reference define the
set of canceling normal modes J = {1, ..., n} \ {k}.



A. The energy-optimal control

To excite the k-th mode by (2) and attenuate the other
modes by (3), we choose

υi = Uisign(żi), i = 1, n, (11)

where Uk > 0 and Uj ≤ 0, j ∈ J are some constants. Since
the variables żi, i = 1, n are not available for measurements,
to realize the control (11) we may use the filter (5):

q̇i = −η(qi + zi), ˆ̇zi = η(qi + zi), (12)

for some η > 0. Then the final expression of the speed
gradient control algorithm in this case is as follows:

u = R−1diag[U ] sign( ˆ̇
iz). (13)

According to lemmas 1, 2 this control ensures a near optimal
resonance excitation performance.

This control has a structure similar to the control proposed
in [10] (see Section IV-B for details). However, it is hard
to prove the resonance entrainment ability of (13) due to
the filter (5) use (this simplest filter does not guarantee
an accurate differentiation without a steady-state error) and
the control (3) application for the modes J cancellation
(this control ensures the cancellation asymptotically, thus in
a generic case the frequency spectrum of the multi-DOF
system (8) for all t ≥ 0 contains some modes from J ).
These problems can be resolved using the control (4) instead
of (3), and the nonlinear differentiator (6) instead of (5).

Theorem 1. Let Assumption 1 be satisfied and a constant
U > 0 be given. Then the control

u = R−1υ, υ = [υ1, ..., υn]T ,

υk = Usign(ˆ̇zk),

υj = −β sign(ˆ̇zj)− (β + ε)sign(κj ˆ̇zj/ω
2
j + zj), j ∈ J ;

(14)
where 2β + ε = U and

ˆ̇zi = ζ2,i;

ζ̇1,i = −α
√
|ζ1,i − zi(t)|sign[ζ1,i − zi(t)] + ζ2,i,(15)

ζ̇2,i = −ρsign[ζ1,i − zi(t)]− χsign(ζ2,i)− ζ2,i,
ζ1,i(0) = zi(0), ζ2,i(0) = 0, i = 1, n,

with the parameters α, ρ and χ calculated in accordance
with (7) for

L1 =
√
ε/(ην)U, L2 = (κ+ ω2)L1 + U,

η = min{0.5, 0.25ω2}, ν = κmin

{
1

3
,

0.5

1 + ω−2κ2

}
,

ε = 0.25κω−2 + κ−1

ensures for the system (8) boundedness of solutions and the
natural oscillation entrainment for all initial conditions in a
finite time.

In this theorem the upper limit of the control U is intro-
duced for υ for brevity of formulation (it can be recalculated
from an upper bound of the control u).

B. Neural circuit interpretation

The obtained controls (13), (14) have the structure of an
artificial dynamical neural network conventionally used for
CPG modeling.

The scheme of the control (13) is shown in Fig. 1 (the con-
trol (14) has a similar scheme). The input transformation z =
P−1C−1y and the output multiplicative gain R−1 diag[U ]
can be interpreted as a linear static feedforward layer of
an artificial neural network. The nonlinear and dynamical
transformations, presented in the second layer in Fig. 1, can
be considered separately or united in the single layer. As
it is proven in [1], [7], [4], being adjusted in accordance
with the method described in this work, the network ensures
entrainment of the system (8) to the resonance oscillations.

  

1 [ ]R diag U−  ( )sign ⋅  
s

s

η−
+ η

 

Layer 1 

u  z
⌢
ɺ  z  y  

Layer 2 Layer 3 

1 1P C− −  

Figure 1. Scheme of the control (13)

The CPG based control scheme from the paper [10] is
shown in Fig. 2, where G and H are some input and output
transformation matrices, and CPG is modeled by a recurrent
(feedback) network of dynamical neurons. The structure
scheme of a neuron is given in Fig 3, where v and w are the
scalar output and input of the neuron respectively, ψ : R→ R
is a sigmoidal activation function [10], the frequency ωo
represents the time lag and adaptation effects of the cell
membrane and synapse modeled by the band pass filter. In the
papers [10], [11] the ability of a network of such neurons for
resonance entrainment is analyzed applying the HB method.
The peculiarity of HB approach is that it is an approximate
technique.
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Figure 2. Scheme of the control from [10]
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Figure 3. Scheme of an artificial neuron from [10]

Thus the schemes from Figs. 1 and 2 have the same
number of layers. The first and the third layers have the same
structure (the constant weights). The intermediate second
layers are also similar; in Fig. 1 this layer is modeled by
a parallel connection of neurons presented in Fig. 3 for
ψ(·) = sign(·) with a low pass filter.



Therefore, based on the entrainment framework founded
in [10], [11], this paper presents an alternative methodology
for neuronal circuit design for resonance entrainment of (8).
The new approach has rigorous theoretical background for
choice of the parameters. The proposed model of neural
network is simpler than conventionally used, but it assumes
a kind of centralized information processing (the controls
proposed in [10], [11] are decentralized). The necessity of
centralized information processing follows optimality of the
control (13), i.e. to ensure an optimal performance we have to
take care about the whole system (decentralized optimization
of subsystems may not lead to the optimality of the integral
system). This optimality of the control (13) that minimizes
of the control energy consumption for resonance entrainment
could be important for robotic system design.

V. APPLICATION

Let us take the linear part of the example from [10]:

J =
1

12
I3, B =

 1 −1 0
0 1 −1
0 0 1

 , C = BT , K = BC,

where I3 is the identity matrix with dimension 3×3, ε = 0.1
and η = 10. This system has natural frequencies:

ω = [6.24 4.32 1.54]T .

In Fig. 4 the results of the control (13) application is shown
where

U =

{
U1 if t ≤ 10;
U2 if t > 10,

U1 = [−5 − 1 0.1]T and U2 = [5 − 1 − 0.1]T . Thus
for t ≤ 10 the system oscillate with the frequency ω3 = 1.54,
next for t > 10 the control (13) in a finite time activates
the natural oscillations with ω1 = 6.24. Such a change of
oscillation frequency (or a normal mode) corresponds to a
transition from the “walking” mode to the “running” one in
animals.

  

0 
10 

t 

1 − 
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0.5 

1 

x 1 

x 2 

x 3 

Figure 4. The energy-optimal control

The results of the control (13) application confirm its
entrainment abilities to the resonance oscillations at natural
frequencies. The switching between different frequencies
(mode of oscillation) can be carried out by the incoming
parameter setup (U or Ed).

VI. CONCLUSIONS

The entrainment mechanism to a resonance mode based
on CPG from [10], [11] is extended. The energy-optimal
control [7], [8] is used to design the entrainment neural
networks. The obtained conditions of oscillation at a natural
frequency are based on Lyapunov analysis and the optimal
control theory (the harmonic balance method is avoided). It
is shown, that the resonance oscillations can be reached in
a finite time. The proposed equations of neural network are
simpler than used in [10], [11]. The results of computer sim-
ulation demonstrate good entrainment ability of the proposed
approach.
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