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1

In this paper we introduce and illustrate the rédgdmegun ULIS project, which aims
at redesigning a pivot-based NLP technique, 100¥tguthe semantic web formal-
isms, and being compliant with the Meaning-Texitlye ULIS stands fokJniversal

Linguistic System, and is a system through which multiple actorsla¢tdnteract with

interlingual semantic web knowledge bases in multiple controlled (i.e., restricted and
formal) natural languages. Each controlled natlsabuage (dictionary, grammar
rules) would be described in a part ofidversal linguistic knowledge base (ULK).

Besides this, the ULK consists in one specific rimgual knowledge base. Actors
could then enhance their controlled natural languagough different actions in con-
trolled natural language (e.g., create, descrifmify, merge, or delete lexical units
in the dictionaries and grammar rules; connectasitnal lexical units to interlingual
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Abstract. We are interested in bridging the world of natlaalguage and the
world of the semantic web in particular to supponltiingual access to the
web of data. In this paper we introduce the ULi§jgut, that aims at designing
a pivot-based NLP technique callethiversal Linguistic System, 100% using
the semantic web formalisms, and being compliarth whe Meaning-Text
theory. Through the ULIS, a user could interactvehinterlingual knowledge
base (IKB) in controlled natural language. Linguisticsoairces themselves are
part of a specific IB: The Universal Lexical Knowledge base (ULK), so that
actors may enhance their controlled natural languttgough requests in con-
trolled natural language. We describe a basicactem scenario at the system
level, and provide an overview of the architectof@JLiS. We then introduce
the core of the ULIS: thénterlingual lexical ontology (ILexicOn), in which
each interlingual lexical unit class (IUsupports the projection of its semantic
decomposition on itself. We validate our model wattstandalone ILexicOn,
and introduce and explain a concise human-reachaitégion for it.

Keywords. Semantic Web; Explanatory Combinatorial Lexicoloigpyerlingual

Lexical Ontology; Semantic decomposition; Interliag) Lexical Primitives,
Meaning Text Theory.
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lexical units; add linguistic attributes with theissociated rules, etc.).



The aim of this paper is to overview our proposalthe architecture of ULiS, and
to introduce and validate the cornerstone of thigansal linguistic knowledge base:
theinterlingual lexical ontology (ILexicOn).

2 Related Work

The Meaning-Text Theory (MTT). The MTT is a theoretical linguistic framework
for the construction of models of natural languafye.such, its goal is to write sys-
tems of explicit rules that express the correspooddetween meanings and texts (or
sounds) in various languages (Kahane, 2003). Sdifament levels of linguistic re-
presentation are supposed for each set of synorymtt@rances: a semantic repre-
sentation that is a network; the deep and surfacstic representations (DSynR and
SSynR) that are trees; the deep and surface magibal representations (DMorphR
and SMorphR) that are lists of annotated tokend;tha the deep and surface phono-
logical representations (DPhonR and SPhonR) tleatkso lists of annotated tokens.
(Mel'¢uk, 1998).

Thus, twelve modules containing transformationswdes used to transcribe repre-
sentations of a level into representations of gacaaht level. The main constituent of
the MTT is the dictionary model where lexical urate described, which is called the
Explanatory Combinatorial Dictionary (ECD), and has been the object of many
works on lexical functions, e.g., (Malk et. al., 1995).

Lexical ontologies and meaning representation languages. Lexical ontologies are
ontologies of lexicalized concepts, widely usedntodel lexical semantics. Some
have broad coverage but shallow treatment (i.¢h mo or little axiomatization) such
as Princeton WordNet (e.g., Miller et al., 1990)daome have small coverage but
are highly axiomatized such as FrameNet (Bakel. 4988). They use different theo-
ries of lexical semantics but most of them do regadibe phrasemes nor lexical col-
locations. The French Lexical Network (Lux-Pogodal Polguére, 2011) is a grow-
ing ECD-compliant lexical resource, but it does ns¢ the semantic web formalisms,
and the definitions of the lexical units are ndtyffiormalized.

On the other hand, the Universal Networking Langu@diNL) is a meaning repre-
sentation language, originally designed for pivemthiniques Machine Translation. Its
dictionary is an interlingual lexical ontology bdsen so-called Universal Words ++,
but the lack of argument frames and lexical funwion the UNL dictionary was
pointed out in (Bogulsavsky, 2002; Bogulsavsky, 200 his is when the idea of an
ECD-compliant interlingual lexical ontology wassfirmentioned. After the semantic
web formalisms were introduced at the W3C, an giteam port the UNL to semantic
web formalisms was the topic of the W3C Common Wabguage Incubator Group
(XGR-CWL, 2008), but no improvement was made tol¢ix@al ontology.

SPARQL Inferencing Notation (SPIN). Grammar rules are not part of the Common
Web Language (CWL) framework, in fact, the condinrcof grammar modules may



be done in any programming language. Knublauchle2011) introduced SPIN: an
RDFS schema to represent SPARQL rules and constrain

Positioning of the ULIS project. The lexical resource we propose to develop is an
interlingual lexical ontology coupled with a sititatal (i.e., a generalization of lan-
guage-specific) lexical ontology, both using sertamteb formalisms, and that to-
gether form an ECD-compliant dictionary. Benefitaising semantic web formalisms
are high as it enables us to construct an axiosdtizaph-representation of a lexical
ontology, with validation and inference rules. UgiSPIN, we propose to include
transformation rules directly in an RDF format, top of the ECD-compliant lexical
ontologies, thus obtaining an expert system orulstes.

The ULIS model is somehow similar to the FunGramf&@rifian-Pascual & Ar-
cas-Tunez, 2010) which is a lexico-conceptual keolge base for NLP. However,
the two projects have different inspiring influend¥e choose to comply with the
Meaning-Text theory, which gives a thorough undarding of lexical functions that
are ubiquitous in every natural language. We alsmse to describe the whole ULIS
with the semantic web formalisms. This thus posdiytienables the enhancement of
the system itself through controlled natural largguanteractions.

3 Basic I nteraction Scenarioswith the ULiS

The three basic scenarios of ULIS are illustratedrigure 1 below.

An actor in a situatiorc inputs some utterance (e.g., in English: "Whoekill
Mary?") that is first transformed into an RDF sttaaal representation, which under-
goes different language-specific process, and wihscfinally transformed into a
CWL-like interlingual representation.

Machine trandlation. At this stage, depending on the context, the lingual repre-
sentation of the utterance may be translated intdher utterance in situatiah(e.qg.,

in the French situation: "Qui a tué Mary?") throumkituational representation (Out-
put1l™T on Figure 1.

Management of Interlingual Knowledge Bases. Another possibility is that the inter-
lingual representation of the utterance is tramséat in a SPARQL request that is
applied on annterlingual knowledge base (IKB), which eventually produces an RDF
output (e.g.ex: John01). This RDF output is then first transformed intoiaterlin-
gual representation, then into a situational regoregion and finally into an output
utterance: Outpuf®*” on Figure 1 (e.g., "John killed Mary").

Management of the Universal Linguistic Knowledge base. Finally, the third scena-
rio is the human-computing scenario: the SPARQIluest|is applied on the Univer-
sal Linguistic Knowledge base, which is the Intaglial Knowledge Base where the



whole ULIS is described. Human actors may thus eodahe controlled natural lan-
guages through actions stated in controlled natanguage.

The RDF-World / ¢ \

SPARQL ROE RDF RDF

Request SPARQLRPF + X |KBRroF X g\?t';ut
RDF interlingual
representations |R RDF |R ROF

1 |
A\Y
RDF situational
representations SR, ROF H SR, ROF ’ SRy ROF
A

I
1

Fig. 1. ULiS: The basic interaction scenario with an ilitbgual knowledge base.

Thus the interlingual representation format acta @svot not only for natural lan-
guages, but any interlingual representation matydeslated into a SPARQL request,
and any RDF graph may be translated to an intarfihgepresentation.

4 The ULiS components

41 Overview

Figure 2 below illustrates the ULIS, with its thrdifferent layers:

The second row represents interlingual layer (seci.2), with a meta-ontology
that describes thenterlingual lexical ontology (ILexicOn): the cornerstone of the
whole Universal Linguistic Knowledge base. The ILexicOn enables inference in
interlingual semantic representations (ISemRs, on the right).

The first row represents thaterlingual knowledge base (IKB) layer, with facts
(on the right) and an ontology or thesaurus (onlefty, augmented with anchors and
transformation rules (section 4.4), that enabletthiesformation of facts into 1ISemRs,
and vice versa. The IKB enables situation-indepehiderence on utterance repre-
sentation.

The third row represents the situational layer t{sec4.3), with a meta-ontology
that describes thatuational lexical ontology (SLexicOn), that itself enables situa-
tion-dependent linguistic inference on utterans#ésation-dependent representations
(Stuational representations, SRs, on the right). Situation-annotated links #aghs-
formation rules define transformation of utteranap®ong SRs.
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Fig. 2. Overview of the architecture of the ULIS.
From top to bottom: the interlingual layer, theeitingual layer, the situational layer.
From left to right: meta-ontologies; ontologiesstiaand different representations.

4.2  Architecturein theinterlingual layer

The interlingual layer of ULIS is divided in threemponents:

The meta-ontology. Theinterlingual lexical meta-ontology (ILexiMOn) is the sche-
ma that the ILexicOn must satisfy to be compliaithwhe pure semantic features of
the Explanatory Combinatorial Dictionary (ECD)dkfines meta-classes, uses RDFS
and some of OWL full's axioms, and contaaushoc SPIN validation and inference
rules for the ILexicOn and tHeterlingual semantic representations (ISemRs).

The ontology. Theinterlingual lexical ontology (ILexicOn) is the interlingual dictio-

nary wherenterlingual lexical unit classes (ILUs) are formally defined as instances

of the ILexicalUnit meta-class from the ILexiMOnh@& ILexicOn contains all the

pure semantic features of tl&xplanatory Combinatorial Dictionary (ECD). Any

concept expressible in a natural language or afarg defined in the ILexicOn that

contains:

» The formal definitions of the IL¥$ (described in section 5.2)

 The definitions ofnterlingual attribute classes (IAtts) (e.g., plural, future, *iper-
son, indefinite, etc.);



« The definitions of thenterlingual semantic relations (ISemRels), that are used in
the formal definitions of the I1Lt$ and to construdhterlingual semantic represen-
tations (ISemRs);

« Interlingual lexical functions: every purely-semariexical links such as synony-
my, and purely-semantic generic constructions sashthe lexical function
Centr(X), i.e. the center of X or Fin(X), i.e. stop being X

The interlingual semantic representations. ISemRs are RDF graphs with nodes
beinginterlingual lexical unit instances (ILU's), and arcs being ISemRels. IsUnay
also be instances of IAtts. Arcs angerlingual semantic relations (ISemRels).

4.3 Toand from Natural Language facts

Situations. Interlingual-based lexical resources consider ecting language specific
dictionaries to some interlingual dictionary. Wenggalize this by using situations
(i.e., the situations of understanding and usenfeslinguistic element).

The situation of a linguistic element is part ok tpragmatics of its use: it
represents not only the language used (e.g., EN,BtR also sociolectal marks (e.g.,
biologists, architects, official, slang, reverebtigopolectal marks (e.g., U.S., Cana-
da), chronolectal marks (e.g., old, neologic), eanen individual marks (e.g., a partic-
ular group of people). The intersection of situasids also a situation (EN-U.S.-
slang), and so is the union of situations (FR-Carag FR-France-old).

Architecture of the situational layer. This architecture purposefully mirrors the
interlingual layer:

A situational lexical meta-ontology (SLexiMOn) describes the SLexicOn,

A situational lexical ontology (SLexicOn), contains all non-purely semantic fea-
tures of the ECD. A non-exhaustive list is thedaling:

« Definitions ofsituational lexical unit classes, called SLUs, by means of a link to
an ILU®, which is annotated by a specific situation.

 Situational lexical functions such as Instr(X), e preposition that governs the
keyword X and mean&y means df

« Situational attribute classes (e.g., invariableIBhgnouns, French®lverb group,
German dative, etc.), their associated situatioaisrales.

« Situational relations: relations that link two iamstes of the SL%, thus defining
the dependency syntax of the utterance, or the afd@e words in an utterance.
Stuational representations (SRs). The data consist stuational representations

(SRs): RDF graphs havingituational lexical unit instances (SLU's) as nodes and

situational relations as arcs. A SR thus represietslifferent representations of the

Meaning-Text theory.

Transformation rules. Contrary to the Common Web Language (CWL), wheaye n
grammar rules representation is proposed, we planttoducetransformation rules



in the SLexiMOn. Transformation rules form a subslaf the SPIN rules and are
attached to a SLUo define a correspondence between a generiapditten a repre-
sentation level, to another pattern at a deep#y arhigher representation level. Thus,
each situation may define its own analysis and getdn grammar, both made of six
sets of transformation rules.

Transformation rules may be sorted according tar fleeel of genericity: trans-
formation rules that are attached to ISemRelspdAtts, are less specific than rules
that may be triggered only when a complex 1ISemRepad is met; also, rules that
may be triggered in generic situations are lessifipghan those that may only be
triggered in more specific situations. The impottpaint is that a rule must be trig-
gered if and only if there is not a more specifiterthat can be triggered instead. This
implies that an algorithm different from the simgfiteward-chaining algorithm must
be proposed. It will be very important to optimthe application of such an algorithm
with a whole set of rules. We therefore plan tostorct a Rete network (Forgy, 1982)
on top of each set of transformation rules, whileased by the SPIN framework as
each rule is modeled as an RDF graph.

Finally, a set of generic transformation rules mustdesigned to ensure that for
each situation, every SR is transformable to amFSeand that every ISemR is trans-
formable to a SR. When a new situation is introdu¢eg., a new language), this
criterion isa priori not met. This is the reason why we suggest thhedottion of the
universal situation, and transformation rules thraduce Notation3-like output. We
claim that a small set of rules will suffice to duwe and analyze simple controlled
natural languages.

4.4  Toand from Interlingual Knowledge Bases facts.

Interlingual knowledge bases. The main criterion that an interlingual knowledge
base must meet is that any RDF graph inside it imeistansformable into anterlin-
gual semantic representation (ISemR). We thus propose to form interlingual know
ledge bases by augmenting classic knowledge bagiesmehors andtransformation
rules:

« An anchor is a triple that links an RDF resourcardLU’. For instance, the RDF
resourcer df s: O ass will be anchored to a specific 11U | exi con: Rdf O ass
that formally defines the concept of an RDF clasy] that is itself linked to an
English SLU that is a pluralizable noun realized by the gtticlass";

« The transformation rules are stored in the intgual knowledge base and form
two separated sets of rules: one for producing RDBfm an 1SemR, the other for
producing an 1SemR from RDF. Here again, transftionarules may be sorted
according to their level of genericity, and the mngsneric rules must be inhibited
when more specific ones can be triggered.

Augmenting classic semantic web formalisms. The output of an ISemR must be a
valid SPARQL request, and the output of any RDpgnaust be a valid 1ISemR. This
criterion will be satisfied by the introduction different anchors and generic trans-



formation rules in the classic semantic web vocaties: RDF, then RDFS, OWL and
SPIN, and finally SKOS. Thus an RDF class thatd@msnchor, e.gf,oaf : Per son,
has a correspondence with an 1SemR that itselfahasrrespondence to the textual
representation for the EN situation: "The RDF classf : Per son".

5 Modeling Choicesin the Interlingual Layer

51 Overview
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Fig. 3. The three compoents of the interlingual layerhwiétails of the whole core-ILexiMOn
that we introduced, and overview of the light s&lnde ILexicOn and the data.

Figure 3 illustrates the architecture of our wanlth its integration in the semantic
web formalisms. To validate our approach, we desiga light core-ILexiMOh a
light standalone ILexicOnand simple ISemRs

1 RDF/XML document available at URhttp://ns.inria.fr/ulk/2011/06/10/ileximon-core
2 RDF/XML document available at URbttp://ns.inria.fr/ulk/2011/06/10/ilexicon-ex
3 RDF/XML document available at URhttp://ns.inria.fr/ulk/2011/06/10/sems-ex



From top to bottom: 1) the semantic web formalismigh a few OWL classes and
properties that are useful for our work; 2) theadetl core-ILexiMOn; 3) an overview
of the light standalone ILexicOn; and 4) an ovewief data from the interlingual
data component. Notice that: i) Il&Jfrom the data are instances of fsllescribed
in the ILexicOn, that are themselves instanceshefltexicalUnit meta-classes de-
scribed in the ILexiMOn; and ii) properties useditik two resources in a layer are
described in an upper layer.

ILexicOn - standalone&light

| State —(hasEntity)->1.Entity | | Person<Entity | Time<Entity |
A W

Relation<State —(hasEntity)—>1.Entity | Alive<State —(hasEntity)->1.Person |
—(hasObject)->1.Entity

W Parent<Relation —(hasEntity)—>1.Person
—(hasObject)—>1.Person

Event —(hasTime)->1.Time |
A W

End<Event —(hasTime)—->1.Time
—(hasState)>1.State

Cause<Event —(hasTime)—>1.Time A
—(hasAgent)->1.Person
—(hasEvent)->1.Event

A

Die<End —(hasTime)—>1.Time
—(hasState)>1.Alive —(hasEntity)1.Person --o
—(hasState/hasEntity<hasDead)->1.Person - - 4

KillcCause —(hasTime)—>1.Time == ====—=========—=——- 1
—(hasAgent)—>1.Person |
—(hasEvent)->1.Die —(hasTime)->1.Time ————===<= 1

—(hasDead)->1.Person = = = - - \ :
—(hasEvent/hasDead<hasKilled)->1.Person - = = = = ! :
—(hasEvent/hasTime<hasKillTime<hasTime)>1.Time -
—(hasBeneficiary)->?.Person

A

Suicide<Kill —(hasKillTime)—>1.Time
(hasBeneficiary)>?.Person

(hasAgent)->1.Person

(hasKilled)>1.Person o o cc oo m oo |
(hasExperiencer<hasAgent, hasKilled)—>1.Person _ K

Infanticide<Kill —(hasKillTime)->1.Time

—(hasBeneficiary)>?.Person

—(hasAgent)>1.Person === - - - m- e e mm— |

—(hasKilled)>1.Person ==========-==——-—-————=--=- ‘I' 1

— (hasParent)—>1.Parent —(hasEntity)->1.Person ======== 1-:
—(hasObject)>1.Person - - - ——~— : 1

—(hasParent/hasObject<hasKillerParent<hasAgent)->1.Person _ :

—(hasParent/hasEntity<hasKilledChild<hasKilled)>1.Person ____!

—
ISemR John kills Mary: Kill: k01 —(hasAgent)->Person: John01
—(hasKilled)->Person: Mary01

Fig. 4. The light standalone ILexicOn and one ISemR deedrikith our notation.

Figure 4 above concisely describes the light stamdalLexicOn using a notation
inspired from Sowa's conceptual graphs (Sowa, 19B4¢h rectangle represents the
definition of the ILUc that is written in its togft corner.



5.2 Thelexicographic definition of lexical units

In the ILexicOn is propose a novel approach to lthécographic definition of an
ILUC that consists in projecting the minimal semangcamposition of the 1L8on
the ILU® using Conceptual Participant slots (ConP-slot): the implicit semantic link
that exists between an IEW and one of the participants of the minimal setizan
decomposition of L (Meluk, 2004 ; Lefrancois & Gandon, 2011).

Interlingual lexical units (classes and instances): ILU°s are instances of thieexi-
calUnit meta-class from the ILexiMOn (c.f., Figure 3). Vhare defined in the ILex-
icOn (c.f., Figure 4, e.gEntity, Person, State, Alive, Event, Cause). In our notation,
symbol< represents thedfs:subClassOf axiom that may be used to state inheritance
between ILUs (e.g.,Person<Entity, Alive<State, Cause<Event). For instance, The
ILU® Person is a sub-class of the fiLtlass Entity, and the ILLENntity is the parent
of the ILU° Person. Complex IL¥$ may be constructed throughvl:intersectionOf
and owl:unionOf. Finally, interlingual lexical unit instances (ILU's) are instances of
ILU®s and are used in the data component as nodes oftélingual semantic repre-
sentations.

Interlingual semantic relations: ISemRels are instances of #semRelation meta-
class of the ILexiMOn, and thus instances of owjedtProperties. They are intro-
duced in the LexicOn and used in the data to lirk's (see Figure 3&4). In our nota-
tion, symbol< represents thedfs:subPropertyOf axiom that may be used to define a
new ISemRel as being a sub-ISemRel of one or ndeenRels (e.ghasExperienc-
er<hasAgent, hasKilled). Symbol/ represents the owl:propertyChainAxiom axiom
that may also be used to state that a ISemRebigar-ISemRel of the composition
of two or more 1SemRels (e.dhasState/hasEntity<hasDead). These two axioms may
becombined to define complex ISemRels (e.g., hask-
vent/hasTime<hasKillTime<hasTime).

Interlingual lexical primitives: An ILUC L is a ILF if and only if it derives from no
other ILLF but has at least one ConP-slot. Non- lexical gi@s then derive from
one or more lexical primitives following th@onP-dot inheritance and introduction
principle:

An ILU® L inherits from its parents' ConP-slots, and méso antroduce new

ConP-slots;

One may thus consider only participants that amesgary and sufficient to the mi-
nimal projection of L. ILBs are defined as instances of thexicalPrimitive meta-
class from the ILexiMOn (c.f., Figure 3). An IEBust be linked through: i) the onl-
SemanticRelation property to exactly one ISemariafon; ii) the allValuesFrom
property to exactly one ILexicalUnit; and iii) th&Obligatory property to exactly one
xsd:boolean.

Conceptual participant dots: In Figure 4, each line with an arrow in the defonit
of an ILU represents a conceptual participant slot (ConB-#iat restricts the use of
a specific ISemRel for this ILUand its descendants. Actually, such a line mefaais t
the defined ILY is a sub-class of an ICP For instance, the line State—
(hasEntity—1.Entity states that any instance of the Statesdkltinked exactly once



through the hasEntity relation to an instance ef Emtity class. Let us focus on the
notation used on Figure 4:

Inheritance. ConP-slots may be newly defined (black font, ,e.g.
State—(hasEntityy 1.Entity), fully inherited (grey font, e.g.,
Relation<State—(hasEntity)1.Entity) or partially inherited (grey font for ttehe-
rited part, e.g., Alive<State—(hasEntityl.Person). The ILUon the right hand
side of the line is called ttairrent range of the ConP-slot.

Obligatory vs. optional. A ConP-slot may be obligatory (symbol 1, e.g.,
Alive<State—(hasEntityp1.Person) or optional (symbol ?, e.g., KillxCause—
(hasBeneficiary—7?.Person). When an optional ConP-slot is inheritechay be
restricted to being obligatory.

Domain/range of the |SemRel. As an ISemRel is an rdf:Property, it may restrict
its domain and its range i.e., what It the subject (resp. the object) of a triple that
involves this ISemRel does belong to. When an ISeinikunderlined, it means
that its domain is set to the defined fi.ldnd that its range is set to the current
ILU range of the ConP-slot. (e.g., State—(hasBErtity.Entity).

ISemRel subproperty and composition axioms. As we stated in section 4.2.2,
complex ISemRel may be defined thanks to inherégard composition. There are
benefits in using such ISemRel to qualify a new Eafot. In fact, this combined
with the maximum cardinality of ConP-slots resg&ttto 1, imposes the equality of
ILU' in the data. We illustrate these inferable egiealiby dotted lines on the right
of ConP-slots.

The ISemRel inheritance and composition is whabkssathe projection not only of
trees, but also graphs, onto one node. Thus, eéathdescribed in the ILexicOn con-
tains the projection of its semantic decompositicaph. We illustrated this on Figure
4 with complex ILU such aslexicon:Suicide (the killer is the person killed) ariigx-
icon:Infanticide (the killer is the parent of the person killed).

6

Conclusions and discussions

We introduced auniversal linguistic system (ULiS) through which multiple actors

could interact with annterlingual knowledge base (IKB) in controlled natural lan-
guage. We explained an interaction scenario witiSJiwhich can serve for machine
translation and for multilingual management of ilitgual knowledge bases. We
then gave an overview of the layers ULIS is maddha interlingual layer; the situa-
tional layer; and an interlingual knowledge base.

The main novelty of our proposal is that the chimastics of each controlled natu-

ral language are stored in a specific interlinguawledge base. Thus, actors could
enhance their controlled natural language throweffuests expressed in controlled
natural language.

We introduced and illustrated a novel approaclotmélly define ILUs: we make

ILU®s support a projection of their semantic decomjositWe introduced a human-
readable notation to represent ILexicOn, and wel ubé notation to validate our



approach with a simple standalone ILexicOn. We thswed that simple and com-
plex ILU°s may be formally defined with our novel approach.

We are currently working on the formalization afital functions in the ILexicOn

and of the SLexicOn, and we are to partly poputetelexical resources with lexical
units from other lexical resources such as the dfrdrexical Network. We finally
plan to validate our results by the design anddkgerimentation of a web-based
prototype with a simple interlingual knowledge bageg., the "interlingual-
augmented" wine ontology), and a few situationgtam English and French.
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