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ABSTRACT
In this paper we present an algorithm for in-

verse optimization problems concerning electro-
magnetic casting of molten metals. We are in-
terested in locating suitable inductors around the
molten metal so that the equilibrium shape be
as near as possible to a desired target shape. A
Simultaneous Analysis and Design (SAND) math-
ematical programming formulation is stated for
the inverse problem. The resulting optimization
problem is solved with FAIPA, a feasible directions
interior-point algorithm.

INTRODUCTION
The industrial technique of electromagnetic cast-

ing allows for contactless heating, shaping and
controlling of chemical aggressive, hot melts. The
main advantage over the conventional crucible shape
forming is that the liquid metal does not come into
contact with the crucible wall, so there is no danger
of contamination. This is very important in the
preparation of very pure specimens in metallurgical
experiments, as even small traces of impurities,
such as carbon and sulphur, can affect the physical
properties of the sample. Industrial applications
are, for example, electromagnetic shaping of alu-
minum ingots using soft-contact confinement of the
liquid metal, electromagnetic shaping of compo-
nents of aeronautical engines made of superalloy
materials (Ni,Ti, . . . ), control of the structure solid-
ification, etc.

The direct problem is to determine the resulting
liquid metal shape for a given external current
distribution. The model considered here concerns
a vertically falling molten metal column shaped by
an externally applied magnetic field created by a
set of inductors. In general, the direct problem can
be solved either directly studying the equilibrium

equation at the interface, or minimizing an appro-
priate energy functional, the main advantage of this
last method being that the resulting shapes are then
mechanically stable [1, 2, 3].

The inverse problem consists in determining
the exterior field, and therefore the external cur-
rents, for which the liquid metal takes on a given
desired shape. In the two-dimensional case, the
inverse shaping problem consists in finding a dis-
tribution of inductors in order that the generated
exterior field makes the horizontal cross-section of
the molten metal attain a prescribed shape. This is
a very important problem that one needs to solve in
order to define a process of electromagnetic liquid
metal forming. In addition, from a practical point
of view, the magnetic field has to be created by a
simple configuration of inductors.

The direct problem is inherently well posed,
i.e. small variations in the applied currents cause
small variations in the shape. The inverse problem
is inherently ill posed: small variation of the liquid
boundary may cause dramatic variations in the
applied exterior field [4, 5].

In a previous work we studied the inverse elec-
tromagnetic shaping problem considering the case
where the inductors are made of single solid-core
wires with a negligible area of the cross-section [6].
Thus, the inductors were represented by points in
the horizontal plane. In a second paper we consid-
ered the more realistic case where each inductor is
a set of bundled insulated strands [7].

In the present paper we introduce a regularized
cost function in order to treat the numerical insta-
bility. The most important effect of the regulariza-
tion term is to control the magnetic pressure in the
boundary of the computed shape. Thus, this term
ensures that the boundary of the liquid metal is
smooth.



The model

Two different approaches are considered, the
first one seeks for a set of inductors such that
the distance between the equilibrium shape and
the given target one is minimized. The second
approach looks for a set of inductors such that a
slack function related to the equilibrium relation on
the boundary of the target shape is minimized.

A SAND mathematical programming method
is stated for both inverse problem formulations.
This method considers the position of the induc-
tors, shape parameters and state variables as un-
knowns, see [8, 9]. The obtained optimization prob-
lems are solved employing FAIPA [10, 11], a feasi-
ble directions interior point algorithm.

THE MATHEMATICAL MODEL
The model

The simplified model of the electromagnetic
shaping problem studied here concerns the case
of a vertical column of liquid metal falling down
into an electromagnetic field created by vertical
inductors. We assume that the frequency of the
imposed current is very high so that the mag-
netic field does not penetrate into the metal. In
other words, we neglect the skin effect. Moreover,
we assume that a stationary horizontal section is
reached so that the 2-dimensional model is valid.
The equilibrium of the system is ensured by the
static balance on the surface of the metal between
the surface tension and the electromagnetic forces.
This problem and other similar ones have been
considered by several authors, we refer the reader
to the following papers for the physical analysis
of the simplifying assumptions of the model: see
[12, 13, 4, 1, 14, 15, 2].

We denote by Ω the exterior in the plane of the
closed and simply connected domain ω occupied
by the cross-section of the metal column. The
exterior magnetic field can be found as the solution
of the following boundary value problem:

∇×B = µ0J in Ω, (1)
∇ ·B = 0 in Ω, (2)
B ·ν = 0 on Γ, (3)

‖B(x)‖ = O(‖x‖−1) as ‖x‖ → ∞ in Ω.(4)

Here the fields J = (0, 0, j0) and B = (B1, B2, 0)
represent the mean square values of the current
density vector and the total magnetic field, respec-
tively. The constant µ0 is the vacuum permeability,

Figure 1. Direct electromagnetic casting problem.

ν the unit normal vector to the boundary Γ and ‖ · ‖
denotes the Euclidean norm. We assume that j0 has
compact support in Ω and satisfies:∫

Ω

j0 dx = 0. (5)

Since it is assumed that the molten metal is incom-
pressible, we have the following condition:∫

ω

dx = S0, (6)

where S0 is given.
On the other hand, the magnetic field produces

a surface pressure that acts on the liquid metal
changing its shape until the equilibrium is attained.
The equilibrium is characterized by the following
equation [15, 16]:

1

2µ0
‖B‖2 + σC = p0 on Γ, (7)

where C is the curvature of Γ seen from the metal, σ
is the surface tension of the liquid and the constant
p0 is an unknown of the problem. Physically, p0

represents the difference between the internal and
external pressures.

In the direct problem the electric current density
J is given and one needs to find the shape of ω
that satisfies (6) and such that the magnetic field
Bω solution of (1)-(4) satisfies also the equilibrium
equation (7) for a real constant p0.



First order optimality conditions

Conditions (1)-(5), with the function j0 com-
pactly supported in Ω, imply that there exists the
flux function ϕ : Ω→ R such that
B = ( ∂ϕ∂x2

,− ∂ϕ
∂x1

, 0) with ϕ solution of:

−∆ϕ = µ0j0 in Ω,
ϕ = 0 on Γ,

ϕ(x) = O(1) as ‖x‖ → ∞.
(8)

The equilibrium equation (7) in terms of the flux
becomes:

1

2µ0

∣∣∣∣∂ϕ∂ν
∣∣∣∣2 + σC = p0 on Γ. (9)

The direct problem, in terms of the flux, con-
sists in looking for a domain ω such that the
solution ϕ of (8) satisfies (9) for a real constant p0.

Variational formulation
Under suitable assumptions, the equilibrium

configurations are given by the local stationary
points with respect to the domain of the following
total energy:

E(ω) = − 1

2µ0

∫
Ω

∣∣∣∣∂ϕω∂ν
∣∣∣∣2 dx+ σP (ω), (10)

subject to the equality constraint in the measure of
ω: ∫

ω

dx = S0. (11)

where in (10), we have been used the notation ϕω
for the solution of (8), with the purpose of high-
lighting the dependence of the flux with respect to
the domain ω. P (ω) is the perimeter of ω, i.e., the
length of Γ = ∂ω when ∂ω is regular enough (for
instance of class C1):

P (ω) =

∫
Γ

dγ, (12)

where dγ = length measure on Γ.
The variational formulation of the direct prob-

lem consists in finding the domain ω as a sta-
tionary point of the total energy (10), subject to
the constraint (11). As ϕω is solution of (8), to
prove that this variational formulation is equivalent
to the previous one it remains to show that the
equilibrium relation is automatically ensured for all
the stationary points.

X+V(X)
X

ω ωV

Figure 2. Domain perturbation.

First order optimality conditions
In this section we derive the necessary condi-

tion for a domain ω to be a stationary point of
the total energy (10), subject to the constraint (11).
For that purpose we consider shape derivatives.
Differentiation with respect to the domain is a
classical issue, in this work we consider the point
of view of F. Murat and J. Simon; see [17, 18, 19].

Let V ∈W 1,∞(R2,R2) the set of the Lipschitz
functions φ from R2 to R2 such that φ and ∇φ
are uniformly bounded [17]. Let ω be a bounded
domain in R2 of class C2. We consider a shape
deformation given by the mapping Id + V , where
Id is the identity mapping. Then, the deformed
domain ωV is defined by ωV = {x + V (x) | x ∈
ω}; see Fig. 2.

For every V ∈ W 1,∞(R2,R2) the mapping
Id+ V is a diffeomorphism provided
‖V ‖W 1,∞(R2,R2) < 1 [17].

Let O(ω) be the collection of images of ω
considering all possible diffeomorphisms. If F is
a scalar function defined in O(ω) we say that it is
shape differentiable if the function V → F (ωV )
is differentiable at V = 0 in the Banach space
W 1,∞(R2,R2).

The derivative of F , defined in W 1,∞(R2,R2),
is called shape gradient and is denoted by F ′(ω).
It can be shown that the linear application V →
F ′(ω)(V ) is determined by the normal component
of V in the boundary of ω, see [17], [20] and [14]
for a detailed description of the shape derivative
structure.

Let L be the Lagrangian function defined in
O(ω)× R by:

L(ω, p0) = E(ω)− p0(m(ω)− S0), (13)

Then, the first order optimality condition is the
following:

L′(ω, p0)(V ) = 0 ∀V ∈W 1,∞(R2,R2). (14)



This kind of optimality conditions often appear in
hydrodynamic problems and other fluid problems;
let us refer for instance to reference [2] where a
large class of liquid metal equilibria is considered.

The next theorem shows how the termL′(ω, p0)(V )
of (14) can be calculated.
Theorem
Let Ω be the complement of a compact set ω in R2

with nonempty interior. Assume that Γ = ∂ω =
∂Ω is of class C2. Let V be in W 1,∞(R2,R2) with
compact support and ‖V ‖W 1,∞(R2,R2) < 1. Let j0
be a square integrable function from Ω into R with
compact support in Ω.

Then, there exists a unique solution ϕωV
in

C1(ΩV ) (see [21] and [4]) of:

−∆ϕωV
= µ0j0 in ΩV ,

ϕωV
= 0 on ∂ΩV ,

ϕωV
(x) = O(1) as ‖x‖ → ∞.

(15)

and the shape derivative of the lagrangian L is
given by:

L′(ω, p0)(V ) =

∫
Γ

(
1

2µ0

∣∣∣∣∂ϕω∂ν
∣∣∣∣2
)

(V · ν) dγ

+

∫
Γ

(σC − p0) (V · ν) dγ,

where ν is the unit normal to Γ oriented toward Ω,
C is the curvature of Γ (seen from the metal) and
ϕω the solution of (8).�
See [4, 15, 14, 17].

THE INVERSE PROBLEM
The goal of the inverse problem is to find

a distribution of current around the liquid metal
column so that it attains a given shape. This topic
was already studied and there are a few number
of papers about the existence of such solutions.
See [4, 5].

It has been shown that the magnetic field B is
the unique analytic extension of the field B ·τ de-
fined on the boundary Γ of the liquid metal (τ being
the unit tangent vector to Γ) [4]. Furthermore, from
(7) and (9), it is possible to show the following:

B ·τ = ε
√
p0 − σC with ε = ±1 . (16)

The constant p0 must be such that:

p0 ≥ max
Γ

σC . (17)

In [4], the authors proved that a solution for B
exists only if Γ is an analytic curve, and the func-
tion B · τ is analytic. If p0 > maxΓ σC then ε
is constant on Γ. So if we have p0 = maxΓ σC
another restriction is imposed on Γ since ε change
sign around points where B.τ = 0 (i.e. where C
attaints it maximum), depending on the multiplicity
order of these zero points: if the multiplicity order
of a zero point is even, ε remains constant in its
neighborhood. On the other hand if the multiplicity
order of a zero point is odd, ε will change sign.
Hence by periodicity the number of singular points
of odd order must be even. For example any curve
which has its curvature attaining its maximum
value at an odd number of points (at which B.τ
has non-degenerate zeros), is in fact impossible to
form.

In the present approach, given the target shape
ω∗, we look for a electric current density j0 as the
solution of the following optimization problem:

min
j0

d(ω, ω∗), (18)

where d(ω, ω∗) is a “distance” between ω and
ω∗, see [17]. The domain ω belongs to the set of
admissible domains, i.e., ω ∈ O(ω∗), and satisfies
the first order optimality condition (14) under the
action of the electric current density j0.

In addition, the magnetic field has to be created
by a simple configuration of inductors. Hence we
consider a distribution of the electric current den-
sity j0 of the form:

j0 = I

m∑
p=1

αpχΘp , (19)

where I is a given intensity of current, Θp, with
1 ≤ p ≤ m, are inductors of circular cross-
section, χΘp are their characteristic functions, and
αp are dimensionless coefficients. Then, the inverse
problem consists in determining the position and
radius of the circles Θp. Thus, we have to solve a
finite dimensional optimization problem with 3m
project variables.

Note that the expression (19) assumes that the
electric current density is uniform on each region
Θp. Inductors made of bundled insulated strands
allow the use of (19) as a good approximation, see
[22] and references therein.

To find an approximate solution of problem
(18) we considers a domain deformation of ω∗



defined by the diffeomorphism Id + Z, with Z ∈
W 1,∞(R2,R2). Then denoting TZ the mapping:

TZ(x) = x+ Z(x) , (20)

we define:

ωZ = TZ(ω∗) ,

ΓZ = TZ(Γ∗) .

The first formulation of the inverse problem that is
considered here is:

min
j0,Z
‖Z‖2L2(Γ∗) + r

∥∥∥∥∂ϕω∂ν
∥∥∥∥2

L2(Γ∗)

,

subject to: (21)
ωZ is in equilibrium under j0.

where
∥∥∥∂ϕω

∂ν

∥∥∥2

L2(Γ∗)
is a penalty term, and r is a

positive parameter. The regularization term penal-
ize solutions presenting a high magnetic pressure in
the shape boundary. Hence the computed solutions
to the inverse problem will give a magnetic field
corresponding to a smooth boundary Γ∗.

The equilibrium of ωZ is understood in the
variational sense, i.e.,∫

ΓZ

(
1

2µ0

∣∣∣∣∂ϕωZ

∂ν

∣∣∣∣2
)

(V · ν) dγ

+

∫
ΓZ

(σC − p0) (V · ν) dγ = 0

∀ V in W 1,∞(R2,R2) . (22)

A second formulation of the inverse problem
can be considered if we introduce a slack variable
function p(x) : Γ∗ → R in the equilibrium
equation. That is, we say that ω∗ is in equilibrium
under j0 and p if∫

Γ?

(
1

2µ0

∣∣∣∣∂ϕω?

∂ν

∣∣∣∣2
)

(V · ν) dγ

+

∫
Γ?

(σC − p0 + p) (V · ν) dγ = 0

∀ V in W 1,∞(R2,R2) , (23)

where ϕω∗ is the solution of the state equation (8)
in Ω∗. Then, we obtain the following formulation

of the problem:

min
j0,p
‖p‖2L2(Γ∗) + r

∥∥∥∥∂ϕω∂ν
∥∥∥∥2

L2(Γ∗)

,

subject to: (24)
ω∗ is in equilibrium under j0 and p.

Note that in this formulation the shape of the liquid
metal is no more an unknown of the optimization
problem.

NUMERICAL METHOD
The exterior Dirichlet problem

To solve (8) in the exterior domain Ω we con-
sider a particular solution ϕ1 of the differential
equation given by:

ϕ1(x) = −µ0

2π

∫
R2

ln ‖x− y‖j0(y) dy. (25)

This function is a solution of the problem:

−∆ϕ1(x) = µ0j0 in R2, (26)
ϕ1(x) = O(1) as ‖x‖ → ∞. (27)

Note that for the current density distribution de-
fined by (19), the expression of ϕ1 is

ϕ1(x) = −µ0I

2π

m∑
p=1

αp

∫
Θp

ln ‖x− y‖ dy. (28)

The function ϕ1 can be calculated as a sum of
line integrals on the boundaries Γp of domains Θp.
Consider the function w : R2 × R2 → R2 defined
as:

w(x, y) = (1/4)(1− 2 ln ‖x− y‖)(x− y). (29)

The divergence of w is∇y ·w = ln ‖x− y‖. Then,
(28) becomes:

ϕ1(x) = −µ0I

2π

m∑
p=1

αp

∫
Γp

w(x, y) · ν dγ. (30)

The function ϕ can be computed as:

ϕ(x) = ξ(x) + ϕ1(x), (31)

where the function ξ is the solution of the following
exterior problem:

−∆ξ(x) = 0 in Ω,
ξ(x) = −ϕ1(x) on Γ,

‖ξ(x)‖ = O(1) as ‖x‖ → ∞.
(32)



The SAND formulation of the inverse problems

Following Kress [21], an integral single layer rep-
resentation of the solution of (32) is given by:

ξ(x) = − 1

2π

∫
Γ

q(y) ln ‖x− y‖ dγ + c, (33)

where the constant c is the value at the infinity of ξ
and the function q(y) ∈ H−1/2(Γ) satisfies:∫

Γ

q(y) dγ = 0. (34)

It remains to impose the boundary conditions on
Γ. Here, this is done with a weak formulation. Let
aΓ(q, g) be the following elliptic bilinear form:

aΓ(q, g) =

= − 1

2π

∫
Γ

g(x)

∫
Γ

q(y) ln ‖x− y‖ dγ dγ

+c

∫
Γ

g(x) dγ (35)

defined on H−1/2(Γ) × H−1/2(Γ). We look for a
function q(y) ∈ H−1/2(Γ) that satisfies (34) and:

aΓ(q, g) = −
∫

Γ

ϕ1(x)g(x) dγ ∀ g ∈ H−1/2(Γ).

(36)
Equation (36) with ϕ1 given by (30) will be

used instead of (8). Note that the unknown vari-
ables are now the function q and the scalar c.

Finally,
∣∣∣∂ϕ∂ν ∣∣∣ in the equilibrium equation (22)

can be computed as:∣∣∣∣∂ϕ∂ν
∣∣∣∣ =

∣∣∣∣∂ϕ1

∂ν
+
∂ξ

∂ν

∣∣∣∣ , (37)

where the normal derivative of ϕ1 is obtained from
(30):

∂ϕ1

∂νx
(x) = −µ0I

2π

m∑
p=1

αp

∫
Γp

∂

∂νx
(w(x, y) · ν) dγ.

(38)
The following expression can be used for ξ:

∂ξ

∂νx
(x) = − 1

2π

∫
Γ

q(y)
∂

∂νx
ln ‖x−y‖ dγ+

1

2
q(x),

(39)
for all x ∈ Γ, where the integral of (39) is
understood in the Cauchy principal value sense.

The SAND formulation of the inverse problems
A SAND formulation of the inverse problems

(21) and (24) is employed here. In other words,
the state variables, c and q are incorporated as
unknowns of the optimization problem and the
state and equilibrium equations are incorporated as
equality constraints. The optimization problem of
the formulation (21) becomes:

min
j0,Z,c,q

‖Z‖2L2(Γ∗) + r

∥∥∥∥∂ϕω∂ν
∥∥∥∥2

L2(Γ∗)

, (40)

subject to the area constraint:∫
ωZ

dx = S0, (41)

the state equations:

aΓZ
(q, g) = −

∫
ΓZ

ϕ1(x)g(x) dγ

∀ g ∈ H−1/2(ΓZ), (42)∫
ΓZ

q(y) dγ = 0, (43)

and the equilibrium equation:∫
ΓZ

(
1

2µ0

∣∣∣∣∂ϕω∂ν
∣∣∣∣2
)

(V ·ν) dγ

+

∫
ΓZ

(σC − p0) (V ·ν) dγ = 0

∀ V in C1(R2,R2), (44)

where ϕ1, ϕ, and ξ are given by (25), (31) and (33).
The optimization problem of the formulation

(24) becomes:

min
j0,p,c,q

‖p‖2L2(Γ∗) + r

∥∥∥∥∂ϕω∂ν
∥∥∥∥2

L2(Γ∗)

, (45)

subject to the state equations:

aΓ∗(q, g) = −
∫

Γ∗
ϕ1(x)g(x) dγ

∀ g ∈ H−1/2(Γ∗), (46)∫
Γ∗
q(y) dγ = 0, (47)



The numerical model

and the equilibrium equation:∫
Γ∗

(
1

2µ0

∣∣∣∣∂ϕω∂ν
∣∣∣∣2
)

(V ·ν) dγ

+

∫
Γ∗

(σC − p0 + p) (V ·ν) dγ = 0

∀ V in C1(R2,R2), (48)

The numerical model
Discretization of the domain

We consider an approximation of the domain
ω∗ defined by the piecewise linear closed boundary
Γh, i.e., Γh is the union of the n linear finite
elements `j in R2, j ∈ {1, . . . , n}. The nodes of
the boundary Γh are denoted by xi.

A direction Ẑi ∈ R2 is associated to each
vertex xi of Γh. We construct a continuous piece-
wise linear vector field Zi from Γh in R2 such that
Zi(xk) = δikẐ

i. The support of Zi is equal to the
union of the finite elements for which xi is a node.
The vector field Z of (20) is computed as:

Z(x) =

n∑
i=1

uiZ
i(x), (49)

and the updated boundary Γu is then given by:

Γu =
{
X | X = x+ Z(x); ui ∈ R, x ∈ Γh

}
,

(50)
where uT = (u1, . . . , un) ∈ Rn is the vector
of unknowns which determine the evolution of the
boundary. This representation has the advantage of
defining only one degree of freedom for each node.
We denote by ωu the interior domain related to Γu

in order to show the dependence with respect to the
vector u.

Inductors
We consider inductors with a transversal cross-

section Θp = {x ∈ R2 : ‖x − yp‖ ≤ η}, with η
a positive real unknown. The contribution of each
inductor to the function ϕ1 is calculated using (30).
The entire set of shape parameters corresponding
to the inductors is denoted by up.

Exterior boundary value problem
For numerical calculations we consider a piece-

wise constant approximation qh(x) of q(x):

qh(x) =

n∑
j=1

qjej(x), (51)

where ej(x) = 1 if x ∈ `j and zero elsewhere.
Replacing the function g in (42) by ei, with i ∈

{1, . . . , n}, the weak formulation of the boundary
value problem, given by equations (42) and (43),
becomes:

A(u)q = b(up,u), (52)

where the vector qT = (q1, . . . , qn, c) is in Rn+1,
u is the vector of shape variables and up is the
vector that contains the shape parameters of the
inductors. The coefficients aij of the symmetric
matrix A(u) are:

aij(u) = − 1

2π

∫
`i

∫
`j

ln ‖x− y‖ dγ dγ

i, j ∈ {1, . . . , n}, (53)

aij(u) =

∫
`j

dγ i = n+ 1,

and j ∈ {1, . . . , n}, (54)

and the components bi of the vector b are:

bi(up,u) = −
∫
`i

ϕ1(x) dγ

i ∈ {1, . . . , n}, (55)
bi(up,u) = 0 i = n+ 1. (56)

For given vectors u and up, the linear system
(52) is symmetric and non-sparse. Numerical ap-
proximations of the element integrals of previous
and later equations are computed by Gauss quadra-
ture.

If q is the solution of the system (34), (36) and
the piecewise constant approximation qh given by
the solution of (52), then we have the following
error bounds (see [23]):

‖q − qh‖H−1/2(Γ) ≤ C1h‖q‖H1(Γ), (57)

and if ξh is the approximation of (33) then∥∥∥∥∂ξ∂ν − ∂ξh
∂ν

∥∥∥∥
H−1/2(Γ)

≤ C2h‖q‖H1(Γ). (58)

The approximation of the normal derivative ∂ξ
∂ν at

xl ∈ `l is given by:

∂ξh
∂ν

(xl) = − 1

2π

n∑
i=1
i6=l

qi

K∑
m=1

pm
∂ ln ‖xl − xi(sm)‖

∂ν
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+
1

2
ql, (59)

where xi(sm) are the integration points and pm the
weights of the Gauss quadrature formula. Thus, the
computation of ∂ξh

∂ν (xl) needs O(n) floating point
operations.

Equilibrium equation
Consider a direction V̂ i ∈ R2 associated to

each vertex xi of Γh and the continuous piecewise
linear vector field V i from Γh in R2 such that
V i(xk) = δikV̂

i. If we project the equation (44) in
the finite dimensional space generated by V i, i ∈
{1, . . . , n}, the discrete version of the equilibrium
is the following:

DEi(up,u, q) =

=

∫
Γu

(
1

2µ0

∣∣∣∣∂ϕω∂ν
∣∣∣∣2
)

(V i ·ν) dγ

+

∫
Γu

(−p0) (V i ·ν) dγ + σCi ·V̂ i , (60)

where i ∈ {1, . . . , n} and Ci is an approximation
of the mean curvature at xi, given by:

Ci =

(
(xi − xi−1)

‖xi − xi−1‖
− (xi+1 − xi)
‖xi+1 − xi‖

)
. (61)

The gradient ∇ϕ is computed using (37), (38) and
(39).

In the case of equation (48), we consider a
piecewise linear function ph defined as:

ph(x) =

n∑
i=1

pifi, (62)

where the function fi satisfies fi(xk) = δik.
Then, defining pT = (p1, . . . , pn), the equilibrium
equation is defined as:

DFi(up,p, q) =

=

∫
Γ∗

(
1

2µ0

∣∣∣∣∂ϕω∂ν
∣∣∣∣2
)

(V i ·ν) dγ

+

∫
Γ∗

(−p0 + ph) (V i ·ν) dγ+

+σCi ·V̂ i. (63)

Figure 3. Geometric constraints.

Geometric constraints
In order to avoid the possibility of overlapping

between the domains occupied by the liquid metal
and the inductors, we consider the following in-
equality constraints:

ψ(xj) ≤ ψ0, for all xj ∈X, (64)

where X is a chosen set of points belonging to the
boundary of the inductors. The real valued function
ψ is zero in the interior of the liquid metal and
negative in the exterior. Then, choosing a negative
value for the parameter ψ0, (64) enforces the points
xj to be in the exterior of the liquid metal as
illustrated by Fig. 3.

The function ψ that we propose is defined as the
solution of:

∆ψ(x) = 0 in Ω∗,
ψ(x) = 0 on Γ∗,∫

Γ∗
∇ψ(x) · ν dγ = −1.

(65)

In a similar way as the function ξ in Section , ψ can
be calculated as:

ψ(x) = − 1

2π

∫
Γ

q(y) ln ‖x− y‖ dγ + c, (66)

where q must satisfy:∫
Γ

q(y) dγ = −1. (67)

As in Section , an approximated solution of q and
c can be obtained solving a linear system similar to
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(52). The numerical approximation of the function
ψ is obtained employing (66).

The value ψ0 can be defined choosing a point in
the exterior of the liquid metal and calculating the
value of the function ψ at this point.

Defining hj(up) = ψ(xj(up)) − ψ0, all the
geometric constraints are expressed as:

h(up) ≤ 0. (68)

Note that the function ψ was defined for the
fixed domain Ω∗. Then, strictly speaking, the con-
straints (64) are suitable just for the the second
formulation of the inverse problem. In the case of
the first formulation, ψ should be defined for the
changing domain ΩZ . In that case there is an extra
computational cost associated to the computation
of q and c each time that the domain ΩZ is updated.
However, we have observed for all the examples
considered that the use of ψ defined for the fixed
domain Ω∗ is enough to prevent the overlapping
between domains. The reason is that the domain
occupied by the liquid metal keeps very close to
the target shape all along the optimization process.

NUMERICAL EXAMPLES
We consider several examples to illustrate the

behavior of the proposed formulations of the in-
verse problem. The shape and the surface S0 of
the target shape, the surface tension σ, the intensity
I and the dimensionless coefficients αp are given.
For each example all the parameters, including the
parameters ψ0 of the geometric constraints, are the
same for both formulations. The initial values of
the state variables q and p0, the shape variable
u of the first formulation and the pressure p of
the second one are set equal to zero for all the
examples.

For the solution of the optimization problems,
the line search interior-point algorithm for nonlin-
ear constrained optimization problems FAIPA was
employed. For a given feasible point with respect to
the inequality constraints, FAIPA defines a feasible
and descent arc solving three linear systems of
equations with the same coefficient matrix. Then,
it performs a line search along this arc to define
the next point. FAIPA makes subsequent iterations
until a convergence criterion is satisfied.

At each iteration FAIPA needs the vector of
partial derivatives with respect to all the design

variables of the objective function and all the con-
straints. Herein, we have calculated exact deriva-
tives for all the functions of the discretized model.
For more details about FAIPA see [10, 11, 24].

For each example we plot the initial inductors,
the target shape of the liquid metal, the inductors
obtained by the optimization algorithm and the evo-
lution of the objective function during the iterative
process.

Example 1
The target shape of this example is the solution

of the direct free-surface problem considering four
concentrated intensities of value I = 0.1, with the
sign given by Fig. 4, and an area S0 equal to π; see
Example 1a in [6].

For the inverse problem we consider four in-
ductors. The intensity I is equal to 0.1 and the
surface tension σ is equal to 1.0 × 10−4. The
dimensionless coefficients αp have absolute value
equal to 4.0 with the sign given by Fig. 4. Solutions
for the first formulation and three different values
of the penalty parameter r are given by Fig. 5.
For the second formulation, the solutions are given
by Fig. 7. The evolution of the objective functions
throughout the optimization process are shown in
Figs. 6 and 8.

Example 2
The target shape of this example is the bar

of area S0 equal to 7.86 depicted by Fig. 9. For
the inverse problem we consider twelve inductors.
The intensity I is equal to 0.1 and the surface
tension σ is equal to 1.0×10−4. The dimensionless
coefficients αp have absolute value equal to 4.0
with the sign given by Fig. 9. Solutions for the
first formulation and three different values of the
penalty parameter r are given by Fig. 10. For
the second formulation, the solutions are given by
Fig. 12.

Example 3
The target shape of this example is the bar of

area S0 equal to 4.99 depicted by Fig. 14. For
the inverse problem we consider twelve inductors.
The intensity I is equal to 0.1 and the surface
tension σ is equal to 1.0×10−4. The dimensionless
coefficients αp have absolute value equal to 4.0
with the sign given by Fig. 14. Solutions for the
first formulation and three different values of the
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[a]

[b]

Figure 4. Example 1 - Target shape and initial
configuration. (a) Equilibrium shape considering
concentrated intensities. Solid line: equilibrium
shape, pluses: positive currents, circles: negative
currents. (b) Initial configuration. Circles with

pluses: inductors of positive current, circles
without pluses: inductors of negative current.

Dash-dotted line: target shape. Thin solid line:
geometric constraint.

[a]

[b]

[c]

Figure 5. Example 1 - Solutions of the first
formulation. (a) Solution for r = 0. (b) Solution
for r = 5. (c) Solution for r = 100. Solid line:

equilibrium shape, pluses: positive currents,
circles: negative currents. (b) Initial configuration.
Circles with pluses: inductors of positive current,

circles without pluses: inductors of negative
current. Dash-dotted line: target shape. Thick solid
line: equilibrium shape. Thin solid line: geometric

constraint.
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Figure 6. Example 1 - Evolution of the objective
function, first formulation.

penalty parameter r are given by Fig. 15. For
the second formulation, the solutions are given by
Fig. 17.

CONCLUSIONS
This paper deals with the shape design of the

inductors used in the electromagnetic casting of
molten metals. Two different approaches based on
nonlinear optimization have been proposed in order
to find the position and shape of suitable inductors.
The first one minimizes the difference between
the geometries of the best possible equilibrium
domain and the target shape; the second minimizes
a slack variable function related to the equilibrium
equation on the target boundary.

It was also considered the addition of a regu-
larizing term to the objective function, in order to
penalize the solutions presenting a high magnetic
field vector on the boundary of the liquid metal.
This regularizing term have a ”smoothing” action
needed, because the computed magnetic field must
correspond with an analytic Γ, if a solution B is to
exist.

The finite dimensional optimization problems
obtained after discretization were solved employ-
ing the line search interior-point algorithm FAIPA.

Some exhibited examples show that both for-
mulations are effective to design suitable inductors.
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[a]
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[c]

Figure 7. Example 1 - Solutions of the second
formulation. (a) Solution for r = 0. (b) Solution

for r = 0.0001. (c) Solution for r = 0.0005. Solid
line: equilibrium shape, pluses: positive currents,
circles: negative currents. (b) Initial configuration.
Circles with pluses: inductors of positive current,

circles without pluses: inductors of negative
current. Dash-dotted line: target shape. Thin solid

line: geometric constraint.
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Figure 8. Example 1 - Evolution of the objective
function, second formulation.

Figure 9. Example 2 - Target shape and initial
configuration. Circles with pluses: inductors of

positive current, circles without pluses: inductors
of negative current. Dash-dotted line: target shape.

Thin solid line: geometric constraint.

[a]

[b]

[c]

Figure 10. Example 2 - Solutions of the first
formulation. (a) Solution for r = 0. (b) Solution
for r = 5. (c) Solution for r = 100. Circles with

pluses: inductors of positive current, circles
without pluses: inductors of negative current.

Dash-dotted line: target shape. Thick solid line:
equilibrium shape. Thin solid line: geometric

constraint.
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Figure 11. Example 1 - Evolution of the objective
function, first formulation.
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