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#### Abstract

In this paper, we generalize Hironaka's invariants, the ridge and the directrix, of homogeneous ideals, to multihomogeneous ideals. These invariants are the minimal number of additive polynomials or linear forms to write a given ideal. We design algorithms to compute both these invariants which make use of the multihomogeneous structure of the ideal and study their complexities depending on the number of blocks of variables, the number of variables in each block and the degree of the polynomials spanning the considered ideal. We report our implementation in Maple using FGB library.
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## 1. INTRODUCTION

In the field of homogeneous polynomial systems solving, the problem of decomposing polynomials is classical. Indeed, as the complexity is exponential in the number of variables, decomposing the polynomials might be seen as a way to reduce the number of variables involved in the system. For instance, given a system of homogeneous polynomials $\left(F_{1}\left(X_{1}, \ldots, X_{n}\right), \ldots, F_{r}\left(X_{1}, \ldots, X_{n}\right)\right)$, with coefficients in a field $\mathbb{K}$. One would want to determine polynomials $\left(G_{1}, \ldots, G_{r}\right) \in \mathbb{K}\left[U_{1}, \ldots, U_{e}\right]$ and $\left(H_{1}, \ldots, H_{e}\right) \in$ $\mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ such that $F_{i}\left(X_{1}, \ldots, X_{n}\right)=G_{i}\left(H_{1}, \ldots, H_{e}\right)$ for all $i$. In this case, if $e<n$, then $U_{1}, \ldots, U_{e}$ can be seen as new variables. Then, it remains to solve new systems involving $H_{j}\left(X_{1}, \ldots, X_{n}\right)$ whose degrees are lesser than the original system.

In $[10,11]$, the authors study the case where $e=n$ and all polynomials $G_{i}$ have the same degree. In [1], the authors are interested in the case where $H_{1}, \ldots, H_{e}$ are homogeneous

[^0]additive polynomials or linear forms. They determine an algorithm to compute the least number of additive polynomial $H_{1}, \ldots, H_{e}$, called the ridge, such that $\exists G_{i}\left(U_{1}, \ldots, U_{e}\right)$ such that $F_{i}=G_{i}\left(H_{1}, \ldots, H_{e}\right)$. Furthermore, whenever the field of coefficients is perfect, then they can also determine the least number of linear forms $L_{1}, \ldots, L_{c}$, the directrix, such that $F_{i}=G_{i}\left(L_{1}, \ldots, L_{c}\right)$. Therefore, it allows one to retrieve the least number of a polynomial system.

A motivation to compute the ridge and the directrix comes from the desingularization problem. Thanks to Hironaka's work $[16,17,18]$, the desingularization problem is well understood when $F_{1}, \ldots, F_{r}$ are defined over a field $\mathbb{K}$ of characteristic 0 . However, because in characteristic $p$ the ridge can define a singular variety, Hironaka's work cannot be easily transposed to the positive characteristic case. In consequence, one cannot effectively desingularize any variety of dimension 3 or more in characteristic $p$ (see $[5,6]$ for a theoretical, but non effective, proof of threefolds desingularization).

In this paper, we are interested in the case of multihomogeneous polynomial systems [12, 21, 23, 24]. First of all, it is not clear that the ridge and the directrix as defined and computed in $[1,15]$ will preserve the multihomogeneous structure of the ideal. For instance, let us take a bilinear form $F=X_{1} Y_{1}+X_{2} Y_{1}+X_{1} Y_{2}+X_{2} Y_{2}$. It is clear that $F$ is bilinear in $\mathbf{X}=\left(X_{1}, X_{2}\right)$ and $\mathbf{Y}=\left(Y_{1}, Y_{2}\right)$. Furthermore, it can be factored as $F=\left(X_{1}+X_{2}\right)\left(Y_{1}+Y_{2}\right)$ which is the first step in the Gaussian reduction of quadratic form. However, in this algorithm, one has to do one more step which is writing $F=\frac{1}{4}\left[\left(X_{1}+X_{2}+Y_{1}+Y_{2}\right)^{2}-\left(X_{1}+X_{2}-Y_{1}-Y_{2}\right)^{2}\right]$. While at the end of the first step of the Gaussian reduction, $F$ is written with two linear forms $L_{1}=X_{1}+X_{2}, L_{2}=Y_{1}+Y_{2}$ which are themselves bihomogeneous in $(\mathbf{X}, \mathbf{Y})$, at the end of the second step, because the variables are mixed altogether, the two linear forms $\left(X_{1}+X_{2}\right) \pm\left(Y_{1}+Y_{2}\right)$ are not. Furthermore, it must be noticed that this second step does not reduce the number of variables to write the equation.

Another classical transformation on polynomials, namely univariate ones, is Tschirnhaus transformation (see [28, 29]). For instance, if $F$ is a univariate polynomial in $X$ of degree $n$, it can allow one to make the term in $X^{n-1}$ vanish. However, problems occur if $n-1$ is not invertible in $\mathbb{K}$.

Our algorithm can be seen as a generalization of Tschirnhaus transformation and Gaussian reduction of quadratic forms, without the second step described above for the latter, yielding only multihomogeneous polynomial in the same
blocks of variables as the input.
In particular, our algorithm for computing the ridge makes use of the multihomogeneous structure of the system to improve the complexity compared to the algorithm of [1] and and lead to important speed-ups.

### 1.1 Organization of the paper

In order to be self-contained, we recall the definitions of the ridge and the directrix of a homogeneous ideal and extend their definitions to multihomogeneous ideals in Section 2. In Section 3, we prove the existence and the uniqueness of the ridge for the multihomogeneous case. We give an algorithm to compute it in Section 3.2 and study its complexity in Section 3.3. In Section 4, we show how to retrieve the directrix from the ridge when the field of coefficients is perfect and design an algorithm dedicated to this in Section 4.2. Unfortunately, when the field of coefficient is not perfect, computing the directrix can be difficult (see Section 4.3) and we do not know any exact method to manage this case. Finally, in Section 5, we give timings of our implementation in Maple [20] using FGb library [9].

### 1.2 Notations

Let $\mathbb{K}$ be a field of any characteristic. Let $X_{1}, \ldots, X_{n}$ be $n$ variables, we will denote $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$.
For a multi-index $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{N}^{n}$, we will write $|\mathbf{a}|=a_{1}+\cdots+a_{n}$ and will denote $\mathbf{X}^{\mathbf{a}}=X_{1}^{a_{1}} \cdots X_{n}^{a_{n}}$. Then, the degree of $\mathbf{X}^{\mathbf{a}}$ is $|\mathbf{a}|$.

We recall that a polynomial $F \in \mathbb{K}[\mathbf{X}]=\mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ is homogeneous of degree $d$ if every monomials in $F$ has degree $d$.

Let $n_{1}, \ldots, n_{m}$, and $d_{1}, \ldots, d_{m}$ be in $\mathbb{N}$ and let $\mathbf{X}_{1}=$ $\left(X_{1,1}, \ldots, X_{1, n_{1}}\right), \ldots, \mathbf{X}_{m}=\left(X_{m, 1}, \ldots, X_{m, n_{1}}\right)$ be variables over $\mathbb{K}$. We will say that $F \in \mathbb{K}\left[\mathbf{X}_{1}, \ldots, \mathbf{X}_{m}\right]$ is multihomogeneous of multidegree $\left(d_{1}, \ldots, d_{m}\right)$ if, for each $i, F$ is homogeneous of degree $d_{i}$ for the set of variables $\mathbf{X}_{i}$. This is equivalent to asking that every monomial $\mathbf{X}_{1}^{\mathbf{a}_{1}} \cdots \mathbf{X}_{m}^{\mathbf{a}_{m}}$ of $F$ has multidegree $\left(d_{1}, \ldots, d_{m}\right)$. An ideal $I \in \mathbb{K}\left[\mathbf{X}_{1}, \ldots, \mathbf{X}_{m}\right]$ is also said multihomogeneous if it can be spanned by multihomogeneous polynomials.
It is clear and classical that a multihomogeneous polynomial in $\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{m}\right)$ is homogeneous in all the variables $\left(X_{1,1}, \ldots, X_{1, n_{1}}, \ldots, X_{m, n_{m}}\right)$, of degree $d_{1}+\cdots+d_{m}$.
Given any monomial ordering $\succ$, we denote $\operatorname{lm}(F)$, the leading monomial of a polynomial $F$ for $\succ$. For an ideal $I$, $\operatorname{lm}(I)$ stands for the ideal spanned by monomials $\operatorname{lm}(F)$, for all $F \in I$. Unless specified otherwise, we will only use the degree reverse lexicographic (DRL, see [7]) ordering such that $X_{1,1} \succ \cdots \succ X_{1, n_{1}} \succ \cdots \succ X_{m, n_{m}}$ when computing Gröbner bases.
When talking about a polynomial of degree a $p$-power $p^{\ell}$, we will only mean "of degree 1 " in characteristic $p=0$.

## 2. RIDGE AND DIRECTRIX

### 2.1 Definitions

First of all, let us recall the definition of additive polynomials.

Definition 1. A polynomial $H \in \mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ is additive if $H(\mathbf{X}+\mathbf{Y})=H\left(X_{1}+Y_{1}, \ldots, X_{n}+Y_{n}\right)=H(\mathbf{X})+H(\mathbf{Y})$.
Remark 1. It is clear that linear forms are additive polynomials. In fact, in characteristic 0 , these are the only ones.

However, because in characteristic p Frobenius map is an endomorphism, many more polynomials are additive. Indeed, in $\mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$, the $\mathbb{K}$-vector subspace of additive polynomials is spanned by monomials $\left\{X_{1}^{p^{\ell}}, \ldots, X_{n}^{p^{\ell}} \mid \ell \in \mathbb{N}\right\}$.
Let $H=\sum_{1 \leq j \leq n} a_{j} X_{j}^{p^{\ell}}$ be a homogeneous additive polynomial over $\mathbb{K}$ of characteristic $p>0$. Field $\mathbb{K}$ is perfect if, and only if, every element of $\mathbb{K}$ is a pth power and thus a $p^{\ell}$ th power. In fact, each $a \in \mathbb{K}$ is the pth power of a unique element of $\mathbb{K}$, and thus, the $p^{\ell}$ th power of another unique element of $\mathbb{K}$. Therefore $H$ is the $p^{\ell}$ th power of a unique linear form

$$
L=\sum_{1 \leq j \leq n} \sqrt[p^{\ell}]{a_{j}} X_{j} .
$$

Definition 2. Let $I$ be a multihomogeneous ideal of polynomial ring $\mathbb{K}\left[\mathbf{X}_{1}, \ldots, \mathbf{X}_{m}\right]$.

The ridge of $I$ is the smallest set of additive polynomials $\mathbf{H}_{1}=\left(H_{1,1}, \ldots, H_{1, e_{1}}\right), \ldots, \mathbf{H}_{m}=\left(H_{m, 1}, \ldots, H_{m, e_{m}}\right)$ such that

$$
\begin{gathered}
\forall i, j, 1 \leq i \leq m, 1 \leq j \leq e_{i}, H_{i, j} \in \mathbb{K}\left[\mathbf{X}_{i}\right], \\
I=\left(I \cap \mathbb{K}\left[\mathbf{H}_{1}, \ldots, \mathbf{H}_{m}\right]\right) \mathbb{K}\left[\mathbf{X}_{1}, \ldots, \mathbf{X}_{m}\right] .
\end{gathered}
$$

That is, the smallest set of additive polynomials allowing one to write $I$.
Likewise, the directrix of $I$ is the smallest set of linear forms $\mathbf{L}_{1}=\left(L_{1,1}, \ldots, L_{1, c_{1}}\right), \ldots, \mathbf{L}_{m}=\left(L_{m, 1}, \ldots, L_{m, c_{m}}\right)$ such that

$$
\begin{gathered}
\forall i, j, 1 \leq i \leq m, 1 \leq j \leq c_{i}, L_{i, j} \in \mathbb{K}\left[\mathbf{X}_{i}\right], \\
I=\left(I \cap \mathbb{K}\left[\mathbf{L}_{1}, \ldots, \mathbf{L}_{m}\right]\right) \mathbb{K}\left[\mathbf{X}_{1}, \ldots, \mathbf{X}_{m}\right] .
\end{gathered}
$$

That is, the smallest set of variables allowing one to write $I$.

Example 2. Let $I$ be the ideal of $\mathbb{F}_{3}[\mathbf{X}, \mathbf{Y}]$ where $\mathbf{X}=$ $\left(X_{1}, X_{2}, X_{3}\right)$ and $\mathbf{Y}=\left(Y_{1}, Y_{2}, Y_{3}\right)$ spanned by $F_{1}=\left(X_{1}+\right.$ $\left.X_{2}+X_{3}\right)^{3} Y_{1}^{2}+X_{3}^{3}\left(Y_{2}+Y_{3}\right)^{2}$ and $F_{2}=\left(X_{1}+X_{2}\right)^{3}\left(Y_{1}-\right.$ $\left.Y_{2}-Y_{3}\right)^{3}$.

Let $L_{1}=X_{1}+X_{2}, L_{2}=X_{3}, M_{1}=Y_{1}$ and $M_{2}=Y_{2}+$ $Y_{3}$, then one can write $F_{1}=\left(L_{1}+L_{2}\right)^{3} M_{1}^{2}+L_{2}^{3} M_{2}^{3}$ and $F_{2}=L_{1}^{3}\left(M_{1}-M_{2}\right)^{3}$. Thus, the directrix of $I$ is the set $\left\{\mathbf{L}=\left(L_{1}, L_{2}\right), \mathbf{M}=\left(M_{1}, M_{2}\right)\right\}$.

Furthermore, as cubing is additive over $\mathbb{F}_{3}$, one can also write $F_{1}=\left(L_{1}^{3}+L_{2}^{3}\right) M_{1}^{2}+L_{2}^{3} M_{2}^{2}$ and $F_{2}=L_{1}^{3}\left(M_{1}^{3}-M_{2}^{3}\right)$. Thus, $F_{1}$ and $F_{2}$ are polynomials in $H_{1}=L_{1}^{3}, H_{2}=L_{2}^{3}$, $K_{1}=M_{1}$ and $K_{2}=M_{2}$. So that the ridge of $I$ is $\{\mathbf{H}=$ $\left.\left(H_{1}, H_{2}\right), \mathbf{K}=\left(K_{1}, K_{2}\right)\right\}$.

Remark 3. The original definitions of the ridge and the directrix of a homogeneous ideal $I \subseteq \mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ (see [1, 15, 18]) only mention the existence of the smallest sets of additive polynomials $H_{1}, \ldots, H_{e}$ and linear forms $L_{1}, \ldots, L_{c}$ such that

$$
\begin{aligned}
I & =\left(I \cap \mathbb{K}\left[H_{1}, \ldots, H_{e}\right]\right) \mathbb{K}\left[X_{1}, \ldots, X_{n}\right], \\
I & =\left(I \cap \mathbb{K}\left[L_{1}, \ldots, L_{c}\right]\right) \mathbb{K}\left[X_{1}, \ldots, X_{n}\right] .
\end{aligned}
$$

We prove in Section 3, that the fact that a generator the ridge or the directrix can be written in only one set of variables $\mathbf{X}_{i}$ is true.
In Example 2, it seems that the directrix was computed first and the ridge last. In fact, the ridge is easier to compute and the directrix is retrieved from the ridge.

### 2.2 Hasse-Schmidt derivatives

The algorithm for computing the ridge is based on the computation of the partial derivatives of the given polynomials. This method is classical, see [4, 10, 11]. However, in characteristic $p$, problems occur when computing the derivatives of monomials with powers greater than $p$. This is why, we rather use the defined below Hasse-Schmidt derivatives.

Definition 3. Let $F \in \mathbb{K}[\mathbf{X}]$ be a polynomial of degree $d$. Hasse-Schmidt derivatives $\mathrm{D}_{\mathbf{a}}^{\mathbf{x}} F$ of $F$ are the coefficients appearing in the following Taylor expansion:

$$
F(\mathbf{X}+\mathbf{Y})=\sum_{0 \leq|\mathbf{a}| \leq d} \mathrm{D}_{\mathbf{a}}^{\mathbf{X}} F(\mathbf{X}) \mathbf{Y}^{\mathbf{a}}
$$

Remark 4. In characteristic 0 , these are just classical partial derivatives multiplied by the right factorial.

Example 5. Let us give an example in positive characteristic $p \neq 2$. Let $F(X)=X^{2 p}$, then $F(X+Y)=X^{2 p}+$ $2 X^{p} Y^{p}+Y^{2 p}$.

Thus, $\mathrm{D}_{0}^{X} F(X)=X^{2 p}, \mathrm{D}_{p}^{X} F(X)=2 X^{p}$ and $\mathrm{D}_{2 p}^{X} F(X)=$ 1, while $\frac{\mathrm{d}^{k} F}{\mathrm{~d} X^{k}}(X)=0$ if $k>0$.

The following Giraud's Lemma makes use of these HasseSchmidt derivatives.

Lemma 6 ([15], Lemma I.5.4.3). Given any monomial ordering on variables $\mathbf{X}$. If $F_{1}, \ldots, F_{r}$ are homogeneous generators of an ideal $I \subseteq \mathbb{K}[\mathbf{X}]$, satisfying $\mathrm{D}_{\mathbf{a}}^{\mathbf{X}} F_{i}(\mathbf{X})=0$ whenever $\mathbf{X}^{\mathbf{a}} \in(\operatorname{lm}(I))$ and $|\mathbf{a}|<\operatorname{deg} F_{i}$, for $1 \leq i \leq r$, then the ridge of $I$ is spanned by the $\mathrm{D}_{\mathbf{a}}^{\mathbf{x}} F_{i}(\mathbf{X})$ with $\mathbf{a} \in \mathbb{N}^{n}$ and $|\mathbf{a}|<\operatorname{deg} F_{i}$.
Such a family of generators is called a Giraud basis of I.
Proposition 7. Let $I \subseteq \mathbb{K}[\mathbf{X}]$ be an ideal spanned by homogeneous polynomials $\left(F_{1}, \ldots, F_{r}\right)$, all of degree $d$. Then, $\left(F_{1}, \ldots, F_{r}\right)$ is already a Giraud basis of I

Proof. This is a direct consequence of Lemma 6. Since $\operatorname{deg} F_{1}=\cdots=\operatorname{deg} F_{r}=d$, if $\mathbf{X}^{\mathbf{a}} \in(\operatorname{lm}(I))$, then $|\mathbf{a}| \geq$ d. Therefore, $F_{1}, \ldots, F_{r}$ naturally verify the hypotheses on $\mathrm{D}_{\mathrm{a}}^{\mathrm{X}} F_{i}$ and they form a Giraud basis.

Proposition 8. Any minimal reduced Gröbner basis of I is a Giraud basis.

Proof. Let us assume that $\left(F_{1}, \ldots, F_{r}\right)$ is a minimal reduced Gröbner basis of $I$ such that $\operatorname{deg} F_{1} \leq \cdots \leq \operatorname{deg} F_{r}$. Let $\mathbf{a} \in \mathbb{N}^{n}$ be such that $|\mathbf{a}|<\operatorname{deg} F_{i}$. If a monomial $\mathbf{Y}^{\mathbf{a}}$ appears in $F_{i}(\mathbf{X}+\mathbf{Y})$, then it is coming from the expansion of (at least one) $(\mathbf{X}+\mathbf{Y})^{\mathbf{b}}$, where $\mathbf{X}^{\mathbf{a}} \mid \mathbf{X}^{\mathbf{b}}$, and thus $\mathbf{X}^{\mathbf{b}}$ appears in $F_{i}(\mathbf{X})$. If such a $\mathbf{X}^{\mathbf{a}}$ is in $(\operatorname{lm}(I))$, then it is a multiple of one of the monomials $\operatorname{lm}\left(F_{1}\right), \ldots, \operatorname{lm}\left(F_{i-1}\right)$. Therefore, so is $\mathbf{X}^{\mathbf{b}}$. This contradicts the fact that $\left(F_{1}, \ldots, F_{r}\right)$ is a minimal reduced Gröbner basis of $I$.

## 3. MINIMIZING THE NUMBER OF ADDITIVE POLYNOMIALS

### 3.1 Main result

Let $I$ be an ideal of $\mathbb{K}\left[\mathbf{X}_{1}, \ldots, \mathbf{X}_{m}\right]$. Let us recall that $I$ is multihomogeneous if it can be spanned by multihomogeneous polynomials $\left(F_{1}, \ldots, F_{r}\right)$.

As a homogeneous ideal, the ridge of $I$ exists. In this section, we will prove that the ridge of $I$ verifies the assumptions of Definition 1 and we will use the multihomogeneous structure to compute this ridge.

Theorem 9. The ridge of I as a multihomogeneous ideal is the ridge of $I$ as a homogeneous ideal.

Proof. We will prove that each generator of the ridge of $I$ computed as in [1] is a homogeneous polynomial in only one set of variables $\mathbf{X}_{i}$.
For a multihomogeneous polynomial $F$ with multidegree $\left(d_{1}, \ldots, d_{m}\right)$, one can write

$$
\sum_{1 \leq i \leq m}^{F(\mathbf{X}+\mathbf{Y})=} \sum_{0 \leq\left|\mathbf{a}_{i}\right| \leq d_{i}} \mathrm{D}_{\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}}^{\mathbf{x}_{1}, \ldots, \mathbf{x}_{m}} F\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{m}\right) \mathbf{Y}_{1}^{\mathbf{a}_{1}} \cdots \mathbf{Y}_{m}^{\mathbf{a}_{m}}
$$

Since $F(\mathbf{X}+\mathbf{Y})=F\left(\mathbf{X}_{1}+\mathbf{Y}_{1}, \ldots, \mathbf{X}_{m}+\mathbf{Y}_{m}\right)$ is multihomogeneous in $\left(\left(\mathbf{X}_{1}, \mathbf{Y}_{1}\right), \ldots,\left(\mathbf{X}_{m}, \mathbf{Y}_{m}\right)\right)$ of multidegree $\left(d_{1}, \ldots, d_{m}\right)$, then each $D_{\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}}^{\mathbf{X}_{1}, \ldots, \mathbf{X}_{m}} F$ is multihomogeneous in $\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{m}\right)$ of multidegree $\left(d_{1}-\left|\mathbf{a}_{1}\right|, \ldots, d_{m}-\left|\mathbf{a}_{m}\right|\right)$. Thus the ridge is spanned by a set of polynomials which are both additive and multihomogeneous. But each monomial of an additive polynomials is in one variable, therefore a multihomogeneous additive polynomial must be in one set of variables.

### 3.2 Algorithm for computing the ridge

The main advantage of multihomogeneous ideals is that, in this case, one does not need Hasse-Schmidt derivatives which are polynomials in variables of two or more different blocks. These are the ones obtained from the expansions of all $F\left(\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{i-1}, \mathbf{X}_{i}+\mathbf{Y}_{i}, \mathbf{Y}_{i+1}, \ldots, \mathbf{Y}_{m}\right)$.
By switching $\mathbf{X}$ and $\mathbf{Y}$, this means that mixed HasseSchmidt derivatives with respect to variables from two different blocks are not needed but that only such Hasse-Schmidt derivatives $\mathrm{D}_{0, \ldots, 0, \mathbf{a}_{i}, 0, \ldots, 0}^{\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{i-1}, \mathbf{Y}_{i}, \mathbf{Y}_{i+1}, \ldots, \mathbf{Y}_{m}} F$ are.

## Algorithm 1 Computation of the ridge.

Input Multihomogeneous polynomials $F_{1}, \ldots, F_{r}$ verifying Giraud's Lemma hypotheses and spanning ideal $I$.

Output Generators of the ridge of $\left(F_{1}, \ldots, F_{r}\right)$.

1. $M:=\emptyset$.
2. For $i$ from 1 to $r$
a. For $j$ from 1 to $m$
i. $\tilde{F}_{i, j}:=F_{i}\left(\mathbf{Y}_{1}, \ldots, \mathbf{X}_{j}+\mathbf{Y}_{j}, \ldots, \mathbf{Y}_{m}\right)$.
ii. For each monomial $\mathbf{Y}^{\mathbf{a}}$ in $\tilde{F}_{i, j}$
$\alpha . f:=\operatorname{coeff}\left(\tilde{F}_{i, j}, \mathbf{Y}^{\mathbf{a}}\right)$.
$\beta$. If $\operatorname{deg} f=p^{\ell}$ then $M:=M \cup\{f\}$.
3. Return InterReduce( $M$ )

Theorem 10. Algorithm 1 is correct.
Proof. By Theorem 9, it is clear that if, at step 2.a.i., one were to compute $\tilde{F}_{i}:=F_{i}\left(\mathbf{X}_{1}+\mathbf{Y}_{1}, \ldots, \mathbf{X}_{m}+\mathbf{Y}_{m}\right)$ and take the innermost For loop away, the result would be
correct. Therefore, we just need to prove that we only need to compute $\tilde{F}_{i}:=F_{i}\left(\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{j-1}, \mathbf{X}_{j}+\mathbf{Y}_{j}, \mathbf{Y}_{j+1}, \ldots, \mathbf{Y}_{m}\right)$ for each $j$.
Let $F$ be a multihomogeneous polynomial of multidegree $\left(d_{1}, \ldots, d_{m}\right)$, then $F$ can be decomposed as

$$
F(\mathbf{X})=\sum_{0 \leq k \leq K} F_{k, 1}\left(\mathbf{X}_{1}\right) \cdots F_{k, m}\left(\mathbf{X}_{m}\right)
$$

We may assume that for each $j$, the family $\left(F_{1, j}, \ldots, F_{K, j}\right)$ is interreduced. Thus,

$$
\begin{aligned}
F(\mathbf{X}+\mathbf{Y})= & \sum_{0 \leq k \leq K} \prod_{1 \leq i \leq m} F_{k, i}\left(\mathbf{X}_{i}+\mathbf{Y}_{i}\right) \\
F(\mathbf{X}+\mathbf{Y})= & \sum_{0 \leq k \leq K} \prod_{1 \leq i \leq m} \sum_{0 \leq\left|\mathbf{a}_{i}\right| \leq d_{i}} \mathrm{D}_{\mathbf{a}_{i}}^{\mathbf{X}_{i}} F_{k, i}\left(\mathbf{X}_{i}\right) \mathbf{Y}_{i}^{\mathbf{a}_{i}} \\
F(\mathbf{X}+\mathbf{Y})= & \sum_{\substack{0 \leq k \leq K \\
0 \leq\left|\mathbf{a}_{1}\right| \leq d_{1}}} \prod_{1 \leq i \leq m} \mathrm{D}_{\mathbf{a}_{i}}^{\mathbf{X}_{i}} F_{k, i}\left(\mathbf{X}_{i}\right) \mathbf{Y}_{i}^{\mathbf{a}_{i}} . \\
& \vdots \\
& 0 \leq\left|\mathbf{a}_{m}\right| \leq d_{m}
\end{aligned}
$$

So that $\sum_{0 \leq k \leq K} \mathrm{D}_{\mathbf{a}_{1}}^{\mathbf{X}_{1}} F_{k, 1}\left(\mathbf{X}_{1}\right) \cdots \mathrm{D}_{\mathbf{a}_{m}}^{\mathbf{X}_{m}} F_{k, m}\left(\mathbf{X}_{m}\right)$ is the coefficient of $\overline{\mathbf{Y}}_{1}^{\mathbf{a}_{1}} \cdots \mathbf{Y}_{m}^{\mathbf{a}_{m}}$. Let us fix $k$ and $\mathbf{a}_{2}, \ldots, \mathbf{a}_{m}$ such that $\operatorname{lm}\left(F_{k, 2}\right)=\mathbf{X}_{2}^{\mathbf{a}_{2}}, \ldots, \operatorname{lm}\left(F_{k, m}\right)=\mathbf{X}_{m}^{\mathbf{a}_{m}}$. Then, for all $j \neq 1, \mathrm{D}_{\mathbf{a}_{j}}^{\mathbf{X}_{j}} F_{k, j}\left(\mathbf{X}_{j}\right) \in \mathbb{K}^{*}$. Furthermore, for all $\ell \neq k$ and $j \neq 1, \mathrm{D}_{\mathbf{a}_{j}}^{\mathbf{X}_{j}} F_{\ell, j}\left(\mathbf{X}_{j}\right)=0$. Therefore, for any $\mathbf{a}_{1}$, the coefficient of such a $\mathbf{Y}_{1}^{\mathbf{a}_{1}} \ldots \mathbf{Y}_{m}^{\mathbf{a}_{m}}$ is $D_{\mathbf{a}_{1}}^{\mathbf{X}_{1}} F_{k, 1}\left(\mathbf{X}_{1}\right)$. Analogously, we can have all the $\mathrm{D}_{\mathbf{a}_{i}}^{\mathbf{X}_{i}} F_{k, i}\left(\mathbf{X}_{i}\right)$.
It remains to prove that we do not miss important coefficients by collecting only such Hasse-Schmidt derivatives of degree a $p$-power.

If one were to apply Algorithm 3.10 of [1], then one would also collect all $\sum_{0 \leq k \leq K} \mathrm{D}_{\mathbf{a}_{1}}^{\mathbf{X}_{1}} F_{k, 1}\left(\mathbf{X}_{1}\right) \cdots \mathrm{D}_{\mathbf{a}_{m}}^{\mathbf{X}} F_{k, m}\left(\mathbf{X}_{m}\right)$ of degree a $p$-power. This polynomials are spanned by all the $\mathrm{D}_{\mathbf{a}_{j}}^{\mathbf{X}_{j}} F_{k, j}\left(\mathbf{X}_{j}\right)$ which are spanned, themselves as polynomials in the ridge, by additive polynomials. Therefore, one only needs to collect the $\mathrm{D}_{\mathbf{a}_{j}}^{\mathbf{X}_{j}} F_{k, j}\left(\mathbf{X}_{j}\right)$ of degree a $p$-power.

Once we have all these derivatives, we need to find a minimal set of generators. Interreducing all of them starting with those of minimal degree and going on by increasing degrees ensures us to find such a minimal set.

Remark 11. As seen in Proposition 8, any minimal reduced Gröbner basis of I is a family of polynomials verifying Giraud's Lemma hypotheses. However, as the ideal is multihomogeneous, it is not necessary to compute a full Gröbner basis. A truncated one is enough. In particular, one can compute a basis up to multidegree $\left(d_{1}, \ldots, d_{r}\right)$ where each $d_{j}$ is the maximum of the degrees in $\mathbf{X}_{j}$ of the polynomials generating I. This means that during the Gröbner basis computation, when one computes the $S$-polynomial $S\left(F_{1}, F_{2}\right)$ of two polynomials $F_{1}$ and $F_{2}$, if for any $j$, $\operatorname{deg}_{\mathbf{x}_{j}} S\left(F_{1}, F_{2}\right)>$ $d_{j}$, then it is unnecessary to store it. Let us notice, that in fact, one can add many more tests on the degrees but as their number is $2^{m}$, they might lead to an unnecessary overhead and are not so easy to implement. In practice, we only compute a truncated Gröbner basis up to degree $d_{1}+\cdots+d_{r}$ as in the homogeneous case.

### 3.3 Complexity of Algorithm 1

In this section, we study the complexity of the algorithm for computing the ridge. In the following, we will denote by
$\mathbb{K}\left[\mathbf{X}_{1}, \ldots, \mathbf{X}_{m}\right]_{\left(d_{1}, \ldots, d_{m}\right)}$ the $\mathbb{K}$-vector space of multihomogeneous polynomials of multidegree $\left(d_{1}, \ldots, d_{m}\right)$ over $\mathbb{K}$. The notation $\mathrm{M}(d)$ will stand for the complexity of multiplying two univariate polynomials of degree at most $d-1$ over $\mathbb{K}$. It is classical that $\mathrm{M}(d) \in O(d \log d \log \log d)$ (see [3]).

ThEOREM 12. Let us denote $n=\max _{1 \leq j \leq m} n_{j}$ and $d=$ $\max _{1 \leq i \leq r, 1 \leq j \leq m} d_{i, j}$. The number of operations done in $\mathbb{K}$ by Algorithm 1 to output generators of the ridge of the ideal spanned by the input polynomials is less than

$$
O\left(r\binom{d+n-1}{d}^{m-1} \mathrm{M}\left(2^{n} d^{n}\right) m n \log d+m\binom{n+d}{n}^{\omega}\right)
$$

Proof. Assuming one has generators $F_{1}, \ldots, F_{r}$ verifying Giraud's Lemma (see Lemma 6), then one needs to compute all the compositions $\tilde{F}_{i, j}=F_{i}\left(\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{j-1}, \mathbf{X}_{j}+\right.$ $\left.\mathbf{Y}_{j}, \mathbf{Y}_{j+1}, \ldots, \mathbf{Y}_{m}\right)$ for $1 \leq i \leq r$ and $1 \leq j \leq m$.
In this case, we see $F_{i}$ as an element of vector space $\mathbb{K}\left[\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{j-1}, \mathbf{Y}_{j+1}, \ldots, \mathbf{Y}_{m}\right]_{\left(d_{i, 1}, \ldots, d_{i, m}\right)}\left[\mathbf{X}_{j}\right]$ which is isomorphic to $\mathbb{K}^{\Delta_{i, j}}\left[\mathbf{X}_{j}\right]$, where $\Delta_{i, j}=\prod_{\substack{1 \leq k \leq m \\ k \neq j}}\binom{d_{i, k}+n_{k}-1}{d_{i, k}}$. By [2], Chapter 1, Section 8, the shift of such a homogeneous multivariate polynomial over a field can be done in $O\left(\mathrm{M}\left(2^{n} d_{i, j}^{n_{j}}\right) n_{j} \log d_{i, j}\right)$ operations in $\mathbb{K}$. Thus, $\tilde{F}_{i, j}$ can be computed in at most $O\left(\Delta_{i, j} \mathrm{M}\left(2^{n} d_{i, j}^{n_{j}}\right) n_{j} \log d_{i, j}\right)$ operations in $\mathbb{K}$. As there are at most $\Delta_{i, j}\binom{d_{i, j}+n_{j}-1}{d_{i, j}} \in O\left(\Delta_{i, j} d_{i, j}^{n_{j}}\right)$ monomials $\mathbf{Y}^{\mathbf{a}}$ in $\tilde{F}_{i, j}$, the remaining part is not dominant.
Let $d$ and $n$ be the maxima defined as in the hypotheses, then for all $i, j, 1 \leq i \leq r, 1 \leq j \leq m, \Delta_{i, j} \leq\binom{ d+n-1}{d}^{m-1}$. Thus, each turn of the outermost For loop is done in at most $O\left(\binom{d+n-1}{d}^{m-1} \mathrm{M}\left(2^{n} d^{n}\right) m n \log d\right)$ operations in $\mathbb{K}$.

Finally, one needs to interreduce the polynomials in each block of variables. This cost is bounded by the cost of the computation of a Gröbner basis in $n$ variables truncated to degree $d$ which can be done with F5 algorithm [8] in $O\left(\binom{n+d}{n}^{\omega}\right)$ operations in $\mathbb{K}$.

REMARK 13. Let us still assume that $d$ and $n$ are the maxima defined in the hypotheses of the previous theorem. We will give a lower bound and an upper bound of the complexity of [1], Algorithms 3.5 and 3.10 applied to a multihomogeneous ideal. First of all, one would have to compute the shift of $r$ homogeneous polynomials in mn variables. Each polynomial has degree at most d in each variable and is itself of degree md. Then, one would have to interreduce a set of polynomials by computing a truncated Gröbner basis in mn variables.

On the one hand, this can be lower-bounded by the shifts of homogeneous polynomials of degree $d$ and a Gröbner basis computation up to degree d, which yield at least

$$
O\left(r \mathrm{M}\left(2^{m n} d^{m n}\right) m n \log d+\binom{m n+d}{m n}^{\omega}\right)
$$

operations in $\mathbb{K}$.
On the other hand, this can be upper-bounded by the shifts of homogeneous polynomials of degree md and a Gröbner basis computation truncated up to degree md. Thus, the number of operations in $\mathbb{K}$ is at most

$$
O\left(r \mathrm{M}\left(2^{m n}(m d)^{m n}\right) m n \log (m d)+\binom{m n+m d}{m n}^{\omega}\right)
$$

## 4. MINIMAL NUMBER OF VARIABLES

### 4.1 From the ridge to the directrix: the perfect field case

As stated in [1], the ridge and the directrix coincide in characteristic 0 . In this and the following subsections, we assume that char $\mathbb{K}=p>0$. If $\mathbb{K}$ is perfect, the directrix of $I$ can be obtained directly from the ridge of $I$. We have already seen that any polynomial of degree $p^{\ell}$ spanning the ridge is in fact a $p^{\ell}$ th power of a linear form. For all $i, j, 1 \leq$ $i \leq m, 1 \leq j \leq e_{i}$, let us assume that $\operatorname{deg} H_{i, j}=p^{\ell_{i, j}}$ and let $L_{i, j}$ be the linear form $\sqrt[p^{\ell}, j]{H_{i, j}}$. Since the ridge is spanned by polynomials $\left(\left(H_{1,1}, \ldots, H_{1, e_{1}}\right), \ldots,\left(H_{m, 1}, \ldots, H_{m, e_{m}}\right)\right)$, then the directrix of $I$ is spanned by all the linear forms $\left(\left(L_{1,1}, \ldots, L_{1, e_{1}}\right), \ldots,\left(L_{m, 1}, \ldots, L_{m, e_{m}}\right)\right)$.

Proposition 14. Let $\mathbf{H}_{1}=\left(H_{1,1}, \ldots, H_{1, e_{1}}\right), \ldots, \mathbf{H}_{m}=$ $\left(H_{m, 1}, \ldots, H_{m, e_{m}}\right)$ be minimal generators of the ridge of $I$ of respective degrees $p^{\ell_{i, j}}$, as obtained as the output of Algorithm 1. Let $L_{i, j}$ be the linear form $\sqrt[p]{\ell_{i, j}} \sqrt{H_{i, j}}$ for all $i, j$ such that $1 \leq i \leq m, 1 \leq j \leq e_{i}$. Then, $\mathbf{L}_{1}=$ $\left(L_{1,1}, \ldots, L_{1, e_{1}}\right), \ldots, \mathbf{L}_{m}=\left(L_{m, 1}, \ldots, L_{m, e_{m}}\right)$ is a basis of the directrix.

Proof. We may assume that for all $i, 1 \leq i \leq m$, and all $j, 1 \leq j<e_{i}$, $\operatorname{deg} H_{i, j} \leq \operatorname{deg} H_{i, j+1}$. As we use the DRL ordering to interreduce the polynomials, which is in fact equivalent to the degree lexicographic ordering in our special case, if $\operatorname{lm}\left(H_{i, j}\right)$ is a $p$ th power of $X_{i, k}$, then $X_{i, k}$ does not appear in $H_{i, s}$ for $s>j$. Thus, after rearranging the variables, one can see that polynomials $H_{i, j}$ form a triangular system and so do the $L_{i, j}$. This concludes the proof.

Remark 15. Although this result ensures that one obtains a basis of the directrix, the linear forms can still be interreduced.
Indeed, over $\mathbb{F}_{2}$, the ridge of $F=\left(X_{1}+X_{3}\right) X_{2}+X_{3}^{2}$ is spanned by ( $H_{1}=X_{1}+X_{3}, H_{2}=X_{2}, H_{3}=X_{3}^{2}$ ) as output by Algorithm 1. However, linear form $L_{3}=X_{3}$ can be used to reduce $L_{1}=X_{1}+X_{3}$ into a mere $X_{1}$.

In general, an effective perfect field of characteristic $p$ is such that extracting a $p$ th root of an element is effective. These are for instance finite fields $\mathbb{F}_{q}$, where $q$ is a $p$-power. Quite the opposite, rational fractions fields in multiple variables $\mathbb{K}\left(t_{1}, \ldots, t_{s}\right)$ over an effective perfect field $\mathbb{K}$ are not perfect, as $p$ th roots $t_{1}^{1 / p}, \ldots, t_{s}^{1 / p} \notin \mathbb{K}\left(t_{1}, \ldots, t_{s}\right)$. In between, the field of Puiseux series [22, 25, 26, 27] in one variable $t$ over a perfect field $\mathbb{K}$, which can be seen as $\bigcup_{n \in \mathbb{N}} \mathbb{K}\left(\left(t^{1 / n!}\right)\right)$ is the perfect closure of the maximal tamely ramified extension of $\mathbb{K}((t))$ (see [19]). This means it is a perfect field in which one can compute any term of the $p$ th root of an element, however it is still not effective as zerotesting is not effective for power series.
In fact, let us recall that, in general, a perfect field needs not be effective as testing if an element is a $p$ th power may be not decidable (see [13], Section 7 and [14], Remark 5.10).

### 4.2 Algorithm for computing the directrix over a perfect field

As stated above, to compute the directrix, one has to compute the ridge first. This is why, in Algorithm 2, we take
as input additive polynomials spanning the ridge. Then, we detail what was explained in Section 4.1 to compute generators of the directrix.

## Algorithm 2 Computation of the directrix over a perfect field of characteristic $p>0$.

Input Homogeneous additive polynomials $H_{1}, \ldots, H_{e}$ spanning the ridge of ideal $I$.

Output Generators of the directrix of $I$.

1. $M:=\emptyset$.
2. For $i$ from 1 to $e$
a. $p^{\ell}:=\operatorname{deg} H_{i}$.
b. $L:=0$.
c. For each monomial $X_{j}^{p^{\ell}}$ in $H_{i}$
i. $f:=\sqrt[p]{\operatorname{coeff}\left(H_{i}, X_{j}^{d}\right)}$.
ii. $L:=L+f X_{j}$.
d. $M:=M \cup\{L\}$.
3. Return $M$.

Theorem 16. Let us assume that $\mathbb{K}$ is a perfect field of characteristic $p>0$. Let us denote $n=\max _{1 \leq j \leq m} n_{i}$ and $d=\max _{1 \leq i \leq r, 1 \leq j \leq m} d_{i, j}$. Algorithm 2 outputs generators of the directrix of the ideal whose ridge is spanned by the input polynomials in less than $m n^{2} \log _{p} d$ extractions of pth roots in $\mathbb{K}$.

Proof. First, let us prove that Algorithm 2 is correct. As proved in $[1,15]$ and in Proposition 14, a basis of the directrix is obtained by taking all the linear forms which are $p^{\ell}$ th roots of the generators of the ridge.
Since each $H_{i, j}$ is homogeneous and additive, it has, at most, $n_{i}$ monomials. Then one has to extract $p^{\ell}$ th roots of at most $e_{1} n_{1}+\cdots+e_{m} n_{m} \leq m n^{2}$ coefficients for some $\ell$. Now, assuming $p^{\ell}=\max \operatorname{deg}_{1 \leq i \leq m, 1 \leq j \leq n_{i}} H_{i, j}$, one has $\ell \leq \log _{p} d$. That is, in the worst case, Algorithm 2 extracts no more than $m n^{2} \log _{p} d p$ th roots in $\mathbb{K}$.

### 4.3 The imperfect field case

Whenever $\mathbb{K}$ is not perfect, coefficients of monomials of generators of the ridge need not be $p$ th powers. This means that if $H$ is additive of degree $p^{\ell}$, then the linear form $L$ such that $L^{p^{\ell}}=H$ is in general in $\mathbb{L}[\mathbf{X}]$, where $\mathbb{L}$ is an algebraic extension of $\mathbb{K}$. For instance let $F=X_{1}^{p-1} X_{2}+X_{3}^{p}+t X_{4}^{p}$ be a polynomial over the rational fractions field $\mathbb{F}_{p}(t)$. It is clear that the ridge of the ideal $(F)$ is spanned by $X_{1}, X_{2}$ and $X_{3}^{p}+t X_{4}^{p}$. However, the directrix of $(F)$ is spanned by the three elements $X_{1}, X_{2}$ and $X_{3}+t^{1 / p} X_{4}$ only over the field $\mathbb{F}_{p}\left(t^{1 / p}\right)$. Over $\mathbb{F}_{p}(t)$, the directrix is spanned by $X_{1}$, $X_{2}, X_{3}$ and $X_{4}$.
What we can see with this example is that, in the imperfect field case, to retrieve the generators of the directrix, one might need to split any generator of the ridge of degree $p^{\ell}$, with $\ell \geq 1$, as a linear combination of $p^{\ell}$ th powers of linear forms. Then, taking their $p^{\ell}$ th roots and reducing all of them by linear algebra yields the directrix of the ideal.

But one has to be careful when splitting the generators of the ridge (see [18]). Assume that the ridge of $I$ is spanned by $H=X_{1}^{2}+u X_{2}^{2}+v X_{3}^{2}+u v X_{4}^{2}$. Over $\mathbb{K}=\mathbb{F}_{2}(u, v)$, it seems clear that the directrix of $I$ is spanned by $X_{1}, X_{2}, X_{3}$ and $X_{4}$. Let us denote $\mathbb{K}^{2}$, the subfield of $\mathbb{K}$ formed by all the squares of elements of $\mathbb{K}$. Then, the directrix is indeed spanned by $X_{1}, X_{2}, X_{3}, X_{4}$, if $\left[\mathbb{K}: \mathbb{K}^{2}\right]=4$. Otherwise, if $v=1+u$, then $H=\left(X_{1}+X_{3}+u X_{4}\right)^{2}+u\left(X_{2}+X_{3}+X_{4}\right)^{2}$.
Assuming $H \in \mathbb{K}[\mathbf{X}]$, a generator of the ridge, has degree $p^{\ell}$. The right idea seems to provide a $p^{\ell}$-basis of $\mathbb{K}$, that is a basis $\left(b_{1}, \ldots, b_{p^{k \ell}}\right)$ of $\mathbb{K}$ as a $\mathbb{K}^{p^{\ell}}$-vector space, to write

$$
H=\sum_{1 \leq i \leq p^{k \ell}} H_{i} b_{i}, H_{i} \in \mathbb{K}^{p^{\ell}}[\mathbf{X}],
$$

then to return $L_{1}=\sqrt[p^{\ell}]{H_{1}}, \ldots, L_{p^{k \ell}}=\sqrt[p^{\ell}]{H_{p^{k \ell}}}$ and finally to reduce by linear algebra all the obtained linear forms.
However, it is not clear that this yields the minimal number of linear forms. Furthermore, one would have to compute a $p^{\ell}$-basis of $\mathbb{K}$ which is also a difficult problem in general.

### 4.4 Computation of the outermost polynomials in the composition

Let us assume that $\mathbf{H}_{1}=\left(H_{1,1}, \ldots, H_{1, e_{1}}\right), \ldots, \mathbf{H}_{m}=$ $\left(H_{m, 1}, \ldots, H_{m, e_{m}}\right)$ are a minimal set of generators of the ridge. We must compute $G_{1}, \ldots, G_{r} \in \mathbb{K}\left[\mathbf{U}_{1}, \ldots, \mathbf{U}_{m}\right]$ such that, for all $i, F_{i}\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{m}\right)=G_{i}\left(\mathbf{H}_{1}, \ldots, \mathbf{H}_{m}\right)$.
Notice that, in this case, as polynomials $H_{j, k}$ need not all have the same degree, polynomials $G_{i}$ are not necessarily homogeneous.
For instance, considering $F(\mathbf{X})=X_{1} X_{2} X_{3} X_{4}+X_{5}^{2} X_{6}^{2}+$ $X_{7}^{4} \in \mathbb{F}_{2}[\mathbf{X}]$. Then,the ridge is spanned by $\left(H_{i}\right)_{1 \leq i \leq 3}=$ $\left(X_{i}\right)_{1 \leq i \leq 3},\left(H_{i}\right)_{5 \leq i \leq 6}=\left(X_{i}^{p}\right)_{5 \leq i \leq 6}$ and $H_{7}=X_{7}^{4}$, yielding $G(\mathbf{U})=U_{1} U_{2} U_{3} \bar{U}_{4}+U_{5} U_{6}+U_{7}$.
Anyhow, since polynomials $H_{j, k}$ form a triangular set in $X_{j, k}$, one can retrieve each $G_{i}$.
Assuming $\mathbb{K}$ is perfect. Since there is a one-to-one correspondance between generators of the ridge and generators of the directrix, then from a decomposition $F_{i}\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{m}\right)=$ $G_{i}\left(\mathbf{H}_{1}, \ldots, \mathbf{H}_{m}\right)$, it is easy to deduce such a decomposition $F_{i}\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{m}\right)=\tilde{G}_{i}\left(\mathbf{L}_{1}, \ldots, \mathbf{L}_{m}\right)$.

## 5. IMPLEMENTATION AND TIMINGS

We report on performances obtained with our implementation in Maple 16 [20], using FGb library [9], for computing the ridge of multihomogeneous ideals. The source code is available at http://www-polsys.lip6.fr/~berthomieu/.

In Tables 1, 2, 3 and 4, we display timings, in seconds obtained using one core of an Intel Xeon E7220 at 2.93 GHz running Linux with 128 GB of RAM. We compare timings for computing the ridge of a multihomogeneous ideal using algorithms of both [1] and this paper, namely Algorithm 1. In both cases, we assume that the generators of the ideal form a Giraud basis because they all have the same degree (see Proposition 7). First, we generated two random multihomogeneous polynomials over $\mathbb{F}_{p}$, with $p=2$ or $p=65521$, using the randpoly function with $\nu$ variables of degree $d$ in each block of variables. Then, each variable was replaced by a linear combination of $n=k \nu$ variables. Last, an ideal is created, spanned by these polynomials.
In each table, one of the parameters: $\nu, k, m$ and $d$ varies when all the other ones are fixed. Line $\mathrm{Hom}_{p}$ stands for Al-
gorithm 3.10 of [1], whose complexity is both lower-bounded and upper-bounded in Remark 13, while line $\mathbf{M}-\mathrm{H}_{p}$ stands for Algorithm 1 presented in here, whose complexity is given in Theorem 12, both over $\mathbb{F}_{p}$. Grey cells mean that no computations were run.

| $\nu$ | 2 | 8 | 32 | 128 | 512 | 2048 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Hom}_{2}$ | 0.12 | 0.43 | 2.0 | 10 | 39 | 117 |
| $\mathrm{M}_{2}$ | 0.23 | 0.40 | 0.54 | 1.5 | 4.8 | 14 |
| $\mathrm{Hom}_{65521}$ | 0.16 | 12 | 1200 | 5300 | 14000 |  |
| $\mathrm{M}-\mathrm{H}_{65521}$ | 0.27 | 7 | 410 | 3200 | 8800 |  |

Table 1: Timings in seconds, for $k=2, m=2$ and $d=2$.

In the following Table 2, we do not give timings for $p=2$ as difference of timings for increasing $k$ were too small to be relevant.

| $k$ | 1.25 | 1.5 | 2 | 3 | 5 | 9 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Hom $_{65521}$ | 2.1 | 3.7 | 12 | 46 | 170 | 320 |
| $\mathrm{M}_{6} \mathrm{H}_{65521}$ | 1.2 | 2.2 | 7 | 20 | 59 | 110 |

Table 2: Timings in seconds, for $\nu=8, m=2$ and $d=2$.

In the following Tables 3 and 4 , symbol $\infty$ means that the computation was stopped before ending.

| $m$ | 2 | 3 | 4 | 5 |
| :--- | :---: | :---: | :---: | :---: |
| $\mathrm{Hom}_{2}$ | 0.43 | 57 | 3200 | $\infty$ |
| ${\mathrm{M}-\mathrm{H}_{2}}^{\mathrm{Hom}_{65521}}$ | 0.40 | 12 | $\infty$ | 120 |
| $\mathrm{M}_{6} \mathrm{H}_{65521}$ | 7 | 19000 |  |  |

Table 3: Timings in seconds, for $\nu=8, k=2$ and $d=2$.

| $d$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Hom}_{2}$ | 0.13 | 0.43 | 6.2 | 97 | 1200 | $\infty$ |
| $\mathrm{M}-\mathrm{H}_{2}$ | 0.24 | 0.40 | 1.8 | 15 | 82 | 1300 |
| $\mathrm{Hom}_{65521}$ | 0.16 | 12 | $\infty$ |  |  |  |
| $\mathrm{M}-\mathrm{H}_{65521}$ | 0.27 | 7 | 5800 |  |  |  |

Table 4: Timings in seconds, for $\nu=8, k=2$ and $m=2$.
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