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ABSTRACT

Manipulation in immersive Virtual Environments (VEs) is often dif-
ficult and inaccurate because humans have difficulty in performing
precise positioning tasks or in keeping the hand motionless in a
particular position without any help of external devices or haptic
feedback. To address this problem, we propose a set of four manip-
ulation points attached to objects (called a 3-Point++ tool, includ-
ing three handle points and their barycenter), by which users can
control and adjust the position of objects precisely. By determining
the relative position between the 3-Point++ tool and the objects,
and by defining different states of each manipulation point (called
locked/unlocked or inactive/active), these points can be freely con-
figured to be adaptable and flexible to enable users to manipulate
objects of varying sizes in many kinds of positioning scenarios.

Keywords: 3D Direct Manipulation, Virtual Environments

1 INTRODUCTION

Object position and orientation manipulation are among the most
fundamental and important interactions between humans and envi-
ronments in VR applications. Many approaches have been devel-
oped to maximize the performance and the usability of 3D manip-
ulation. However, each manipulation metaphor has its own limita-
tions and cannot be generally used in a broad variety of VEs. We
are especially interested in precise manipulation of large objects in
VEs. This task is usually difficult because of user’s view obstruc-
tion caused by the size of objects during their positioning stages [2].
It is more difficult when the user has to place large objects with re-
quired precision. Some approaches [6, 7, 8] have been proposed to
manipulate objects at a distance by creating their miniature mod-
els or by expanding the user’s virtual arm. These propositions have
an advantage for large objects manipulation: when the user has an
overall view of objects or of environment, it is easier for him to
know how to move these objects to the target position and orienta-
tion without worrying about obstruction problems. However, their
main issue is that small movements of the miniature models or of
the user’s virtual hand from a distance are often magnified in the en-
vironment, making precise positioning difficult. A reasonable dis-
tance, at which the size of objects is not too disturbing and the user
can still determine where to place them, is hardly found sometimes.

Some approaches have been proposed to manipulate objects
more precisely and efficiently. PRISM [3] proposes a dynamical ad-
justment method which determines the relationship between phys-
ical hand movements and the controlled object motion, making it
less sensitive to the user’s hand movements. However, the user
may feel a sense of incompatibility because of the difference be-
tween the visual feedback and motor control. Osawa [5] proposes a
technique adding a viewpoint adjustment stage to enlarge the scene
when the hand grasping the virtual object is moving slowly. Nev-
ertheless, this adjustment may influence the user’s immersion and
may cause fatigue when the user manipulates large objects. In addi-
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Figure 1: The handle point P2 is manipulated, the object is rotated
around an axis created by the two handle points P1 and P3

tion, there is no orientation manipulation in this technique, it means
that it is incomplete for object manipulation in general. Precise
manipulation is also often required in assembly modeling systems
through constraint-based manipulation. These systems usually de-
mand knowledge-based descriptions to be integrated in advance
into a constrained behavior manager [4]. This manager realizes as-
sembly relationship recognition, constraint solving and constrained
motion. It can improve the precision of manipulation but it is quite
complicated to apply them in the general case of manipulation.

The 3-hand manipulation technique [1] may facilitate the 3D ma-
nipulation by determining the position of objects through the posi-
tion of three non-aligned manipulation points on a plane. However,
this technique is mainly devoted to multi-user collaborative manip-
ulation and it is quite difficult for one user to manipulate objects. In
this paper, we want to enhance this technique for a general purpose
of manipulating objects of varying sizes, especially large objects,
in many kinds of positioning scenarios.

2 3-POINT++ TECHNIQUE FOR DIRECT MANIPULATION

We present an interaction technique which improves significantly
the 3-Hand manipulation technique [1] for manipulating objects
precisely and efficiently to a target position and orientation. This
3-Point++ tool consists in a set of four points (three handle points
and their barycenter), that is attached to an object. This technique
is based on the idea that for any kind of object, its precise position
and orientation are always explicitly described by the position of
the three handle points of this tool. On the other hand, by determin-
ing the position of this 3-Point++ tool, the position of the object
can be calculated. By moving these points, the position and the ori-
entation of the object are controlled. The barycenter can be used
for approximate positioning to control the object directly without
constraint, while the three handle points are used for precise posi-
tioning. This is the reason why the barycenter has 6 Degrees Of
Freedom (6-DOF) in manipulation, while the three handle points
has only 3-DOF. When the position of one of three handle points
changes, the position and the orientation of the barycenter are re-
calculated and so are the position and the orientation of the attached
object. If one handle point is manipulated, the object is rotated
around an axis created by the two other handle points (Figure 1). If
two handle points are manipulated at the same time, the object is
rotated around the third handle point.



Figure 2: Two examples of locking and manipulating handle points

2.1 Configuring the offset of manipulation points rela-
tively to the manipulated object

In order to adapt the 3-Point++ tool to objects of varying sizes, we
propose an extension for configuring the shape formed by the three
handle points as well as the offset distance between their barycenter
and the object. This stage can be executed in the first place because
depending on the shape of object, the relative position of the tool
and the object need to be refined earlier for a better manipulation.
The adjustment of these manipulation points can neither move nor
rotate the attached object. It only allows a user to place the handle
points relatively to the object to manipulate. During this adjust-
ment, the offset distance between the barycenter of the manipulated
object and the barycenter of the three handle points is re-computed.
This offset will be used for the further real manipulation.

2.2 Locking and unlocking manipulation points

In the normal mode of manipulation, all the manipulation points
are unlocked. When these points move, the object moves respec-
tively. But the object movement depends on how many points are
controlled and how they are controlled. If there is no locked ma-
nipulation point, there is a different effect on the movement of the
attached object depending whether the movement is caused by the
handle points or by their barycenter. The barycenter of the han-
dle points changes its position with 6-DOF and the position of the
object changes the same way. It means the position and the orien-
tation of the manipulated object are determined by the position and
the orientation of the barycenter itself. When one or two of the han-
dle points are controlled, the other handle points stay at the same
position. Because the position and the orientation of object are al-
ways calculated by the position and the orientation of the barycen-
ter and the triangle shape formed by the three handle points can
change, the translation of their barycenter (and also the translation
of the object) is different from the translation of the controlled han-
dle points. It causes the slide of the object on the surface of the
tool and it makes the object move imprecisely. This is why we
add another manipulation mode where the user can lock one or two
handle points and control the other points to get the target position
(Figure 2). By combining the configuration of relative position as
mentioned above and this mode of locking/unlocking points, the
user can decide which part of the object he does not want to move
and which other part to be controlled to reach the wanted position.
In addition, using such locked points allows the user to focus on
the active points and makes the user more comfortable to adjust the
orientation and the position of the manipulated object.

3 PRELIMINARY STUDY

We conducted an experiment to evaluate the usefulness and effi-
ciency of our proposition for manipulating virtual objects. The task
of 18 subjects was to place three marks on each large 3D alphabet
letter onto three corresponding targets on a support frame respec-
tively at three different levels of difficulty. These levels were repre-
sented by the distance threshold dth between one mark on each let-
ter and its corresponding target. The more this threshold decreases,
the more the manipulation needs to be precise. We tested the two
manipulation techniques with three distance thresholds: 10, 6 and 3
centimeters which are considered easy, medium, and difficult level
respectively. We measured the mean time to accomplish the task by
the 3-Point++ technique and by a well-known technique using a 3D
cursor to control an object directly with 6-DOF.

P values of average manipulation time of the two techniques at
different levels of difficulty were calculated using repeated mea-
sures ANOVA and Tukey-Kramer post hoc analysis. The result
revealed that there was no significant difference between the two
techniques at the three levels of difficulty as well as in the general
case. These statistical results could be explained by the fact that
3-Point++ technique usually took more time than using the 6-DOF
technique because it was more complicated for users to change the
mode of control, to reconfigure the offset distance between the ma-
nipulation points and object. This fact was also represented in the
subjective estimation. So to improve our technique, its ease of use
and intuitiveness need to be upgraded.

4 CONCLUSION AND FUTURE WORK

We have presented the 3-Point++ manipulation technique, a new
metaphor for the 6-DOF manipulation of virtual objects by control-
ling three manipulation points and their barycenter. In the future,
the ease of use of our technique need to be improved to make it
easier to use. We will have to enhance our approach for release
adjustment to enable a more precise release in manipulation. This
adjustment could improve the problem of quick release by estimat-
ing the position that seems to be the intended release position.
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