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APPROACH
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06902 Sophia-Antipolis

ABSTRACT. Outlyingness is a subjective concept relying on the ismidevel of a (set of)
record(s). Clustering-based outlier detection is a fiedd #tims to cluster data and to detect
outliers depending on their characteristice.(small, tight and/or dense clusters might be
considered as outliers). Existing methods require a pararsetteding for the “level of
outlyingness”, such as the maximum size or a percentage of sinaters, in order to
build the set of outliers. Unfortunately, manually settitgstparameter in a streaming
environment should not be possible, given the fast time respasually needed. In this
paper we propose b, a method that separates outliers from clusters thanks ttusaha
and effective principle. The main advantages abb\are its ability to automatically adjust
to any clustering result and to be parameterless.

1. INTRODUCTION

Atypical behaviours are the basis of a valuable knowledgiimains related to security
(e.g. fraud detection for credit card [3], cyber security [9] ofedg of critical systems
[12]). Atypicity generally depends on the isolation levélao(set of) records, compared
to the dataset. One possible method for finding atypic recants to perform two steps.
The first step is a clustering (grouping the records by shitylpand the second step is
the identification of clusters that do not correspond to #&fyatg number of records.
Actually, atypical events (or outliers) might be indicatiof suspicious data such as skewed
or erroneous values, entry mistakes or malicious behawiodimalicious behaviour can
be detected as an outlier in datasets such as transactiaseadit card database or records
of usage on a web site.

To the best of our knowledge, outlier detection always sadiea parameter, given by the
end-user and standing for a “degree of outlyingness” abovehatecords are considered
as atypical. For instance, in [17],distance-basedutlier is an object such thatwaser-
defined fractiorof dataset objects have a distance of more thasea-defined minimum
distancefrom that object. In [11], the authors propose a nonpardmeliistering process
and the detection of outliers requiresuser defined valué corresponding to the top-
desired outliers.

In this paper we propose @b (Wavelet-based Outlier Detection), a parameterless
method intending to automatically extract outliers fromagiaget. In contrast to previous
work, our goal is to find the best division of a distributiordan automatically separate val-
ues into two sets corresponding to clusters on the one hahduwtlers on the other hand.
The tail of the distribution is found thanks to a wavelet t@gie and does not depend on
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2 ALICE MARASCU AND FLORENT MASSEGLIA

any user threshold. Our method fits any distribution dependin any characteristic such
as distances between objects [17], objects’ density [SpR4lusters’ size [14, 27].

Our framework involves clustering-based outlier detettiodata streams. Clustering-
based detection of outliers aims to find objects that do n@victhe same model as the
rest of the data depending on the clusters’ size or tightfiegs<27, 11]. This framework
will allow us to illustrate our proposal with one of the pddsi characteristics observed
for building a distribution of objectsi.e. clusters’ size). The choice of data streams is
motivated by the specific constraints of this domain. In addateam environment, data
are generated at a very high rate and it is not possible toperblocking operations. In
this context, requesting a parameter suctkakr top-% outliers, orz, a percentage of
small clusters, should be prohibited. First, because tke dsesn’t have enough time to
try different values of these parameters for each periodalfysis on the stream. Secondly,
because a permanent value may be adapted to one period tEidr® but it is highly likely
to be wrong on the next periods (the data distribution wikimlpe, as well as the number
or percentage of outliers). For these reasons, detectitigrsushould not depend on any
parameter and should be adaptive in order to keep the bagbaygall along the stream.

This paper is organized as follows. Section 2 gives an ogeraf existing works in
outlier detection and Section 3 gives a formal definition wf problem.

The first step of our method aims to group the streaming dédacinsters. We describe
two clustering case studies in Section 4. Section 5 givedeteals of WoD and its princi-
ple for separating outliers from clusters. Section 6 shdwsatvantages of b through
a set of experiments on real Web usage data and Section 7agivesnclusion.

2. RELATED WORKS

Outlier detection has been extensively studied these passysince it has a wide range
of applications, such as fraud detection for credit card ¢gber security [9] or safety of
critical systems [12]. Those fields of application rely onthoels to find patterns which
deviate significantly from a well-defined notion of hormaliThe concept of outlyingness
has been studied by statistics [23, 19] where statisticatagrhes construct probability
distribution models under which outliers are objects of [mabability [4, 20]. Within the
context of intrusion detection, data dimensionality isthig herefore, to improve overall
performances and accuracy, it has become necessary topalaha mining algorithms
using the whole data distribution as well as most of dataifeat[17, 1].

In this paper, we focus on clustering-based outlier desacigorithms [17, 26, 6, 11,
15, 10, 13, 24]. Such techniques rely on the assumption tratal points belong to large
clusters while outliers either do not belong to any clusiér, 6] or form very small and
tight clusters [14, 27, 11]. In other words, outlier detesttonsists in identifying among
data those that are far from being significant clusters. Deipg on the approach, the
number of parameters required to run the algorithm can e dngl will lead to different
outliers. To avoid this, some works return a ranked list ofeptial outliers and limit
the number of parameters to be specified [26, 15, 11]. Let ¢ that [11] proposes
to reduce or to avoid given parameter to the clustering d@lgonr while maintaining a
parameter regarding the outliersthe number of required outliers. In this paper, we aim
to detect outliers on the basis of clusters characteristigs Among these characteristics,
we have selected the clusters’ size. A distribution of thustelrs’ size combined with our
wavelet approach allows cutting the clusters set into twmsats, basically corresponding
to “big” and “small” clusters. This method would also cut dowhis set with regard to
other characteristics, such as clusters tightness or tiieiber of neighbors (density) for
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instance. Applications of wavelet theory in data miningénbeen studied by [21] and the
authors propose a survey on this topic.

In [31], the authors propose a technique for both clusteaimgjoutlier detection in static
data, based on their previous work [28]. [31] considers as#tof d-dimensional points.
Their goal is to apply a wavelet transform on the feature epkor this purpose, they first
partition the original feature space into cells in order ldain a quantized space (where a
pointo;, belongs to a celt; if oy, is comprised in the intervals ef, for each dimension
7). Then, a density functiop(c;) , based on the number of points contained in each cell,
is specified. This density function will allow deciding whet a point is an outlier or not
depending on a user threshold.

3. PROBLEM STATEMENT

Clustering is the problem of finding a partition of a data sethat similar objects are
in the same part of the partition and different objects ardiffierent parts. A data stream
S ={51,...,5i,....,5,} is a series of batche$;, read in increasing order of the indices
Each batch contains a set of obje€ts= {01, ..., 0, }.

In this paper, we propose to process the stream of a Web s@taie, batch after batch.
Let W be the site being analyzed. We propose to study two clusterioblems associated
to this data.

3.1. Clustering PHP requests. In this case, our goal is to extract clusters and detect atyp-
ical events among the requests performed to PHP script ofiherefore, our objects will

be the parameters given to the PHP scriptshion We do not propose an intrusion de-
tection framework, since atypical usage does not autoaibticorrespond to malicious
behaviours. Nevertheless, we expect our results to belfsefan automatic detection of
atypicity in data streams. Section 4.2 describes our gaiador clustering such data.

3.2. Clustering navigations. First, we need to define a navigation sequence as the series
of URLSs requested by a user. This definition will use the didiniof itemsets from [2].

Definition 1. LetZ = iy,is,...,4i, be a set of items. LeX = iy, i, ...,ix/k < n and
Vj € [1..k] i; € Z. X is called anitemset(or a k—itemsel). Let7 = ¢1,1o, ..., ¢, be
a set of times, over which a linear orderr is defined, where¢; <r t; meanst; occurs
beforet;. Atransaction T is a pairT = (tid, X') wheretid is the transaction’s identifier
and X is the associated itemset. Associated to each itamX we have a time-stamp
which represents the valid time of occurrence of T

Definition 2. A navigation sequence is an ordered list of itemsets denwted n, no,
..., ny, >, Wheren; is an itemset and each itemjf stands for a URL.

In this case, a batch is made biavigation sequences. Each navigation sequence
in the data stream is associated to a clieaindn corresponds to the series of requests
performed byc on the Web site. In section 4.1 we propose a method for cingtéhe
navigation sequences of a data stream.

3.3. Atypicity detection. For each case (PHP requests and navigations), our goal is to
separate clusters in order to give the list of atypical ever@ur principle (based on a
multi-resolution analysis) for this parameterless débvads presented in Section 5.
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4. CLUSTERING STREAMING USAGE DATA

Our method will process the data stream as batches of eqeallsttB,, Bs, ...B,, be
the batches, wherB,, is the most recent batch of transactions. The principle oDWill
be to cluster the content of each batdn [B;..B,,] and to detect outliers according to the
clusters’ size. In this section, we describe an agglomeratiustering principle that has
been adapted on two different kinds of data. As we will obsé@mthe experiments, Bb
is a self adjusting outlier detection method. Thereforegrifer to assess that feature, we
want to work on different datasets with different charastas. The Web usage dataset
has rather constant characteristics (size of clustersengmistribution, etc.). On the other
hand, the PHP dataset shows an important variation of ugagems of distribution of the
clusters.

4.1. Clustering Navigations. The general principle of our method can be described as
follows: for each batch of transactions, our algorithm &sts the clusters of users (grouped
by behavior) and then analyzes their navigations by meaassefjuence alignment pro-
cess. This allows us to obtain clusters of behaviors thatssmt the current usage of the
Web site. In [22] the authors have proposed a method for miegquential patterns in
data streams which is based on sequence alignment. Therabgstunction of this paper
catches and extends this principle. For each clustire aligned sequence corresponding
to the content of: gives a summary of. After processing each batch, we are provided
with patterns (the summaries or alignments obtained forcthsters) and their supports
(the size of the clusters).

For each batch, the clustering algorithm is initializedhadhly one cluster which con-
tains the first navigation (the first sequence of the batch)edch clustes is associated
a centroids, (the aligned sequence of the cluster) that summarizes tiséec! WOD will
process the batch of sequences in only one scan. Duringctins the following operations
are performed:

(1) For each navigation in the batchy is compared to each existing centroid. ket
be the cluster such that its centrajdis the most similar to:, thenn is inserted
into c. If no such cluster has been found, then a new cluster isexteatdn is
inserted in this new cluster. The comparisomafthe navigation sequence) with
a clusterc is explained in Subsection 4.1.2.

(2) For each clustet, the centroid;. of ¢ is computed incrementally. This step (de-
tailed in Subsection 4.1.1) is very important, since eaguseces has to be com-
pared to the centroid of each cluster.

(3) Atthe end of the scan, the centroid of each clustesll stand for the extracted
knowledge since it can be considered as a summaty of

4.1.1. Centroid of a Cluster.The centroid;,. of clusterc is computed thanks to an align-
ment technique applied t@ When the first sequence is inserted intq, is equal to this
unique sequence.

The alignment of sequences is based on the definition of [i8]leads to a weighted
sequence represented as followsd =< I; : ny, Iy : no, ..., L. : n. >: m. In this
representation;: stands for the total number of sequences involved in thealent. I,

(1 < p < r)is anitemset represented as,(: m;, , ...z;, : m;,),wherem,, is the number
of sequences containing the itemat thept” position in the aligned sequences. Finally,
n, IS the number of occurrences of itemggtin the alignment. Example 1 describes the
alignment process of 4 sequences. Starting from two segsetie alignment begins with



ATYPICITY DETECTION IN DATA STREAMS: A SELF-ADJUSTING APPROACH 5

Step 1:

Si: <(a,c) (e) 0>

So: <(a,d) (e) (h»

SA2: (a:2,c1,d:1):2 (e:2):2 (h:1):1

Step 2

SA:  (a:2,c:1,d:1):2 (e:2):2 (h:1):1

S3: <(a,b) (e) (i.j>

SAiz: (a:3,b:1,cl,d:1):3 (e:3):3 (h:l,i:1,):1):2
Step 3

SAiz: (a:3,b:1,c1,d:1):3 (e:3):3 (h:l,i:1,j:1):2
Syt <(b) (e) (h,iy>

SA14: (a:3,b:2,c1,d:1):4 (e:i4):4 (h:2,i:2,):1):3

FIGURE 1. Different steps of the alignment method with sequences
from example 1

the insertion of empty items (at the beginning, at the endside the sequence) until both
sequences contain the same number of itemsets.

Example 1. Let us consider the following sequencés:=< (a,c) (e)>, S; =< (a,d) (e)

(h) >, S5 =< (a,b) (e) (i,j)>, Sy =< (b) (e) (h,i)>. The steps leading to the alignment of
these sequences are detailed in Figure 1. First, an emptysiée is inserted at the end of
S1. ThenS; and S, are aligned in order to providé& A;5. The alignment process is then
applied toS A, and S3. The alignment method goes on processing two sequenceshat ea
step.

At the end of this alignment process, the aligned sequeside,(in figure 1) is a sum-
mary of the corresponding cluster. An approximate segakpéttern representing each
cluster can be obtained by specifyihgthe number of occurrences of an item in order for
it to be displayed. For instance, for the sequefidg, from Figure 1 and: = 2 the filtered
aligned sequence will bez(a,b)(e)(h,i}> (corresponding to the items having a number of
occurrences greater or equalip

The aligned sequence is incrementally updated, each tinegence is added to its
cluster. For that purpose, we maintain a matrix which castéihe number of items for
each sequence and a table representing the distances bewegrnces. This is illustrated
in Figure 2. Our matrix (left) stores for each sequence thmber of occurrences of each
item in this sequence. For instanee s a sequence containing twice the itenThe table
of distances stores the sum of similaritiesngil M atrix) between sequences. Lat be
the number of occurrences of itenn sequence; and letm be the total number of items.
simil M atriz is computed thanks to the matrix in the following way :

similMatriz(sy, s2) = Y _iwy min(s1,, 2, ).

For instance, with two sequences and s, in the matrix of Figure 2, this sum is:
51,,, +82b +SQC :1+0+1:2

Sometimes, the alignment has to be refreshed and cannotlaégidncrementally. Let
us consider a sequensg. First, s, is inserted in the matrix and its distance to the other
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Seq | >, similMatrixz(s, s;)
Seq alblc S1 16
52 14
st 2101
1/0[1 Sn 13
- 53 11
Sp—1 1

FIGURE 2. Distances between sequences

sequences is computed (", similMatriz(s,, s;)). s, iS then inserted in the distance
table, with respect to the decreasing order of distance®sgaFor instance, in Figure £,

is inserted aftess. Letr be the rank where,, is inserted (in our current example= 2)

in c. After insertings,,, there are two possibilities:

(1) » > 0.5 x |¢|. In this case, the alignment is updated incrementally and
e = alignment(s,, sy,).

(2) » < 0.5 x |¢|. Inthis case, the centroid has to be refreshed and the aighis
computed again for all sequences of this cluster.

4.1.2. Comparing Sequences and Centroid®t s be the current sequence afidhe set

of all clusters. Our algorithm scaid$and, for each cluster € C, performs a comparison
betweens ands,. (the centroid ofc, which is an aligned sequence). This comparison is
based on the longest common sub-sequence (LCS) betwardc,. (see Definition 3).
The length of the sequence is also taken into account sihees ito be no more thar20%

and no less thaB0% of the original sequence €. the first sequence inserted intp

Definition 3. Lets; andss be two sequences. LB S(s1, s2) be the length of the longest
common subsequences betweeand s,. Thesimilarity sim(s1, s2) betweens; and s,
is defined as follows:

2 X LCS(Sl,SQ)
[s1] + |s2]
Thedissimilarityd(s1, s2) betweers; and s, is defined as follows:

sim(sy,s2) =1 —

d(s1,82) =1 — sim(sy, $2)

Let ¢ be the length of the first sequence inserted inteis inserted inta if the three
following conditions hold:
o Vd € C/d # c,sim(s,sq) < sim(s,sc);
e 0.8xt< s <1.2xt;
o sim(s,s.) > 0.7.

The first condition ensures thawill be inserted into a cluster having the most similar
centroid tos. The second condition ensures that after insertingwill contain sequences
of similar length and that the clusters’ average length méll vary too much. Finally, the
third condition ensures that ands are similar (with a degree of 70%). If there is no
cluster such that these conditions hold, then a new clusteeated and is inserted into
this new cluster.
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Algorithm Data Preparation
Input: Output:
(1) Foreach request, parse the parameters and build tressporrding objects.
(2) Build M, the similarity matrix between each pair of objects ;
(3) Vp € M, Neighbors, — sorted list of neighbors fgy (the first object in the list
of p is the closest tp).
(4) DensityList — sorted list of objects by density ;

End algorithm Data Preparation
FIGURE 3. Algorithm Data Preparation

4.2. Clustering PHP requests. In this section we present the preprocessing principle we
use to build objects from the PHP requests, the similaritypvopose between them and
our clustering algorithm.

Preprocessing We focus on PHP scripts since there are still potential ¢citals usage of
these scripts and an algorithm intending to extract atypisage behaviours might help
identifying attacks. For each batch of the usage data streanpreprocessing step firstly
filters the data corresponding to PHP scripts, with parareefecondly, for each parame-
ter, we build an object corresponding to the keyword givethigyuser. Let us consider, for
instance, the following requesst af f . php?FNanme=John&LNane=Doe. The corre-
sponding objects arg =John ando, =Doe. Therefore, at the end of this preprocessing
step, we are provided with the set of all the parameters eteiiifrom the batch.

Similarity Between Objects We consider each object as a sequence of characters. Our
comparison of two parameters is then based on the dissityiteatween two words, based
on the LCS as described in definition 3.

Example 2. Let us consider two parameteps=i nt r usi on andp,=i nducti on. The
LCS betweemp; andp, is L=i nui on. L has length 6 and the dissimilarity betwegn
andpyisd =1 — #‘Lpﬂ = 33.33%. Which also means a similarity 66.66% between
both parameters.

The goal of this paper is to focus on our new outlier detegtiaradigm (described in
Section 5). Therefore, the clustering algorithm we proguseto be well adapted to data
streams and PHP requests (though it is not the center of aurilmation). Actually, we
could have used a k-means algorithms as well as hierachicawal methods, for in-
stance. The main interest of this clustering step is to shmirnpact of a distribution
variation on the outlier detection. Such a variation mayuoagith any clustering algo-
rithm and any distance or similarity measure. This will becdissed in the experiments.
Algorithm Clustering (Figure 4) is based on an agglomerative principle. The jpieof
our clustering algorithm is to increase the volume of clissby adding candidate objects,
until the Maximum Dissimilarity (MD) is brokeni.g. there is one objeai; in the cluster
such that the dissimilarity betweenand the candidate objegt is greater than MD). Our
preprocessing step is illustrated by Algoritiidata Preparation (Figure 3).

5. PARAMETERLESSOUTLIER DETECTION

Most previous work in outlier detection requires a paramgl8, 32, 25, 16], such
as a percent of small clusters that should be consideredtisrswr the topr outliers.
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Algorithm Clustering
Input: U, the objects
andM D, the Maximum Dissimilarity.
Output: C, the set of as large clusters as possible,
respectingV/ D.
Q) i—0;C—0;
(2) p < next unclassified object iPDensityList ;
@) i++ici—np;
4) C—CH+g,
(5) ¢ < next unclassified object iVeighbors, ;
(6) Vo € ¢; If d(o,q) > M D then return to step 2 ;
(7) addq toc; ;
(8) returntostep 5;
(9) If unclassified objects remain then return to step 2 ;
(20) returnC';

End algorithm Clustering

FIGURE 4. Algorithm Clustering

Generally, their key idea is to sort the clusters by size @anitjhtness. We consider that
our clusters will be as tight as possible, according to oustelring algorithm, and we aim
to extract outliers by sorting the clusters by size. The |enobis to separate “big” and
“small” clusters without anyapriori knowledge about what is big or small. Our solution
is based on an analysis of cluster distribution, once theysarted by size. One possible
distribution shape is illustrated in figure 5 (screenshotlenaith our real data). The key
idea of WOD is to use a wavelet transform to cut down such a distributidfith a prior
knowledge on the number of plateaux (we want two plateaw fitht one standing for
small groups, or outliers, and the second one standing fpgtmiups, or clusters) we can
cut the distribution in a very effective manner. In figurelg ¢ axis stands for the size of
the clusters, whereas their index in the sorted list is smpred on:, and the two plateaux
allow separating small and big clusters. Actually, eaclsteluhaving size lower than (or
equal to) the first plateau will be considered as an outlier.

T 0000 = = %
/
Border between outliers /
and normal clusters /‘
//'
(0] /
N /
) /
P2 N
I f
[7] /
+~J /
%2} {
a ﬂ o
O [
/
P1 /"
| Clusters' index

FIGURE 5. Detection of outliers by means of Haar Wavelets
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The wavelet transform is a tool that cuts up data or funct@rmperators into different
frequency components, and then studies each componenawésolution matched to its
scale [8, 7]. In other words, wavelet theory representesef values by breaking them
down into many interrelated component pieces; when theepiace scaled and translated
wavelets, this breaking down process is termed waveletrdposition or wavelet trans-
form. Wavelet reconstructions or inverse wavelet tramsfomvolve putting the wavelet
pieces back together to retrieve the original object [30tidématically, the continuous
wavelet transform is defined by:

T —0b
a

—+o0

T fad) = 5= [ St

wherez* denotes the complex conjugatezofy* () is the analyzing wavelet, (> 0)
is the scale parameter ahds the translation parameter. This transform is a linearstra
formation and it is co-variant under translations and wife. This expression can be
equally interpreted as a signal projection on a functioniffaamalyzing, , constructed
from a mother function in accordance with the following efipra <, ,(¢) = \/iaw(%).
Wavelets are a family of basis functions that are localipgthie and frequency and are ob-
tained by translations and dilations from a single funcii@n), called the mother wavelet.
For some very special choices of a, b, and), , is an orthonormal basis fdr?(R). Any
signal can be decomposed by projecting it on the correspgmdavelet basis function. To
understand the mechanism of wavelet transform, we mustrstashel the multiresolution
analysis (MRA). A multiresolution analysis of the spac&R) consists of a sequence of
nested subspaces such as:

LCVhocWVicVyCVoq...C Vi CVj

Ujez Vi = L*(R)
ﬂjEZ V= {0}

Vj € Zif f(z) € V; <= f(27'z) € Vi
(or f(2/z) € Vo)
Vk e Zif f(z) € Vp < flz—k) € Vp

There is a functionp(x) € L*(R), called scaling function, which by dilation and trans-
lation generates an orthonormal basis/f Basis functions are constructed according to
the following relation :

@jn(T) =2"29(277x—n),n € Z, and the basis is orthonormate(ﬁ’;O p(x)e*(z+
n)dz = d(n),n € Z. For each}, its orthogonal complement’; in V;_; can be defined
as follows:

Vio1 =V; ©W;andL*(R) = @, W;. As W; is orthogonal toV;_;, thenW;_, is
orthogonal tdV;, sovj, k # j thenW; L Wy.

There is a function)(x) € R, called wavelet, which by dilations and translations gen-
erates an orthonormal basis¥f;, and so ofZL?(R). The basis functions are constructed
as follows:

Yin(x) = 2_%1/J(2_jx —n),n €’
Therefore,L?(R) is decomposed as a direct sum of the spdégswhich becomes an

orthogonal sum [7], i.eL?(R) = ®,cz W;. To summarize the wavelet decomposition:
given af, function inV,,, f,, is decomposed into two parts, one partlin_; and the
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other inW,,_;. At next step, the part i,,_; continues to be decomposed into two parts,
one part inV,,_, and the other if¥,,_, and so on. Figure 6 gives an illustration of the
multiresolution analysis.

FIGURE 6. Multiresolution Analysis Principle

A direct application of multiresolution analysis is thetfdscrete wavelet transform al-
gorithm. The idea is to iteratively smooth data and keep #aild all along the way. More
formal proofs about wavelets can be found in [8, 30]. The wetveansform provides a
tool for time-frequency localization and are generallydusesummarize data and to cap-
ture the trend in numerical functions. In practice, the migjof wavelets coefficients are
small or insignificant, so to capture the trend only a few igant coefficients are needed.
We use the Haar wavelets to illustrate our outlier detectiethod. Let us consider the fol-
lowing series of valuesf1,1,2,5,9,10, 13, 15]. Its Haar wavelet transform is illustrated
by table 7.

Level | Approximations Coefficients

8 1,1,2,5,9,10, 13,15

4 1,35,95,14 0,-15,-0.5,-1
2 2.25,11.75 -1.25,-2.25

1 7 -4.75

FIGURE 7. Wavelet transform dft, 1,2, 5,9, 10, 13, 15]

Then, we keep only the two most significant coefficients andnake the others zero.
In our series of coefficient§q, —4.75, —1.25, —2.25, 0, —1.5, —0.5, —1]) the most two
significant ones ar& and —4.75, meaning that the series beconigs—4.75, 0, 0, 0, 0,
0, 0]. In the following step, the inverse operation is calculedaed we obtain an approxi-
mation of the original dat§2.25, 2.25, 2.25, 2.25, 11.75, 11.75, 11.75, 11.75]. This gives
us two plateaux corresponding to valus 1,2,5} and {9, 10,13,15}. The set of out-
liers contains all the clusters having size smaller tharfitseplateau¢.g. 2.25). In our
examplep = {1, 1,2} is the set of outliers.

More generally, advantages of this method, for our problemjllustrated in figures 8
and 9. Depending on the distribution, wavelets will givdafiént indexes (where to cut).
For instance, with few clusters having the maximum size {gaph with solid lines from
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figure 8), wavelets will cut the distribution in the middlen@e other hand, with a large
number of such large clusters (see graph with dashed lioes figure 8), wavelets will
accordingly increase the number of clusters in the littktgdu (taking into account the
large number of big clusters). Furthermore, in our usage aafNRIA, there is a variation
between night and day in the usage of PHP scripts. This i@mia¢sults into two main
shapes. Figure 9 gives an illustration of two differentritisttions, similar to the ones we
found out in our experiments. Let us consider the 10% filtethos distribution, which
aims to isolate outliers corresponding to 10% of the globalpg. If one uses the 10%
percent filter in order to detect outliers, one will obtaireéevant outlier detection for the
first distribution (corresponding to usage of scripts at J.akowever, with the second
distribution (calculated from the usages at 5 pm), thisrfili#l give a very high value and
return clusters that should not be considered as outliersth® other hand, our wavelet
based filter will adjust to the distribution variation ane: tthreshold for outlier detection
will only slightly increase, taking into account the newtdisution shape.

Size

Index in sorted list

FIGURE 8. Automatic adjustment to the clustering results

FIGURE 9. A Distribution Varying With Time

Applying the wavelet transform on the series allows us taimba good data com-
pression and, meanwhile, according to different trendsyageparation. Knowing that
outliers are infrequent objects, they will always be graupgo small clusters. WD’s
principle of separating outliers from clusters is basedhaotem 1.

Theorem 1. Let F be the set of features used to build the distributi®ion the clustering
result. Let P1 and P2 be the two plateaux obtained after salgthe most two significant
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coefficients of the wavelet transform éh The optimal separation into two groups ac-
cording to F" and regarding the minimisation of the sum squared errorjveg by P1 and
P2.

Proof In an orthonormal base, it has been shown that keeping thedtrwavelet coeffi-
cients gives the begtterm Haar approximation to the original signal, in termsxfiimiz-

ing the sum squared error for a giver29]. For this propose, let us consider the original
signal f(x) and the basis functions, (x), ...u,,(x). The signal can thus be represented
depending on the basis functions as :

f(x) = Z ciui ()

The goal is to find an approximating function with fewer cagéfints. Leto be a permu-
tation of1, ..., m and f’ the approximating function using only the first elements ofs,
withm/ < m.

f/(l“) = Z Co(i)Uo(4) (x)
i=1

The square of.? error of this approximation is:
1f(@) = f'(@)]15 =< f(z) = f'(@)|f(x) = f'(z) >

< Y cotytoml Y Ca(j)uo<j>>

i=m’+1 j=m’+1

m m
DD Catat) < to@lter) >
i=m’/+1j=m/+1
m
= Z (co(i))2
1=m’+1
Due to the basis orthonormality, u;,u; >= ¢, so, for anym’ < m, to minimize this
error the best choice far is the increasing permutation (or the permutation thataiost
the elements ordered in increasing order).
Therefore, form’ = 2 we obtain the best 2-term Haar approximation to the original
signald
Based on theorem 1, we select the clusters having size srtadle the first plateau.
These clusters can be considered as outliers without aayngger given by the end-user.

6. EXPERIMENTS

The goal of our experiments is to show the advantages of owanpeterless outlier
detection in a streaming environment. In such an environyemosing a good level of
outlyingness is highly difficult given the short time avaia to take a decision. In this
context, an outlier detection method which does not deperal parameter such &s for
the top#4 outliers, or a percentage of small clusters, should be much appreciated. On
the other hand, such a parameterless outlier detectionoghetlso has to guarantee good
results. This method should be able to provide the end-udéram accurate separation
into small and big clusters. It should also be able to fit amdkof distribution shape
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(exponential, logarithmic, linear, etc.). Finally, it sid also be able to automatically
adjust to the number of clusters and to their size from onehbtat the other. Our claim
is that WoD matches all these requirements and we illustrate theserésain this section
. For these experiments we used real data, coming from thel\Wglusage of INRIA
Sophia-Antipolis from January 2006 to April 2007. The onigji files have a total size of
18 Gbh.

Outlliers size

Number of outliers

[ —

- /
123 45 ;T‘hﬁj‘v\rfW%
8 91011 12 13 14 15

Batch

FIGURE 10. size of outliers with a top-filter and number of outliers
with a % filter on datasebavigations

6.1. Navigations. The access log files of this experiments correspond to adbfl mil-
lions navigations that have been split into batches of 88QQiests each (in average). In
this section, we report some results on the first 15 batches they are very representa-
tive of the global results.

Figure 10 shows the behaviour of two filters on the first 15 lxetc Foreach batch,
the number of objects (navigation sequences) and cluftagiwén in Table 1. The first
filter (left part of Figure 10) shows the size of clusters sid by a topk filter. The
principle of this filter is to select only the firét clusters after sorting them by size. An
obvious disadvantage of this filter is to select either to@ier not enough clusters. Let
us consider, for instance, batch 13 in this figure. With- 50 the maximum outliers size
is 12, whereas witlk = 90 this size is 265 (which is the maximum size of a cluster in
this batch since it contains only 87 clusters). Anotherdirsatage is to arbitrary select or
ignore clusters with equal size. For instance, with {1, 1,2,2,3,5, 10} a series of sizes
andk = 3, the top# filter will select the3 first clusters having sized; 1 and2, but will
ignore the4!” cluster having size.

We also have implemented a filter basedbpa percentage of clusters, to select outliers.
The number of outliers selected by this filter with differsatues ofp (i.e. from 0.01 to
0.09) are given in Figure 10 (right). The principle is to consigeg [0..1], a percentage
given by the end-used, = mazVal — minVal the range of cluster sizes agd= (p x
d) + minVal. Then, the filter aims to select only clusters having sizeuch thats < y.
For instance, witts = {1, 3,10, 11, 15, 20, 55,100} a series of sizes and= 0.1 we have
d=100-1=99,y =1+ (0.1 x 99) = 10 and the set of outliers will be = {1, 3, 10}.

In our experiments, this filter is generally better than akdpter. Actually, we can notice
homogeneous results from Figure 10. For instance, withhidbove can see a number of
outliers ranging from 24 (1 %) to 70 (9 %).
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Batch 1 2 3 4 5 6 7 8

Number of Objects| 1391| 2076 | 2234 | 1635| 2174 | 1672 | 1955| 2009

Number of Clusters 154 | 92 118 | 98 128 | 116 | 119 | 111

Batch 9 10 11 12 13 14 15

Number of Objects| 2455| 2182 | 2857 | 2498 | 2294 | 2698 | 2090

Number of Clusters 119 | 108 | 82 94 87 106 | 122
TABLE 1. Batches, objects and clusters

140 140

1%

120 |—|-e-wop 4 120 A -=-WOD
- Top10 /\ \ 4%
100 9%

100 —&—Top80 / \

. NS e
) / \\ A A AN 2
40 A x

w it
N N I\ N &/\/“‘\/’\\ P

Outliers Size

Number of Outliers

12 3 4 5 6 7 8 9 10 11 12 13 14 15
Batch

1.2 3 4 5 6 7 8 9 10 11 12 13 14 15
Batch

FIGURE 11. Comparing V@D with top-k and% filters on datasatavigations

Figure 11 gives a comparison of & (applied to the same data) with tépand per-
centage filtering. The left graph reports the results whenparing WoD with a top-10
and a top-80 filter. Filter top-80 gives good results for agpnately 50% of the batches,
whereas filter-10 always gives very low values (size 1 or 2)fodunately, a value of 80
for this filter cannot be considered as a reference. Fornostan batch number 11, we
notice a cluster having size 127 is considered an outliee mhximum size of a cluster
in batch 11 is 172 and there are 82 clusters. This result s tlotiacceptable and shows
that top# is unable to adjust to changes in the distribution of clusiees. On the other
hand, thanks to its wavelet feature, 0ty is able to automatically adjust and will select 8
as a maximum size of an outlier.

On the right graph of Figure 11, we focus on three percentétgesfivith 1%, 4%, 9%
and we compare them to ®b. For instance, with batch 11, we know thato labels
clusters having size less than or equal to 8 as outliers. flitexing gives a total of 38
clusters (where filter 4 % gives 45 outliers). These clusepsesent a total of 184 objects
in a batch which contains 2294 objects. Our observationas\ttob and 4% would give
similar results. However, we discuss the advantages obWn the percentage filter in
subsection 6.3.

6.2. PHP parameters. For these experiments, the log files have been split intdbatof
10,000 php requests. We focus on 16 batches, since theypaeseatative of the global re-
sults and they illustrate the variation of distribution.eTfirst 8 batches have been selected
among PHP request occuring between 1 and 2 am, and the 8 fbawerbeen selected
among requests occuring between 3 and 4 pm. Figure 12 shewsettaviour of filters
top-k andp% on those 16 batches. First surface in Figure 12 (left) shbersize of clus-
ters selected by a topHilter. Let us consider, for instance, batch 13 in Figure 14thw
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k = 50 the maximum outliers size is 4, whereas witk= 90 this size is 67 (which is the
maximum size of a cluster in this batch, which contains odig®isters).

Regarding the percentage filter, the number of outlierssedidby this filter with differ-
ent values op (i.e. from 0.01 to 0.09) is given in figure 12 (right surface). Once again, we
can notice homogeneous results for this filter in Figure IR.ifstance, with batch 13 we
can see a number of outliers ranging from 44 (1 %) to 78 (9 %ichvborresponds to the
results of top40 to top-70.

FIGURE 12. size of outliers with a top-filter and number of outliers
with ap% filter on datasePHP

Figure 13 gives a comparison of &b (applied to the same data) with tépand per-
centage filtering. In the left part of Figure 13, we comparedwith a top-10 and a
top-70 filter. For the first 8 batches, top-10 andW/give the best result. Unfortunately,
for batches 9 to 16, top-10 returns too few outliers (haviraximum size 1). Therefore,
this filter cannot be used for the whole stream. The besktogsults for batches 9 to 16
are given by a top-70. Unfortunately, its results for baschdo 8 are bad (values are too
high, with outlier having size up to 28). Therefore, no vatdié in this filter can be con-
sidered as a reference. The end-user would have to modifyatbie ofk from one batch
to another. This result is thus not acceptable and showddhat is unable to adjust to
changes in the distribution of cluster sizes. On the othedhthanks to its wavelet fea-
ture, WoD is able to automatically adjust and will always select a@ctrmaximum size
to detect atypical events.

In the right part of Figure 13, we focus on two percentagerfilige. 1% and 5%)
and we compare them to &b. Our observation is that Wb and 1% would give similar
results. For instance, with batch 7, we know thab®abels clusters having size less than
or equal to 3 as outliers. That filtering gives a total of 9 ®us (where filter 1 % gives
8 outliers). We also can observe that most of the values diyefilter 1 % on the first 8
batches are low. Filter 5 % gives better values for the firsit8Hes (very similar to WD)
but it has bad results on the next 8 batches (up to 138 outlienés is due to the variation
of the distribution, as illustrated by Figure 9.

6.3. Discussion. These experiments illustrate the advantages oDvver the traditional
filters:

(1) WobD does not require any parameter tuning. It adjusts autoaitievhatever
the distribution shape and the number of clusters. In cetitthe end-user will
have to try several percentage values before finding the gotge {(.e. between
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FIGURE 13. Comparison with gD for top-k andp%

3% and 9% the percentage filter gives good outliers for thelfatches). Further-
more, the outlier detection provided by will not degrade with a variation of
distribution shape over time. In our case, the distribut®asually exponential.
Let us consider a change of usage, or a change of clusteritigpptheesulting in
a variation of the distribution shape. That new shape coeldbgarithmic, for
instance, such as the distribution illustrated in Figurélgen, the percentage filter
would have to be manually modified to fit that new distributisrhereas V@D
would keep giving the good set of outliers without manuétiisgs.

(2) Wob gives a natural separation between small and big valuesi@iog to theo-
rem 1). Let us consider our previous illustration of a disttions = {1, 3, 10,
11, 15, 20, 55, 100}. We know that on this distribution a 10% filter would give the
following set of outliers .0 = {1, 3,10}. However, why not including 11 into?
Actually, 10 and 11 are very close values. On the other haitd,WobD we have
o = {1, 3}, which is obviously a natural and realistic result.

7. CONCLUSION

In this paper we have presentedd®, an outlier detection method that does not require
any manual tuning. Our principle is first based on a distibbubf clusters according
to some characteristics such as their size, tightnessjtgensany other characteristic.
Thanks to its wavelet feature, &0 is able to cut down this distribution into two sets,
corresponding to clusters and outliers. The advantagesaaf e i) automatic adjustment
to distribution shape variations and ii) relevant and aatidetection of outliers with very
natural results. Our experiments, performed on real daftafjiron this separation feature
of WoD compared to well-known outlier detection principles sushhe topk outliers or
the percentage filter.
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