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Abstract

We present a new approach for 3D model indexing and
retrieval using 2D/3D shape descriptors based on silhou-
ettes or depth-buffer images. To take into account the dis-
persion of information in the views, we associate to each
view a relevance index which will be afterward used in the
dissimilarity computation. The performance of this new ap-
proach is evaluated on the Princeton 3D Shape Benchmark
database.

1 Introduction
The problem of developing robust and efficient tools for

searching a shape in a database of 3D models has become a
real challenge, considering the number of 3D models avail-
able on the Internet. We have chosen to study here 2D/3D
retrieval methods based on the computation of the 2D views
of the 3D models. When examining the different views as-
sociated to a 3D object, one can see that some of them are
more relevant than other ones. In the following, we pro-
pose to take into account the relevance associated to the 2D
views in the shape matching algorithm. We introduce sev-
eral relevance index models to measure the amount of sig-
nificant information associated to a 2D view and show their
efficiency on two 2D/3D retrieval approaches based respec-
tively on silhouettes and on depth-buffer images. In sec-
tion 2 we present an overview of previous work on 3D sim-
ilarity and shape retrieval, focusing on 2D/3D approaches.
Our method and its evaluation on the Princeton 3D Shape
Benchmark Database are presented respectively in section 3
and 4. Finally, we conclude the paper and present ideas for
future work in section 5.

2 Previous work
Existing shape benchmarks [16, 8, 20, 3] propose

databases of polyhedral models. We will here focus on
2D/3D approaches and let the reader consult [19, 18, 26, 2]
for a more complete overview of 3D retrieval methods.

2.1 2D/3D approaches

The main idea consists in associating to the 3D model a
set of projections from multiple viewpoints. The 3D shape
is indirectly represented by various 2D-shape descriptors so
that the 3D-shape matching is transformed into similarity
measuring between 2D-shapes. This principle is common
to all 2D/3D approaches. The difference between these ap-
proaches lies in the choice of: the pose normalization, the
box of projection, the size of the images, the nature of the
2D-shape descriptors and the size of the signatures.

Silhouettes [5, 12, 3, 13, 1] and depth-buffer images
[7, 14, 21] are the most widespread projections. A silhou-
ette indicates the region of a 2D-image which contains the
projection of the visible points of the 3D object. Although
the silhouette images are easy to store and very useful in
some cases, they contain only little information about the
3D shape. Then, to collect more topological and structural
properties of the 3D model, it proves to be interesting to use
depth-buffer images.

In [3], the authors present a representation of 3D model
by ten silhouettes rendered from a set of views covering the
extended sphere. Next, each silhouette is encoded by its
Zernike moments and Fourier descriptors. The dissimilarity
of two 3D models is defined as the minimum of the sum of
the distances between features extracted over all rotations
and all pairs of vertices on the corresponding dodecahe-
drons. Filali Ansary et al. [1] propose an approach based on
characteristic views selection and introduce a novel prob-
abilistic Bayesian approach for 3D model retrieval from
these views. In [12], Mahmoudi and Daoudi consider 7 sil-
houettes to represent 3D model. To describe these silhou-
ettes, they use curvature scale space (CSS) 2D descriptors
which provide compact and highly discriminating represen-
tations. In [5], each object is associated to 72 views which
are structured in a shock graph. The shape retrieval process
is based on a shock graph matching algorithm. Min [13]
proposes a model adapted to a 2D user sketch query inter-
face.



Ohbuchi et al. [14] employ a set of 42 depth-buffer
images to represent each 3D model. To ensure that their
method is invariant under rotation, they introduce a new al-
gorithm for measuring similarity between two 3D models.
In [21], a global optimization algorithm is employed to es-
timate the best relative pose.

2.2 Contributions of the views in the 3D-
shape description

By examining the 2D images associated to a 3D model,
we notice that some views are more relevant than the oth-
ers in the 3D-shape description. For example, if one looks
at the 2D-shapes of Figure 2, he will quickly recognize a
human on the frontal view, a little less on the profile view.
The upward view taken in an isolated way will not be more
significant. Thus if we measure the similarity between two
models by visual comparison, we have to take it into con-
sideration. In the following, we present a process which
estimates differently the contribution of each image in the
3D-shape description according to its relevance.

3 Similarity search of 3D models

To respect the diversity of information among various
views, we will associate to each silhouette or depth-buffer
image a relevance value which will be used in the estima-
tion of the degree of similarity between two 3D objects.
This approach can be applied to any type of 2D/3D descrip-
tors. Here, we consider two 2D/3D shape descriptors based
on the Fourier transform of rendered silhouettes and depth-
buffer images of the 3D models, presented in [7]. These
descriptors require pose normalization to provide invariance
under similarity transformations. Thus, there are four major
steps for measuring the similarity between 3D models:

1. Normalize pose of 3D model. The Principal Compo-
nent Analysis (PCA) generates an alignment of a 3D-
mesh model into a canonical coordinate system frame
by translating, rotating, reflecting, and scaling the set
of vertices. We have retained the ”Continuous” PCA
[24, 25] because it appears to be more complete and
the most stable of all the approaches we have studied.

2. Extract feature vectors (2D/3D descriptors).

3. Determine relevance indices of projection images.

4. Compute the dissimilarity between 3D models.

3.1 2D/3D Descriptors

Two 2D/3D shape descriptors of [7] have been retained
in our 3D model retrieval process. They both need a CPA
normalization process.

The first one uses silhouettes. Each 3D model is pro-
jected perpendicularly on the planes of his own canoni-
cal bounding cube, in order to generate three silhouette
images. Each silhouettesi = {si(a, b); si(a, b)∈ {0, 1},
a = 0, ..., N −1, b = 0, ..., N −1}, i ∈ {1, 2, 3}, is defined
as an outer contour approximated byK equally-spaced se-
quential pointsci = {ci(t); t = 0, ..., K}, i ∈ {1, 2, 3}. The
ci are selected, computing the intersection of the contour
with a set of rays emanating from the image centerO and
having a uniform angular distribution. They form the in-
put to the one-dimensional discrete Fourier transform (1D-
DFT). The shape feature vector of a 3D model is formed by
the low frequency part coefficients of the Fourier spectrums,
F

i, of the three contour images.

The second 2D/3D shape descriptor is based on depth-
buffer images. Six depth-buffer images are associated to
the faces of the extended bounding box. The6 NxN pixels
imagesvi = {vi(a, b); vi(a, b) ∈ [0, 1], a = 0, ..., N − 1,
b = 0, ..., N − 1}, i ∈ {1, ..., 6}, with N = 2l, are trans-
formed using the two-dimensional discrete Fourier trans-
form (2D-DFT) to represent the feature in the spectral do-
main. Finally, each depth-buffer imagevi , i ∈ {1, ..., 6},
is represented by the absolute values ofk low-frequency
Fourier coefficients,Fi, and constitute the feature vector of
dimension6k.

3.2 Relevance index models

The relevance index indicates the density of information
contained in the 2D image and is calculated for each view
characterizing the 3D model. Since the optimal way of mea-
suring the relevant information about 2D-shape is not pre-
scribed, we can consider a variety of different methods to
define relevance index. It depends on the nature of informa-
tion extracted from the 2D-shape such as area, contour, cur-
vature, depth, structure, connectivity, compactness... In this
section, for only one information type, we define one rel-
evance index. However, to capture another relevance over
different aspects and characteristics of a 2D-shape, we can
combine different relevance indices described in what fol-
lows. To compute the relevance indices, we can use several
statistical measures such as average or variance.

3.2.1 Silhouette relevance indices

We propose two methods to compute the relevance indices
of silhouette images:
The first is classic: we compute the number of non-null pix-
els on the image, i.e., the area of the projected surface of the
3D model on the corresponding face of the bounding box.

Ra = card{sab|sab = 1, 0 ≤ a, b ≤ N − 1}, (1)

wheresab is the pixel value of the image at position(a, b).
We can also retain this relevance value for depth-buffer im-



ages, keeping only depth pixels with positive values.

Figure 1. Limitation of the relevance interpre-
tation (using Ra).

Using the area of the projected surface, the results will give
the smallest relevance values for the images of the second
row of Figure 1, but it is obvious that the corresponding
views are more relevant than on the first row. Then theRa

is not suitable for measuring the relevance index in some
cases. To moderate the influence of the area, we can take
the square root of the relevance defined in Equation (1) as
relevance index,Rsa =

√
Ra (see the values ofRsa for the

human biped model in Figure 2).

46.81 31.40 21.79
Figure 2. Three silhouettes images of Human-
biped model and their Rsa (%) relevance val-
ues.

The second relevance index model introduces the outer con-
tour of the silhouette in order to keep more 2D shape infor-
mation. Hence, the contour length is not suitable to repre-
sent the relevance index, because it is sensible to local per-
turbation of the surface. In general, similar shapes can have
different contour lengths (see the examples in Figure 3).
Therefore, to define a more robust relevance index which
depends on the outer contour, we choose the average cord
of a 2D mesh, i.e. the average of the lengths of all possible
cords connecting two contour points.

Rc =

N−1
∑

a=0

N−1
∑

b=0

N−1
∑

p=0

N−1
∑

q=0

δcab.cpq

L(L − 1)

√

|a − p|2 + |b − q|2

(2)
δx.y = 1 if x = y = 1 andδx.y = 0 otherwise.

wherecab is the pixel value at position(a, b) and L is the
contour length. The pixels wherecab = 1 define the outer
contour of silhouette.
To overcome the limitation presented in Figure 3, we can
also define the relevance index using a set of particular
points detected from the 2D-shape. The considered points

can be the higher-curvature points or a subset of interest
points as in [11]. However, this information type can well
represent the relevance for some particular cases but can be
much less efficient for many 3D models due to the unstable
behavior of these key points.

Figure 3. Similar 2D shapes with different
contour lengths.

3.2.2 Depth-buffer relevance indices

We propose two methods to compute the relevance indices
of depth-buffer images:
The first one introduces the depth. We take the sum of all
values of the non-null pixels on the depth-buffer image (we
compute the volume enclosed between the visible parts of
the 3D object and the opposite plane of the bounding box).

Rd =

N−1
∑

a=0

N−1
∑

b=0

vab, (3)

wherevab is the pixel value of the depth-buffer image at
position(a, b).

8.99 8.34 27.61 26.60 14.23 14.23

Figure 4. Rg (%) relevance values for the
depth-buffer images of the human-biped
model.

The last relevance is more global. It is the sum of the dis-
tances between the center of mass of the 3D model and all
visible points of the 3D model:

Rg =
1

2w

N−1
∑

a=0

N−1
∑

b=0

dab, (4)

dab =
√

|a − N/2|2 + |b − N/2|2 + 2w|vab − 1/2|2,
where2w is the length of the sides of the extended enclosing
bounding box. The values ofRg for the human-biped model
are given in Figure 4.



3.2.3 Normalized relevance indices

Let Ri be the relevance indices associated respectively to
the views1 ≤ i ≤ Nv. We use the normalized relevance
indicesR̄i:

R̄i = Ri/

Nv
∑

i=1

Ri. (5)

In fact, the proposed relevance indices depend on the nature
of retained information from the 2D-shape. Consequently,
for one database, an appropriate selection of the relevance,
depending on the present models, could yield a better diver-
sity of information among various views.

3.3 Matching two 3D models

To compare two 3D modelsO1 andO2, we generate the
feature vectorsFi

1
andF

i
2
, 1 ≤ i ≤ Nv of the silhouettes

or depth-buffer images. Then, we compute the relevance
indices of the images associated to each object,R̄i

1
andR̄i

2
,

1 ≤ i ≤ Nv, whereNv is the number of views. Finally, the
dissimilarity between a pair of 3D modelsO1 andO2 is:

∆(O1, O2) =

Nv
∑

i=1

d(R̄i
1
F

i
1
, R̄i

2
F

i
2
). (6)

We takeNv = 3 (resp. Nv = 6) for the silhouette (resp.
depth-buffer) based approaches.

4 Experimental results
For our tests, we use the Princeton 3D Shape Bench-

mark database (see [18] for a detailed description of the
database). The experimental results presented here were
obtained with the following parameters: 256x256 size for
the projection images; 100 (resp. 78) low-frequency Fourier
coefficients for one silhouette (resp. depth-buffer) image; l1
distance for shape similarity computation. In what follows,
SA and DBA will denote the methods without relevance in-
dex, ESA and EDBA will denote our enhanced approach
based on silhouettes and depth buffer.

To study the ability of each method to discriminate be-
tween classes of models, we performed a more general
search experiment over the entire database. In this case, for
each approach, all similarities between two models from the
database are calculated. Each object in the database is se-
lected as query object and the models are retrieved accord-
ing to the rank of computed similarities.

In order to choose the best relevance index for the Prince-
ton 3D Shape Benchmark database, we tested all proposed
relevance indices with the studied approaches (cf. table 1).
According to our experiment,Rsa the square root of the
relevance defined in Equation (1) for silhouettes andRg de-
fined in Equation (4) for depth-buffer images were slightly

better than the others. In the rest of the paper, we present
the results of enhanced approaches with them.

Method NN FT ST
ESARa 52.59 29.15 39.40
ESARsa 55.46 29.64 40.02
ESARc 54.69 29.59 39.23

EDBA Ra 60.12 34.18 43.87
EDBA Rd 61.78 34.69 43.85
EDBA Rg 60.53 34.40 44.37

Table 1. Comparing the enhanced 2D/3D ap-
proaches with different relevance indices us-
ing the NN, FT and ST global averages (%).

To compare objectively the retrieval effectiveness of the
proposed approaches, we computed Precision-Recall dia-
grams (the query is not counted in the answer as in [23])
and four quantitative measures for evaluating query results
(see [18] for a description of this measures):(1) The Nearest
neighbor (NN),(2) The First-tier (FT),(3) the Second-tier
(ST), (4) The Discounted Cumulative Gain (DCG).
The NN, FT, ST and DCG measures and Precision-Recall
diagrams of Figure 5 show that the approaches based on rel-
evance index outperformed the classic approaches. More-
over, if we compare these measures with the results listed
in table 4 of [18], the DBA is in third position, after the Ra-
dialized Spherical Extent Function (REXT) descriptor [22]
while the EDBA is in second position, between the Light
Field Descriptor (LFD) [17] and the REXT descriptor.

To illustrate how relevance indices improve the 2D/3D
approaches, we present four queries of the desk chair class
in Figure 6. In fact, our retrieval system returns a com-
plete list of models ranked by similarity to the query model.
Only the nine top matches from it are retained in Figure
6. The query model is at the top of Figure 6 and the re-
trieved models are presented in decreasing similarity order
from left to right and top to down. Each returned model is
represented by its most significant depth-buffer image. The
EDBA retrieves seven relevant models, one more than the
DBA results and the ESA gives the same number of desk
chair than the SA. Note that the nine first models returned
by the EDBA and the ESA methods are chairs, contrarily
to the SA and the ESA methods which also return cars and
plants. For all queries illustrated, we notice that the first
models retrieved by our methods are visually very similar
to the query in term of global shape. These results show the
contribution of the relevance index in the studied 2D/3D
approaches. Moreover, it emerges from queries that our
approaches are more effective than the approaches without
relevance index to retrieve the 3D models belonging to the
query classes, and return the objects that we would intu-
itively consider as similar.



Figure 5. Average Precision-recall curves for the desk chair class and the global database using the
two proposed approaches and the two initial approaches without relevance index. The mean NN, FT,
ST and DCG values are given in the legends.

SA ESA DBA EDBA

Figure 6. Top 9 matched objects with ESA, ESA, DBA and EDBA methods. The similarities between
the query model and the retrieved models are given below corresponding images. X and x indicate
that the retrieved models belong or don’t belong to the query’s class, respectively.

5 Conclusion

In this paper, we have presented a technique to enhance
2D/3D approaches for 3D-shape retrieval. We have associ-
ated a relevance index to each 2D image to provide a more
accurate description of the 3D models and used them in the
dissimilarity measurement process. Several relevance index
models have been proposed for silhouette and depth-buffer
based descriptors. Their efficiency has been compared with
the silhouette and depth-buffer approaches of [23] on the
Princeton 3D Shape Benchmark Database. Our NN, FT, ST
and DCG global average scores produce better results for
both silhouette and depth-buffer based methods and thus our
method improves 2D/3D approaches for 3D-shape retrieval
without increasing their overall computational cost.

It has been shown by Shilane et al. [18] that the Light-
field Descriptor [3] was the most efficient 3D retrieval
method. Then it would be interesting to measure the ef-
fect of introducing relevance indices in their approach.

In fact, the relevance index models presented here are
empirical: their value should represent the “density” of in-
formation contained in the image and should express how
much the image characterizes the 3D-shape w.r.t. the other
images associated to the 3D model. Other features such
as the 2D-shape curvatures should be considered to design
new relevance index models for silhouette and depth-buffer
based approaches. Improvement in the design of relevance
index models could be done also by studying human visual
object-recognition system as it has been done in [4, 6, 9] for



3D model recognition purpose. A relevance index model
based on saliency could be deduced from [10] for depth
buffer images. Nevertheless, it seems difficult to find the
perfect relevance index model: the paper of Polonsky et al.
[15] which compares various methods computing the best
viewpoint to visualize a 3D object indicates that any of them
is good for a number of examples and fails for others. Al-
though our purpose here is slightly different, we think that
we should obtain similar results for relevance index models.
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