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Simon Strucka, Matthias Güdemannb, Frank Ortmeiera

aAG Computer Systems in Engineering, Otto-von-Guericke University Magdeburg,

Germany
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Abstract

The development of safety critical systems often requires design decisions which
influence not only dependability, but also other properties which are often even
antagonistic to dependability, e.g., cost. Finding good compromises considering
different goals while at the same time guaranteeing sufficiently high safety of a
system is a very difficult task.

We propose an integrated approach for modeling, analysis and optimization
of safety critical systems. It is fully automated with an implementation based on
the Eclipse platform. The approach is tool-independent, different analysis tools
can be used and there exists an API for the integration of different optimiza-
tion and estimation algorithms. For safety critical systems, a very important
criterion is the hazard occurrence probability, whose computation can be quite
costly. Therefore we also provide means to speed up optimization by devising
different combinations of stochastic estimators and illustrate how they can be
integrated into the approach.

We illustrate the approach on relevant case-studies and provide experimental
details to validate its effectiveness and applicability.

Keywords: safety analysis, formal methods, multi-objective opti-

mization, safety optimization

1. Introduction

In many domains, software has become a major innovation factor. Very often
different systems use the same standard hardware, their difference is mainly due
to different software implementations and features. Nowadays this trend not
only holds for general computers, laptops and tablets, but also for embedded
systems and cyber-physical systems.

Such systems are more and more used for safety critical applications in do-
mains like avionics and automotive. Good examples are the various “X-by-wire”
systems which increasingly replace traditional mechanical connections. For ob-
vious reasons, one must ensure the dependability and reliability of such systems
before they can be put in use.
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Unfortunately the increasing complexity resulting from ever more function-
ality realized in software renders safety analysis more difficult. In contrast to
mechanical systems, the effects of failures in software are not continuous. For
physical devices, most often a small failure will have rather small effect; in con-
trast to that, even a small software error can have completely unpredictable
effects. In addition, it is not sufficient to verify software in isolation of its envi-
ronment, as it is done in classical software verification. In any case, the effect
of possible hardware errors must be taken into account, as well as the physical
environment where the system will be used. Finally, even if an accurate anal-
ysis and evaluation of an embedded system for a safety critical application is
possible, it is not obvious if this is the best possible system variant with specific
properties. In general, different and often even antagonistic objectives must be
considered for the final system configuration.

A lot of work has been done to tackle the problem of qualitative safety anal-
ysis for complex embedded systems where component failures must be taken
into account, e.g., see [39, 7, 6, 34, 12, 41]. These approaches allow for analysis
of combinations of component failures which may cause a potentially dangerous
system malfunction, called a hazard. For certification of a safety critical system,
it is important to conduct a quantitative safety analysis computing the hazard
occurrence probability. This is often achieved using rather approximations based
on qualitative analysis results and requires assumptions of stochastic indepen-
dence. Newer approaches like [2, 5, 17] compute hazard probabilities directly,
with a much higher degree of accuracy, but also with higher computational cost.
There also exist some first approaches to optimize systems like [29, 37] which try
to find a system variant which is optimized, in order to improve its reliability.

The approach presented in this article consists of the following: we propose
to use the safety analysis and modeling language (SAML) [16] to model safety
critical systems, allowing for qualitative and quantitative safety analysis on the
same model, i.e., without the need to construct different models for each of the
different analyses. We extend SAML to support the specification of a set of
possible systems and of different objective functions for optimization. Modern
multi-objective optimization algorithms, including means to reduce computa-
tion time, are used to find the best possible system variants. All analyses are
conducted fully automatic using different state-of-the art model checking tools.
The approach is tool-independent, it uses model transformations to convert
SAML models into the input specification language of analysis tools which al-
lows for easy integration of new analysis tools. All this is integrated into an
extensible framework based on the Eclipse platform. The work presented here
is an extension of our first, rather ad-hoc approach to safety optimization, pre-
sented in [18]. We now have developed an explicit notion of variability modeling
and provide an interface for arbitrary objective functions and for arbitrary esti-
mation methods. We also present the results of our experiments using different
approaches to exploit estimation techniques to make the optimization process
more efficient.

2



2. Modeling

Our approach is based on creating a model of the system with its intended
functional behavior, the behavior of its surrounding physical environment and
the occurrence pattern and effect of failure modes.

We use a rather low level modeling language to express our models. The
safety analysis and modeling language (SAML) [16] is derived from the PRISM
modeling language [31] and describes Markov decision processes (MDP) [9]. This
formal model allows the combination of software modeling, where failure modes
are often non-deterministic and physical component modeling, where failure
modes are often probabilistic. It is also possible to combine per-time and per-
demand failure mode modeling with high accuracy [17]. Model transformations
allow the analysis with different verification tools, dependent on the desired
properties.

We chose SAML, as it is very close to the underlying formal model and
therefore does not introduce much overhead into the state space. Nevertheless,
it is possible to transform higher-level models to SAML for analysis. For an
outline of that approach see [19] and some discussion of such possibilities in
Section 6. The following description of SAML is adapted from [15].

2.1. MDP/SAML

The most important aspect in the development of SAML was the possibil-
ity to model the control software, the physical environment and possible fail-
ure modes. These are all relevant for embedded systems in a safety critical
domain. A SAML model is then analyzed using state-of-the-art verification
engines, using proven correct model-transformation. In most cases, a SAML
model consists of a model of the nominal behavior, an accurate model of the
behavior of its physical environment and probabilistic failure mode modeling.
Non-deterministic behavior facilitates specification of software failure modes and
environment modeling, where probabilities are not known or cannot be given.
Probabilistic behavior often reflects well physical environment modeling with
known probabilities and failure modes of physical components.

Syntactically, SAML models describe sets of finite state automata with non-
deterministic and probabilistic transitions. These are executed in a synchronous
parallel fashion with discrete time-steps. SAML has been designed to be tool-
independent and as simple as possible, while being expressible enough for con-
venient modeling of larger case-studies. It has been implemented using the
ANTlr framework with an Eclipse-based specification front-end. Automatic
model transformations for well-known model checkers (NuSMV, PRISM) also
exist. For space restrictions, we do not present the complete formal syntax and
semantics here. The complete definitions can be found here [16].

The grammar rules for the syntax of the most important part of SAML is
shown in Figure 1 in Extended Backus Naur Form (EBNF) notation 1. The

1Lexer rules are written uppercase, parser rules in lowercase. Bold font indicates keywords

3



actual implementation is done using the ANTlr parser generator [38]. The
syntax is derived from the input language of the PRISM model checker [26, 31].
The main differences to the PRISM language are the absence of synchronization
labels and the explicit modeling of non-deterministic choices with the choice

keyword. These changes were done to facilitate the correct constructions for
formal safety analysis. It forces the user to adhere to the modeling guideline
which results in SAML models for which the presented safety analysis is sound.
In contrast, PRISM uses implicit non-determinism modeling, i.e., overlapping
activation conditions. In the case of only a partial overlap, the probability
distributions must be normalized which potentially changes the intention of the
user. Therefore we chose to make non-determinism modeling explicit and treat
overlapping activation conditions as modeling error.

saml-model : (constant | formula)∗ module+ ;

constant : constant TYPE IDENT (:= value)? ;
formula : formula IDENT := condition ;

condition : ( condition )
| ! condition

| condition & condition
| condition | condition
| term ;

term : IDENT (= |< |> |>= |<=) state expr
| IDENT | true | false;

module : module IDENT declaration+ update+ endmodule;
declaration : IDENT : [ INT .. INT ] init INT ;

update : condition -> non-det assigns

| prob assigns ;

non-det assigns : non-det assign

(+ non-det assign)∗ ;

non-det assign : choice ( prob assigns ) ;
prob assigns : prob assign (+ prob assign)∗ ;

prob assign : probability : nextstate assign

(& nextstate assign)∗ ;

probability : IDENT | DOUBLE | arith expr;

nextstate assign : ( IDENT’ = state expr ) ;

state expr : IDENT | INT | ( state expr )
| state expr (+ | - | / | *) state expr ;

arith expr : INT | DOUBLE | IDENT | ( arith expr )
| arith expr (+ | - | / | *) arith expr

Figure 1: Basic SAML syntax

Figure 2 shows an example SAML model, consisting of two modules, A and
B. Module A contains the state variable V_A with a value range from 0 to 2 and

or literal symbols without explicit lexer rules.
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an initial value of 0. Module B contains 2 state variables, both with a value range
from 0 to 1 and an initial value of 0. In module A, there are 5 updates rules which
assign new values to the state variables for the next time-step. Module B has
only 1 update rule, but with two non-deterministic choices. For both modules,
every choice contains probabilistic transitions with parallel assignments for all
state variables contained in the respective module.

constant double P A := 0.1;

constant double P B1 := 0.2;
constant double P B2 := 0.3;

constant double P B3 := 0.5;
formula CASE 3:=V A=0& !(V B1=0&V B2=0|V B1=1&V B2=1);

module A

V A:[0..2] init 0;
V A=0&V B1=0&V B2=0 ->
choice (P A:(V A’=0)+(1-P A):(V A’=1));

V A=0&V B1=1&V B2=1 -> choice (1:(V A’=2));
CASE 3 -> choice (1:(V A’=1));
V A=1 -> choice (1:(V A’=1));
V A=2 -> choice (1:(V A’=2));

endmodule

module B

V B1:[0..1] init 0;
V B2:[0..1] init 0;

true -> choice (P B1:(V B1’=0)&(V B2’=0) +
P B2:(V B1’=1)&(V B2’=0) +

P B3:(V B1’=1)&(V B2’=1)) +
choice (1:(V B1’=1)&(V VB2’=1));

endmodule

Figure 2: Example SAML model

The informal semantics of the above example is as follows: both modules are
executed synchronously parallel, i.e., at each time-step all variables from both
modules get a new value assigned, which is specified by the updates rules. Every
update rule has a Boolean activation condition. When this condition holds, the
update rule is active and specifies the next values for all state variables of the
module. At every time-step exactly one activation condition holds, i.e., there
is no termination state and there are never two active updates (this can be
checked automatically). Every update specifies a non-deterministic choice of
discrete probability distributions, as indicated by the choice keyword. Each
probability distribution specifies a parallel assignment of new values to the state
variables and its probability.

Initially the state variable V_A has the value 0, V_B1 the value 0 and V_B2 the
value 0, therefore the activation condition of the first update of A holds. It con-
sists of a single non-deterministic choice, for which the probabilistic distribution
assigns the value 0 to V_A with probability pA and the value 1 with probability
1 − pA. For the module B there is only one update with activation condition
true which is therefore active at each time-step. The non-deterministic choice
is between two probability distributions. Each probability distribution is a par-
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allel assignment of new values to the two state variables of B. The first assigns
the values (0, 0) to (V_B1,V_B2) with probability pB1, (1, 0) with probability
pB2 and (1, 1) with probability pB3. The second assigns (1, 1) with probability
1, i.e., deterministically.

The formal semantics of SAML is a labeled Markov decision process (MDP)
which results from computing the product automaton of the parallel SAML.
This parallel composition, derived from [31], constructs a single SAML module
with all state variables and combined update rules from the original model, for
details see [16]. More details on the semantics of the underlying MDP can be
found for example in [9].

2.2. Failure Mode Modeling

In general, SAML offers the means to specify a Markov decision process
in the form of synchronous parallel finite state machine. For our quantitative
safety analysis approach we use an explicit model of the occurrence of failure
modes. Our modeling allows a combined use of per-demand and per-time failure
modes. The occurrence of a per-demand failure mode is triggered by an event
and the failure can only occur at that moment, e.g., a braking of a handle. Such
failures are specified via a failure occurrence probability.

An example for a persistent, i.e., non-repairable, per-demand failure mode
is the following:

pd persistent failure module pdpfm1

demand demand := action;

failure probability := p f;

endpd persistent failure module

Here demand is a the name of the Boolean formula action. It models the
intent to activate the safety critical component. This fails with probability p f

and succeeds with probability 1 − p f . If the failure mode occurs, the state of
the failure modules changes to signal this occurrence.

In contrast to this, a per-time failure mode does not have a specific trigger,
but may occur at any time, i.e., a sensor reading failure. Such a failure is
always specified in relation to a time interval. For this we use the notion of a
global temporal resolution ∆t in SAML models, defining the amount of time
that passes at each time-step. An example for a per-time failure mode is the
following:

pt persistent failure module ptpfm1

failure rate test pt pers := 0.06 per min;

endpt persistent failure module

This models the occurrence of a transient failure mode with a failure rate
of 0.06 1

min
.The usage of an explicit notion of the temporal resolution allows for
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a good approximation of continuous time behavior, in particular for the per-
time failure modes [17]. For more detail on failure mode occurrence and effects
modeling see [32]. The specific goals of using this explicit notion of the failure
mode modeling are the following:

• Adequacy of the model: It reduces many possible causes for speci-
fication errors. In particular, computations of adapted failure rates for
different temporal resolutions is not necessary. The temporal resolution
has a great impact on the accuracy, but also on the required analysis time
of the model [33]. Varying the temporal resolution can be useful to have a
quick first approximation, i.e., for a certain system variant (see Section 3
for more discussion on that). It facilitates the understanding of the mod-
eling choices of specific failure modes, helping to judge the adequacy of
the model.

• Flexibility: During verification, models often have to be “trimmed” man-
ually to become analyzable. One common way to do this is by coarser
abstractions. Changing the temporal resolution of a SAML model pro-
vides an easy way to achieve this, as there is only a single point requiring
change2. This makes the models flexible, as different resolutions of the
model are comparable without much effort. However, note that currently
probabilistic models of the environment situation (e.g., how often are cer-
tain requests given to the system) might require manual changes (further
support in this area is planned in the future).

• Functional Correctness: With this modeling, there is an explicit notion
of failure mode behavior in the specification. This allows for (i) full au-
tomatisation of some model-based safety analysis methods (by automatic
generation of the failure mode dependent proof obligations), (ii) auto-
matic verification of a conservative failure mode integration by analyzing
the model on a syntactic layer and (iii) generation of a system model
without failure behavior (i.e., removing transitions or states addressing
the direct effects of failure modes) from the model. The last option will
typically make the model smaller and thus possibly analyzable with other
tools (although verification is then limited to functional correctness).

2.3. Variability Modeling

In this paper we extend the existing analysis of a single SAML model to the
search for best compromises wrt. different, antagonistic goals. This requires
the extension of the model description from a single one to a parametric system
model which represents a whole set of different variants.

We propose a well formed extension to SAML that allows for the specification
of families of models. Such a family consists of a set of different concrete system

2Other than temporal abstractions will in general also require changes in functional parts
of the model. These must of course still be done manually.
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implementations. Alternative systems are expressed by means of parametric
constants and alternative modules, i.e., a family is implicitly expressed as an
under-specified system where certain details are variable. A specific element
of such a family is then instantiated by the specification of concrete values for
all parametric constants and a concrete selection of alternative modules. The
system family is not fully generated, the proposed optimization (see Section 3)
tries to find the optimal set of parameters by informed sampling.

On the syntactical side we introduced the new keyword param as an exten-
sion to the SAML language as described in [16]. It can be used in the context
of constants and modules where it has the following meaning:

param constant Constants are named labels for fixed numbers in a model.
Certain models may differ in the values of one or more constants. A
param constant enables the specification of constants as a closed interval
of numbers instead of a single specific value. Param constants may be,
similar to constants, of integer and floating point types.

param module Different variants of a system may feature different specifi-
cations of certain components. We reflect these variants by specifying
interchangeable modules.

We named the new variant of SAML with the param keyword optimizable
safety analysis modeling language (OSAML). The additions to the SAML gram-
mar are listed in Figure 3.

rule : (metaconstant | formula)* metamodule+ EOF

metaconstant: constant | paramconst

metamodule: module | parammodule

paramconst: param constant vartype BEZ : [ VALUE .. VALUE ];

parammodule: param module BEZ module+ endparam

Figure 3: The OSAML grammar contains only a few additional and/or different rules than
the SAML grammar.

The semantics of an OSAML model is informally defined as the family of
SAML models which can be constructed from the parameter space. Every mem-
ber of this family is a complete and valid SAML model. Thus, the variability
is explicitly expressed by the model creator (i.e. the engineer). Such a model
family may consist of good and bad candidates wrt. different objectives. As the
optimization focuses on the identification of good candidates, only members of
the family can be analyzed and it is not possible to analyze a whole family at
once. We call the selection of a specific member out of a OSAML model the
instantiation of the model.

The instantiation of a OSAML model consists of two steps. Firstly, a single
value must be assigned to each parametric constant which is feasible wrt. the
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param specification. This constant remains as a simple constant in the gener-
ated SAML model. Secondly, a single feasible module must be chosen for each
parametric module. This module remains as a normal module in the generated
SAML model. The instance is then a SAML model without variability and it
can be analyzed with the existing techniques, i.e., model transformations and
model checking.

2.4. Objective functions

We perform the optimization of probabilistic models along multiple, possible
antagonistic, goals. These goals (also called objective functions) assign a quan-
titative value to every model variant. This allows for the comparison of two or
more variants with each other. Our framework supports two different types of
objectives out of the box. First of all, and most important, objectives can be
given as a PCTL probabilistic temporal logic [20] formula. Secondly, a generic
Java interface enables expression of arbitrary objectives.

In this section we first provide an informal introduction to PCTL and then
introduce the Java implementation of generic objectives, i.e., any function which
maps the model parameters to a scalar value and implements the specified in-
terface.

2.4.1. Quantitative Model Checking Based Objectives

The PCTL formalism is a probabilistic extension for the computation tree
logic (CTL). CTL [8] is a branching time temporal logic, it provides the modal
operatorsA (on all future paths) and E (there exists a path) which state whether
the property holds on one or all possible future paths. The modal operators
are combined with one of the four temporal operators: X (in the next step),
F (eventually), G (globally) and U (until). The combination of modal and
temporal properties allows the expression of qualitative model properties such
as: If there exists a path on which a given propositional expression φ is always
true (EGφ) or if a given φ will eventually hold on all future execution paths
(AFφ).

For safety analysis, the reachability of hazardous states is of particular in-
terest; such an analysis is also performed for the case study in Section 5.1. We
express the possibility to reach a state for which a propositional formula φ holds
which describes the hazard as E[true U φ]. Informally this means that there
exists a path for which true holds until φ becomes true, i.e., it is possible to
reach one of the hazardous system states.

CTL formulas allow only a qualitative analysis of a model. In addition to
that, PCTL formulas exploit probabilistic information of a model. Besides the
question if a certain formula is satisfiable, PCTL allows the expression of restric-
tions on probabilities. In simple terms, PCTL replaces the modal quantifiers
with a probabilistic quantifier P∼p where ∼∈ {<,>,≤,≥}. It computes whether
for the probability p′ (i.e., that the specified property is true on a randomly se-
lected path) the condition p′ ∼ p holds. A useful extension of PCTL allows to
compute directly the probabilities of a given temporal property.

9



For models expressed as Markov decision processes (MDP) [9], it is impossi-
ble to compute exact probabilities of PCTL formulas. Instead the probabilistic
quantifier Pmin and Pmax are used, stating the minimal/maximal property that
the subsequent temporal formula [3] holds, which is often interpreted as the
best and worst case outcome. This is due to the nature of MDPs, for which
transitions can be both non-deterministic and probabilistic.

In this paper we concentrate on safety related objectives, i.e., the probabilis-
tic deductive cause consequence analysis (pDCCA) [16]. This leads to formulas
expressing the maximal probability to reach a certain set of states (defined as
Hazard by a propositional formula H), i.e., the highest probability to reach a
hazardous state, assuming worst case non-deterministic choices.

Pmax=? [true U H ] (1)

However, the proposed optimization framework is not limited to these spe-
cific formulas. Any PCTL formula can be used directly, other quantitative logic
formulas also with proper tool support.

2.4.2. Java Based Objectives

Besides the model checking based objectives we provide a Java interface for
arbitrary objective functions. This is a simple and powerful way to specify cost
and performance based objectives, i.e., objectives which are given as mathe-
matical formulas over the optimization parameters. Expressing an arbitrary
objective is as simple as implementing the IObjective interface. This Java inter-
face defines the functions evaluate and getResult. The evaluate function takes
the parameters of a certain model and the model instance itself as parameter.
The results of the objective evaluation are returned by the getResult method.
The entire software architecture of the framework is described in Section 4.2.

In addition to mathematical formulas, the Java interface enables the in-
tegration of more sophisticated analysis algorithms. As a matter of fact the
quantitative model checking based objectives described in the previous section
is a function which instantiates the IObjective interface, runs the PRISM model
checker, parses its output and returns this as result.

3. Optimization

In general, safety critical systems are developed using the principle to have
the risk as low as reasonably possible (ALARP). So in order to develop a good
system, increasing the safety of a system will always be an important goal.

On the other hand, it must be kept in mind that safety is never the only goal,
any system which should be realized must also be functional and economical.
This is captured in the “reasonably” part of ALARP, for which there is no
universally valid definition.

In order to help in the development of safety critical systems, we propose a
safety optimization approach which allows for optimizing a system for several
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objective functions at the same time using multi-objective optimization tech-
niques [18]. As a special case, it is possible to limit the optimization to safety,
i.e., to minimize only the hazard probability of a system.

In this chapter we will first present a generic technique for multi-objective
optimization based on genetic algorithms. After this we will present means to
use estimation to speed up the evaluation of very time-intensive goal functions
and conclude the chapter with a discussion of how optimization and estimation
can sensibly be combined for efficient safety optimization.

3.1. Genetic Algorithms and NSGA-II

Genetic algorithms [4] are an optimization method which is generally ap-
plicable, it tries to emulate the biological evolutionary process.. In particular,
genetic algorithms treat the objective functions as black box functions. The only
requirement is to evaluate the objectives for a given set of parameters. In con-
trast to analytic approaches the evolutionary algorithm do not need additional
insight information like higher order derivative of the objective functions. An
advantage of this is that advanced safety analysis techniques like pDCCA can
be used as optimization objective, the disadvantage is that often many function
evaluations are required to get good convergence.

The general scheme works as follows: At first, a set of solution candidates
called the population is created. In the population every solution candidate
represents a possible element of the search space. Every candidate is evaluated
using the goal functions and its fitness is compared to the other solution can-
didates. Good solution candidates are then taken from the population and are
combined to create a potentially better new solution. To explore the search
space, some random changes in the solution candidates are also executed which
are called mutation.

There are many different schemata to rank the solution candidates for their
fitness, how to combine them to create new candidates, how to mutate for
exploration and how a new population is created.

One of the most widely used multi-objective optimization algorithms is the
Non-Dominated Sorting Genetic Algorithm in its version 2 (NSGA-II) [11]. We
chose to use it, as it is well suited for both integer and real valued parameters
using its SBX combination operator [10] and provides means to guarantee good
exploration of the search space. Nevertheless, any other general multi-objective
optimization algorithm is applicable to our safety optimization approach.

NSGA-II generally works as follows: First an initial population of solution
candidates is generated. Using Latin-hypercube sampling, we try to sample a
representative part of the whole search space. After that, the function values for
each solution candidate are computed. The fitness function is then computed,
incorporating not only the functional values, but also a measure for solution
candidate “crowding”, assuring diversity in the population. The exact details
can be found in [11]. The selection of the candidates for combination with
the SBX operator is done using Roulette selection. In this way the better a
candidate is ranked, the higher its probability for selection. On the other hand
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even low ranked candidates have a certain probability of being chosen. After
the recombination, some of the candidates are randomly mutated and a new
iteration begins.

3.2. Estimation Algorithms and ANN

The run-time performance of evolutionary algorithms highly depends on the
costs of the objective function evaluation. They need many function evaluations
to find Pareto optimal parameters, the more time a single function evaluation
requires, the longer the overall run-time of the algorithm will be. In the liter-
ature on genetic algorithms, there is often the assumption that the evaluation
cost of objective functions is negligible. This is in stark contrast to the proba-
bilistic model checking objectives we use in this paper, where a single function
evaluation, i.e., run of the model-checker, can easily require several minutes or
even hours for large models.

However, multi-objective evolutionary algorithms are a statistically guided
search technique. This suggests that precise function evaluations are not neces-
sary all the time, but good estimations could be used which guide the search.
In our approach we treat the objective functions (especially the model check-
ing based ones) as black-box functions, thus it is not necessary to derive the
estimation from the objective functions itself.

In summary this leads to two major requirements for an appropriate estima-
tion technique: (1) It must be adaptable, i.e., a set of real function evaluations
must augment the estimation algorithm. (2) The estimation algorithm must
be able to estimate arbitrary real valued functions. We choose artificial neural
networks (ANN) as estimation algorithm, as they generally meet both require-
ments. They can be trained by examples and also have the ability to estimate
arbitrary continuous and real valued functions [21].

ANN are inspired by nature and try to emulate the functionality of biological
neural networks. Simply put an ANN is a network of similar and trivial compu-
tational units. Each computational unit emulates the behavior of one biological
neuron. It is modeled in such a way, that its output signal is the result of a
so called activation function calculated for the weighted sum of all inputs. The
activation function usually is a sigmoid or linear function. The only parameters
of every neuron (values that define the knowledge of the network after training)
are the weights of the inputs of all neurons. In general, the ANN concept allows
arbitrary connections between all the neurons. In this application we limit to
multilayer feed forward network structure. This is the most widely used variant
of ANN.

For training we use the improved resilient propagation algorithm, which is a
variant of backpropagation learning algorithm [23]. The training data sets (i.e.,
pairs of input and corresponding expected output values) are fed to the network
and the estimation error of the network is calculated. The weights of the output
layer neuron are then altered in such a way that the error is minimized and the
error on the output is propagated one layer backwards to the first hidden layer.
Again the weights are altered and the error is propagated backwards. This is
repeated until the weights of all neurons were adapted. Then this procedure
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is repeated with the next training data set. The training of the network, once
with every training data pair, is called an epoch and the training is finished
after a certain maximum number of epochs or if the average error falls below a
threshold.

3.3. Combining NSGA-II and ANN

In the last two subsections we explained the used optimization and estima-
tion algorithms. The remaining question is how the two are interconnected. In
Figure 4 we show our estimation strategy. In the first step we use the selec-
tion and crossover operators to create an offspring population. Instead of the
function evaluation of all newly created individuals we then use the estimation
function and the non-dominated sorting (as defined for the NSGA-II algorithm)
to drop the weaker half of the offspring population. The remaining candidates
are then evaluated with the true objective functions. From here on the normal
NSGA-II algorithm continues: The offspring and the current population are
combined and non-dominated sorting is used to select the candidates for the
next generation.

Evaluation

Estimation

Offspring
Population

Sorting
Non−dominated

Drop

Sorting
Non−dominated

Drop

PopulationPopulation

Selection
Crossover
Mutation

n + 1n

Figure 4: Estimation Strategy

In our approach we store all individuals that were ever evaluated throughout
the optimization procedure in a central storage. This pool is used in every
generation as reference data to train the ANN.

4. Tools

The optimization approach is based on set of external tools and libraries. In
this section we first introduce the most important ones and then describe the
software architecture of the implemented optimization framework.

4.1. Used Tools and Libraries

We used the S3E [28] to create the SAML models. It is an Eclipse based
tool for formal systems specification and verification we developed. It provides
an editor for SAML and has the ability for step-wise simulation of models.
However, the use of S3E is mainly motivated by convenience of specification
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and analysis. The resulting SAML/OSAMLmodel is stored in a plain text file,
which can be created with any text editor as well.

An important tool for the optimization framework is ANTLR [38], a frame-
work for the creation of language recognizer, compiler, interpreter and transla-
tors. We used ANTLR to create a parser that turns a OSAML model into an
abstract syntax tree representation (AST) which is used to instantiate a single
SAML model. The AST representation of the SAML model is then transformed
into the input language of the desired model checker using model to text trans-
formations.

The artificial neural network estimation is built upon the Fast Artificial Neu-
ral Network Library (FANN) [30]. It provides a C implementation of multi-layer
feed forward networks and supports both sparsely and fully connected networks.
For the training of the network, FANN uses improved resilient propagation (iR-
PROP) [23]. To integrate the C library into the Java runtime environment, we
used the FannJ3 interface.

The qualitative safety analysis of a SAML model is performed with the
probabilistic model checker PRISM [27]. It supports the probabilistic analysis
of discrete time Markov chains, Markov decision processes, probabilistic timed
automata and continuous time Markov chains. We integrated the PRISM model
checker into the optimization process by creating the specification and proba-
bilistic temporal logic property files, invoking PRISM and parsing the textual
output of the model checker.

4.2. Software Architecture

The simplified architecture of the optimization framework is depicted in
Figure 5 as UML class diagram. It starts with the IOptimizer interface which
is implemented by the NSGA2 class and the BruteForce class. The first one
contains the NSGA-II genetic algorithm and the second one contains a brute
force approach. The latter one enumerates the whole search space and filters
Pareto optimal candidates. Due to its nature it can only be applied to problems
with rather small and enumerable search spaces. However, due to the IOptimizer
interface, the framework is easy to extend and the appropriate algorithm can
be used for every optimization problem.

The implemented optimizers use the SamlSystemCluster class which covers
OSAML models (i.e., a family of SAMLmodels). The generateInstance method
is used to select a specific SAML model out of the model family. A SAML model
is represented by the SamlSystem class.

The OSAML model is represented by the SamlSystemCluster class. The
SAML models which are members of the OSAML model family are represented
by the SamlSystem class. The system cluster is responsible to create SamlSystem
instances according to specific parameters choices.

Every objective must implement the IObjective interface to provide an eval-
uate method. The PrismObjective is a generic objective which is configurable

3http://code.google.com/p/fannj/
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Figure 5: Simplified software architecture of the optimization framework.

with a PCTL property. It covers the evaluation of a SAML model with the
PRISM model checker according to the specified PCTL property. All other ob-
jectives are integrated according to the optimization problem by implementing
a Java class that implements the IObjective interface.

On the function estimation side we defined a separate interface. This allows
the easy exchange of different estimation algorithms. However, at the moment
we only provide a realization based on the FANN library.

5. Experiments and Results

5.1. Case Study

The following case study was proposed by the German railway organiza-
tion, Deutsche Bahn. It was used as a reference case study in the priority
research program 1064 “Integrating software specifications techniques for engi-
neering applications” of the German Research foundation (DFG). Its purpose
was to analyze an alternative scenario for railroad crossings where the control
is completely decentralized and based on direct radio communication between
the approaching train and the barrier. It was aimed at medium speed routes
with a maximum speed of 160km

h
.

The following description of the case study is taken directly from [40]:

“The main difference between this technology and the traditional
control of level crossings is, that signals and sensors on the route are
replaced by radio communication and software computations in the
train and in the level crossing. This offers cheaper and more flexible
solutions, but also shifts safety-critical functionality from hardware
to software.

Instead of detecting an approaching train by a sensor, the train
computes the position where it has to send a signal to secure the
level crossing. Therefore the train has to know the position of the
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central office

route
profile defects

Figure 6: Radio-based Railroad Crossing [40]

level crossing, the time needed to secure the level crossing, and its
current speed and position, which is measured by an odometer.

When the level crossing receives a secure command, it switches
on the traffic lights, first the yellow light, then the red light, and
finally closes the barriers. When they are closed, the level crossing
is safe for a certain period of time. The stop signal, indicating an
insecure crossing, is also substituted by computation and commu-
nication. The train requests the status of the level crossing. De-
pending on the answer the train will brake or pass the crossing. The
level crossing periodically performs self-diagnosis and automatically
informs the central office about defects and problems. The central
office is responsible for repair and provides route descriptions for
trains. These descriptions indicate the positions of level crossings
and maximum speed on the route.”

To calculate the activation point, the train uses data about its position, its
maximum deceleration and the position of the crossing. For safety reasons a
safety margin is added to the activation distance. This allows for the compen-
sation of some deviations in the odometer.

On a first sight, the primary objective is of course to minimize the risk of
having a train passing the opened barrier. Nevertheless there are also other
important objectives: the increased time delay induced by a too large safety
margin can become relevant, as it prevents the usage of the rails for succeeding
trains and will impact the schedules. Therefore it will also be a goal to minimize
the additional time delay which is influenced by both the safety margin and
the allowed speed of the train. The third important objective is of course the
cost of the system. We allowed for variation in the exactness of the velocity
measurement, making it directly proportional to the cost of such a system.

We modeled six different relevant failure modes for this case-study: er-
ror passed models a sensor misdetection that the train has already passed the
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crossing, error odo models a deviation of the measured velocity in contrast to
the real velocity, error comm models a failure of communication between the
train and the crossing, error close models a wrong closed signal from the cross-
ing, error actuator models a stuck barrier while closing, and error brake finally
models a failure of the braking system of the train.

We modeled error comm as a per-demand failure mode with an occurrence
probability of 3.5 · 10−5. The other failure modes (except error odo) were mod-
eled as per-time failure modes with a failure rate of 7 · 10−9 1

s
.

For the optimization, we created an OSAML model of the case study which
describes a family of SAML models of the railroad crossing with 3 variable pa-
rameters: The accuracy of the odometer measured as the failure rate λodo of the
deviation from the real velocity, the safety margin z and the allowed maximum
speed vallowed of the train when approaching the crossing. The odometer has a
direct influence on the computation of the activation point. The safety margin
adds a buffer to the distance of the crossing to the activation point and the ve-
locity directly influences the time delay. As domain of the parameters we used
the interval [0, 1] for failure rates of the odometer, the interval between 0 and
200m for the safety margin and for the maximal velocity the values between
1 and 120km

h
. The objective functions considered in this case study were then

formalized as:

f1(λodo, z, vallowed) := P [trueUH ]

f2(λodo, z, vallowed) := cost(λodo)

f3(λodo, z, vallowed) :=
z + xbrake(vallowed)

vallowed

−
z + xbrake(vallowed)

vmax

The function f1 uses pDCCA to compute the occurrence probability of the
hazard, i.e., that the train passes the crossing which is not closed. The second
function f2 models the cost of a more accurate odometer as being exponential
in the inverse of the failure rate. The third objective function f3 computes the
time delay when comparing the reduced velocity of the train with its normal
average velocity on the track. This means that the evaluation of f2 and f3 for a
given set of parameters is rather quick, in contrast to the evaluation of f1 which
requires a formal quantitative safety analysis, i.e., a run of the probabilistic
model checker.

5.2. Evaluation Methodology

Many evolutionary algorithms advance in terms of generations. Therefore,
concerning the estimation algorithm, it seems natural to use the information
gathered from the function evaluation of the first k generations to estimate
generation k + 1. We chose to use artificial neural networks (ANN) for this
estimation, as they are a general and widely applicable learning and estimation
method. Nevertheless, their usage integrated into our optimization approach
raises several questions:
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• How good does an ANN perform in estimating a quantitative safety ob-
jective?

• How many function evaluations are required to provide sufficient reference
data for the network training?

• What are the best parameters for the network (i.e., number of layers and
number of neurons per layer)?

To evaluate the usage of ANN in combination with the evolutionary al-
gorithms we followed a two-step approach. In the first step we analyzed the
performance of various ANN configurations to estimate the safety objective
function. After that we combined the estimation algorithm with the optimiza-
tion and compared the results of the simple optimization with the results of the
estimator enhanced optimization.

5.2.1. Evaluating the ANN Estimators

In the first step we trained and evaluated the ANN on pre-calculated data
from an optimization process that was performed without estimation algorithm.
The main intention of this experiment was to evaluate if ANN are sufficient to
estimate the PRISM-based objective functions when being trained with the data
of subsequent generations. The basic idea is to train the ANN on the data from k

generations of function evaluations. After that the ANN is used to estimate the
generation k+1. The error made by the estimator is determined by comparing
the estimated value with the value of the actual function evaluation.

We call x
(k)
j ∈ S the parameter vector of the j-th candidate in generation

k. S is the space of feasible parameter values. The objective function is defined

as f : S → R. Consequently f(x
(k)
j ) denotes the value of the objective function

in generation k for candidate j. The function g(k,l) : S → R is the estimation
function for the objective function that was trained with the reference data of
generation 0 . . . k. As the training of the ANN starts from a random initial
configuration, we repeat the training and estimation of one generation multiple
times. The superscript l counts the repetitions that the ANN was trained for
that specific generation.

As a measure of the error made by the estimator we use the mean of the
absolute estimation error of all candidates in one generation.

Definition 1. Absolute estimation error The absolute estimation error of
candidate j in generation k+1 made by an ANN that was trained on generations
0 . . . k is defined as:

e
(k+1,l)
j =

∣

∣

∣
g(k,l)

(

x
(k+1)
j

)

− f
(

x
(k+1)
j

)∣

∣

∣
(2)

Definition 2. Mean estimation error in a generation The mean estima-
tion error in generation k + 1 of size J made by an ANN that was trained l
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times on generations 0 . . . k is defined as:

ê(k+1,l) =
1

J

J
∑

j=1

e
(k+1,l)
j (3)

Due to randomized initial values in a newly created ANN, the success of
the training and the subsequent estimation error cannot be measured with only
one ANN with one training cycle. To overcome this obstacle, we trained L

equal ANNs and calculated the average of all L mean estimation errors in one
generation:

Definition 3. Average estimation error in a generation The average es-
timation error in generation k+1 made by L independent ANN of similar type
which where all trained on generations 0 . . . k is defined as:

ê(k+1) =
1

L

L
∑

l=1

ê(k+1,l) (4)

The safety objective used in the case study as well as one of the parameters
are probabilistic values. They are defined on the interval [0, 1]. Within the
context of estimation, their magnitude is of more importance than their exact
value. This is especially important for the training of the ANN. The iterative
training process is stopped when a maximum number of iterations is reached or
if the estimation error of the ANN on a certain training set falls below a given
threshold ǫ. Applied to probabilities, ǫ gives a lower bound to the smallest
probability that can be estimated with feasible accuracy. At the same time, a
small ǫ requires greater probabilities to be estimated with an unnecessary high
accuracy. Thus, we applied logarithmic scaling to all probability values. On the
parameter side the parameter pfailsOdo was replaced with

p′failsOdo = log10(pfailsOdo). (5)

On the objective side, the safety objective function was replaced with

f ′(x) = log10 (f(x)) . (6)

Consequently the same applies for the estimation function:

g′(k+1,l)(x) = log10

(

g(k+1,l)(x)
)

. (7)

This allows a good comparison of the magnitude of the probabilistic values.
The logarithmic scaling in context of the difference based error measure leads
to an error measure that is actually the logarithm of the relative error.

We tested the estimation algorithm on the results from three independent
reference optimization runs, which were performed with the NSGA-II algorithm.
Details on the reference optimization are provided in Section 5.2.2. For the ex-
periments we used networks with 1 and 2 hidden layers and 5, 10 and 20 neurons
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per hidden layer. To eliminate the influence of randomized initial weights in the
network, we trained and estimated every generation 500 times and calculated
the average error. All networks were fully connected feed-forward networks with
a bias neuron in every layer. The hidden layer neuron had a sigmoid activation
function and the neuron in the output layer had a linear activation function.

We present the results from the experiments with the ANN in section 5.3.1.

5.2.2. Comparing the Optimization with and without Estimation

For the comparison of the proposed estimation enhanced optimization with
the plain NSGA-II based optimization we performed experiments with both
algorithms in different configurations. We also refer to the NSGA-II based
optimizations as simple and to the combination of NSGA-II with the estimator
as enhanced optimization. All experiments are listed in Table 2. The first
column states a name for every configuration. The second column lists the size
of the population used for the optimization. In the Generation column the
number of generations is listed. The last two columns list the number of hidden
layers and the number of neurons in every hidden layer in the artificial neural
network. We choose the number of generations and the population size in such
a way that for every optimization a total of 480 objective function evaluations
is performed.

Name Pop. Size Generation ANN-Layer ANN-Neurons
opt-p16-g30 16 30 - -
opt-p16-g30-l1-n05 16 30 1 5
opt-p16-g30-l1-n10 16 30 1 10
opt-p16-g30-l2-n05 16 30 2 5
opt-p16-g30-l2-n10 16 30 2 10
opt-p24-g20 24 20 - -
opt-p24-g20-l1-n05 24 20 1 5
opt-p24-g20-l1-n10 24 20 1 10
opt-p24-g20-l2-n05 24 20 2 5
opt-p24-g20-l2-n10 24 20 2 10
opt-p32-g15 32 15 - -
opt-p32-g15-l1-n05 32 15 1 5
opt-p32-g15-l1-n10 32 15 1 10
opt-p32-g15-l2-n05 32 15 2 5
opt-p32-g15-l2-n10 32 15 2 10

Table 1: List of configuration for all performed experiments

The great impact of random numbers in the evolutionary optimization algo-
rithms requires a great number of repetitions of the experiments to gain sound
results. As a matter of fact the enormous computational costs of the objective
functions make it impossible to repeat the experiment more often within a fea-
sible amount of time (i.e., several weeks of uninterrupted computation time on
a modern multi-core computer for a single optimization). To cope with the im-

20



mense computation time of the PRISM based objectives we sampled the whole
search space. We then used the pre-calculated data to perform the optimization
experiments.

We sampled the search space at the following points:

podofails
=































1 · 10−6, 2 · 10−6, 3 · 10−6, 5 · 10−6,

1 · 10−5, 2 · 10−5, 3 · 10−5, 5 · 10−5,

1 · 10−4, 2 · 10−4, 3 · 10−4, 5 · 10−4,

1 · 10−3, 2 · 10−3, 3 · 10−3, 5 · 10−3,

1 · 10−2, 2 · 10−2, 3 · 10−2, 5 · 10−2,

1 · 10−1, 2 · 10−1, 3 · 10−1, 5 · 10−1, 9 · 10−1































(8)

speedmax = {1, 3, 5, 7, 9, 13, 15, 16} (9)

z = {0, 2, 4, . . . , 100} (10)

In contrast to the proposed optimization approach we evaluate the objectives
based on the sample data. The evaluation is implemented as follows: If there
exists a pre-calculated point for the given parameters, the result is used. In
the more likely case that there exists no result for a certain parameter set, the
nearest sample point is searched and the objective value for that sample point
is used. The nearest distance is determined according to the Euclidean distance
in the parameter space.

To gain reference data we extracted the Pareto front from all sample points
made. This lead to a front consisting of 83 points. We show a graphical repre-
sentation of the entire front in Section 5.3.2.

For all optimization experiments the crossover probability was 0.9. The mu-
tation probability was 0.66 in the first 5 generations and from there on declining
down to 0.1 in the remaining 15 generations. The initial values are chosen ac-
cording to the publication of NSGA-II [11]. We chose to decrease the mutation
probability to gain a good spread over the search space in the initial phase
and to refine “interesting” regions in the later phases of the optimization. The
training of the ANN was performed for a maximum of 10000 epochs or until the
error4 fell below 0.0001. The configuration of the ANN was based on an edu-
cated guess. We made a compromise between computation time and accuracy
of the trained network. From the ANN point of view, all probabilistic values
had a logarithmic scaling (see Section 5.2).

To evaluate the performance of the various different optimizer and estimation
configurations we use two different metrics. In addition to the plain NSGA-II
algorithm we stored every candidate that was ever evaluated in a central pool.
After every generation, we extracted the front of Pareto optimal points from

4The error measure during training is the one given by the FANN library. See section 4
and [30]
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the pool by non-dominated sorting. Based on the collected data we define the
following measurements:

Hypervolume indicator Measures the size of the volume defined by a front
(given as set of points) and a reference point [42]. For our experiments we
used the Python implementation by Simon Wessing5.

Pareto-Count Measures after every new offspring generation the number of
all found Pareto optimal points (with respect to the reference front) found
this far.

To gain statistical data we repeated every experiment (see Table 1) exactly
500 times. We then calculated the average value for all measurements on each
experiment.

5.3. Results

In this section we present the results of the evaluation of the estimation
algorithm and the comparison of the simple and the enhanced optimization
approaches.

5.3.1. Evaluation of the Estimation Algorithm

For the experiments we first trained the network on n generations and then
estimated in generation n+1. For every estimated generation we calculated the
average error over all 500 repetitions. Due to space limitations we only show
the results for one experiment in Figure 7. The upper curves denote the average
estimation error and the lower curves denote the standard deviations. The other
two experiments led to values in the same region as shown in Figure 7.
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Figure 7: Average error (upper curves) and standard deviation (lower curves) of different
types of ANN

52013-02-12: http://ls11-www.cs.uni-dortmund.de/rudolph/hypervolume/start
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Even though the huge impact of error (i.e., ups and downs in the graph), the
figure show multiple results. First of all, there is almost no difference between
different shapes of the ANN. This allows the usage of small and therefore faster
configurations. Secondly the estimators show good performance even from the
beginning. The initial population (25 candidates, chosen by Latin-hypercube
sampling) is sufficient to estimate the first offspring generation. Thirdly, the
estimation error in Logarithmic scaling is (with only two exceptions) less than
0.5. We consider this as a good result, because the main role of the estimator
is to indicate the magnitude of the objective function for a given candidate.

5.3.2. Comparing Optimizations with and without Estimator

Even though the sampling of the search space enabled a great number of
repetitions, there are some facts to keep in mind while looking at the subsequent
results. Due to the sampling and choosing of the nearest fitting point, multiple
points from the domain of the objective functions lead to the same objective
values. Points with different parameters but equal objective values are treated
as being non-dominating each other. From an engineering point of view this
means that there are various different system realizations which are equally
good, in terms of the objectives. For the analysis however, we only considered
the objective values and not the parameter space. Thus we filtered all multiple
occurrences of objective points in every generation.

To give an idea of the general optimization goal for the case study we ex-
tracted the Pareto front from the sampled search space. The entire front is
depicted as 3D plot in Figure 8. It consists of 83 points, which are shown as
black points in the plot. For better presentation we interpolated a grid between
the points. The hazard axis shows log10P (Hazard).

For the performance analysis of the optimization we firstly compared the
influence of four different ANN configurations on the overall optimization pro-
cess with an optimization without any estimator. In the Figures 9(a), 9(c) and
9(e) we plotted the Hypervolume metric. The three separate plots show the
experiments for a population size of 16, 24 and 32 candidates respectively. In
every plot the x-Axis shows the number of generation and the y-Axis shows the
average of the Hypervolume indicator. Based on the overall Pareto front ex-
tracted from the sampled search space (Figure 8) we choose the reference point
R for the Hypervolume indicator as [Hazard = 0.1, T ime = 2.6, Cost = 14].

It is well evident that starting from the first offspring generation, the estima-
tion enhanced algorithms are closer to the true front and converge faster than
without estimators. Consistent with the analysis of the ANN, there is only little
difference between the various shapes of the ANN, i.e., for all three population
sizes the Hypervolume metric curves for the ANN enhanced approaches hardly
differ from each other.

In addition to the Hypervolume metric we made the same comparison by
the number of Pareto optimal points in every generation. The Figures 9(b),
9(d) and 9(f) show the results for a population size of 16, 24 and 32 candidates
respectively. As in the plots on the left, the x-Axis shows the number of gen-
erations. The y-Axis now shows the number of Pareto optimal points found by
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Figure 8: The Pareto Front Interpolated from the Sampled Search Space

the optimization up to the current generation. From the plots it can be seen
that the estimation enhanced variants of the algorithm create significantly more
Pareto optimal points in every generation than the ones without.

In Figure 9 the x-Axis depicts the generations and the y-Axis the measure-
ment, the number of candidates in every generation was 16 (a and b), 24 (c and
d) and 32 (e and f). In summary, these results show that the optimization algo-
rithms in combination with the ANN estimator generate more Pareto optimal
solutions in a shorter time than the approach without estimation. Thus, the
estimation supported algorithm converges to the Pareto front with less objective
function evaluations. This is especially important when considering the great
computational costs of the objective functions.

An interesting question is also how the population size influences the opti-
mization results. We thereto plotted the Hypervolume and Pareto count mea-
surements for the population size of 16, 24 and 32 candidates in Figure 10.
For better comparability the x-Axis now shows the number of objective func-
tion evaluations instead of generations. Due to the fact that the measurements
are performed on a generational basis, the values in between are interpolated
linearly. The y-axis in Figure 10(a) shows the Hypervolume indicator and in
Figure 10(b) it shows the number of Pareto optimal points. All experiments
used an artificial neural network with one hidden layer and five neurons in the
hidden layer.

In terms of the Hypervolume metric the experiments with smaller popula-
tion size show faster convergence towards the reference front. At the same time
it appears that the experiment with the smallest population size (i.e., 16 can-
didates) creates a larger number of Pareto optimal points in the beginning and
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Figure 9: Hypervolume and Pareto-Count Measurements of the Optimization Experiments

then falls behind the experiments with larger population sizes.

6. Related Work

An earlier approach to use hazard probabilities for safety optimization has
already been described in [35]. In contrast to the approach based on quan-
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Figure 10: Population Sizes vs. Number of Objective Function Evaluations

titative model-based safety analysis, it used analytic mathematical models in
an a-posteriori optimization. This approach is computationally more efficient.
However, it cannot cope with stochastic dependencies and relies on separate
models for quantitative analysis with much coarser quantitative approxima-
tions. On the other hand, it might be interesting to use such a model instead
of ANN estimation to identify good candidates for evaluation.

Papadopoulos et al. used in [37] the Hip-Hops [36] methodology as basis for
optimization of safety critical systems. Hip-Hops is a structural approach to
safety analysis, where components with known properties are combined into a
larger system model and a failure propagation model describes the reaction of
the system to the occurrence of failures. Such a structural description is then
used to evolve better system designs with similar properties wrt. functionality,
but better failure tolerance and/or lower costs. For this optimization a variant
of NSGA-II is used.

The advantage of our model-based approach is the accompanying increase
in accuracy. A disadvantage is that the whole system must be analysed, and
therefore it may suffer from the state-explosion problem. This is less severe for
an approach as [37]. A combination of the two approaches would be interesting,
e.g., using the Hip-Hop approach for the structural description of the system,
but analyzing the single components with the more accurate model-based safety
analysis. The optimization could then be applied on either structural level –
exchanging equivalent components – or the parameter level of the components.
This could be an interesting compromise between accuracy and scalability.

There are also some approaches for finding optimized system variants which
are not necessarily focused on safety: Islam et al. describe an interesting ap-
proach in [24]. They apply a mapping from an abstract specification of a system
to a concrete implementation which is optimized under different aspects. It is
specifically aimed at the development of real-time fault-tolerant systems, where
software functionality is mapped onto communicating hardware. They then use
general constraint solver and optimization software like CPLEX to find the best
allocation of tasks. Although similar, the approach is less general and very fo-
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cused on task allocation. It supports only scalar objective functions, i.e., for
multi-objective optimization it would be necessary to apply scalarization tech-
niques.

There exist some approaches for design space exploration (DSE). Hegedüs
et al. [22] for example describe an approach based on a UML model description
where system states are described as instances of a meta-model. The model
allows an abstract representation of the requirements and uses guidance (either
heuristic or manual) to find best realizations of system variants. The realizations
are derived using graph transformations and the objectives – or goals in this
case – are described as graph patterns. Knorreck et al. describe in [25] an
approach for formal verification of real-time properties of a UML profile which
allows for real-time requirements specification. For the formal analysis, the
model is transformed into the input language of the UPPAAL real-time model-
checker or the process algebra language LOTOS. The tool then creates different
realizations of the system and uses the CADP toolbox [13] to generate and
reduce the state space to visible actions. The objective is to find the realization
with the least visible (and time-consuming) actions which fulfills the required
real-time properties.

These two approaches have the advantage of using graphical model specifi-
cations in UML. Currently, they do provide neither probabilistic safety analysis
nor the possibility to specify probabilities in the models. On the other hand,
the integration of our optimization approach for large probabilistic models into
a framework with visual modeling capabilities would be a real advantage and
would facilitate its application.

Aleti et al. [1] present an Eclipse based tool for multi-objective optimiza-
tion of AADL based architecture models. In their publication the authors
concentrate on component deployment problems, but their tool seems to be
flexible enough to integrate more sophisticated objectives. The tool provides
a framework for multiple optimization algorithms and various objective func-
tions. Nevertheless they do not provide any technique to deal with increasing
computational costs of analyzing the underlying Markov chain models.

For comparison we summarized the aforementioned approaches in Table 2.
There are two approaches ([35], [37]) which strictly focus on safety analysis, i.e.,
they both rely on either fault tree analysis or failure mode and effects analysis.
Two other approaches ([24], [22]) use UML like model semantics. All approaches
focus on system structure rather than functional aspects.

Our approach is the only one to use Markov decision processes as model
semantics, allowing for the analysis of functional and structural aspects. The
usage of such powerful specification formalism clearly comes at the cost of in-
creased computational efforts. We successfully decreased the computation-time
by introducing an artificial neuronal network based estimation algorithm for the
expensive objective functions.

Our approach and the one presented by Hegedüs et al. [22] heavily differ
in the way how the parameters are specified. We directly specify all possible
realizations of a system by stating specification families. The values of parame-
ters are used to select specific members of the specification family. In contrast
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Approach
Optimization
Algorithm

Model
Semantics

Objectives

O-SAML NSGA-II MDP
pCTL, CTL,

Java

[35]
Various

Single-Objective
Extended

FTA
Cost

[37] NSGA-II
IF-FMEA
Annotation

Dependability,
Cost

[24] Linear Programming
UML and
Custom

Dependability
Realtime

[22]
Exploratory

Search
Custom

UML-Based

Bounds on
number of matches
of graph pattern

[1]
Various

Evolutionary
AADL/UML

Reliability
Performance

Others

Table 2: Comparison of related approaches

to that Hegedüs et al. specify parameters in an inductive way. A set of mod-
ification rules which are applicable on an initial model is used to create every
possible specification variant. This implies that the search space is difficult to
survey. However it enables the finding of specification variants which nobody
thought of during specification time.

Looking at the Model-Semantics column in Table 2 our approach is based
on the most accurate and sound semantics. While being rather restrictive for
modeling, the Markov decision process is formally defined and, in contrast to
most UML based notations, leaves no freedom for ambiguity.

Besides the directly optimization related approaches, Grunske proposes a
framework for early quality prediction of component-based systems [14]. It is
primarily aimed at systems where reliability, safety, availability and security
are important, but also allows consideration of performance of the system. Al-
though it mainly considers software systems, the framework could be extended
to also include software-intensive safety critical systems and additional non-
functional requirements like costs as described in this paper. This would allow
the described model-based multi-objective safety optimization to be integrated
into the larger framework proposed in [14].

7. Conclusion

We presented an approach for multi-objective optimization of large proba-
bilistic models. Besides generic objective functions (i.e., cost or performance)
expressible in Java, we particularly facilitate the usage of probabilistic model
checking as objective function. This allows the optimization of safety related
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properties. We increase the efficiency of the genetic algorithm based approach
by the introduction of estimation techniques for the most costly objective func-
tions.

The available API allows for the specification of arbitrary objective func-
tions in the Java language. Interfaces allow for the easy integration of different
verification engines and also for experiments using different estimation methods
and strategies. We support PCTL based objectives and artificial neural network
based estimation strategies out of the box.

We presented several experiments of the application of our approach to
a safety-critical real-world case study from the railway domain. The results
showed that the application of an artificial neural network increases the perfor-
mance of the optimization algorithm and thus reduces the computational effort.
This is a bid advantage, considering that a simple optimization took more than
4 days of calculation time on a modern computer.

Due to the stochastic behavior of evolutionary algorithms and of artificial
neuronal networks, we repeated every experiment 500 times and statistically
analyzed the results. To cope with the computational complexity of the op-
timization problem we sampled the whole search space of the case study and
created a database of objective-function values for every sample point. The ex-
periments itself then used the pre-calculated data from the objective database.
Thus we were able to run multiple experiments in a feasible amount of time.

In conjunction with the S3E tool, an Eclipse and SAML based system spec-
ification and analysis tool, the model generation and optimization is convenient
and highly automated.
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[17] Güdemann, M., Ortmeier, F., 2010. Probabilistic model-based safety anal-
ysis. In: Proceedings of the 8th Workshop on Quantitative Aspects of Pro-
gramming Languages (QAPL 2010). EPTCS, pp. 114–128.
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[19] Güdemann, M., Ortmeier, F., 2011. Towards Model-driven Safety Analysis.
In: Proceedings of the 3rd international Workshop on Dependable Control
of Discrete Systems (DCDS 2011). IEEE, pp. 53–58.

[20] Hansson, H., Jonsson, B., 1994. A logic for reasoning about time and reli-
ability. Formal Aspects of Computing 6, 102–111.

[21] Hassoun, M. H., 1995. Fundamentals of artificial neural networks. MIT
Press.

[22] Hegedus, A., Horvath, A., Rath, I., Varro, D., 2011. A model-driven frame-
work for guided design space exploration. In: Proceedings of the 2011 26th
IEEE/ACM International Conference on Automated Software Engineering.
ASE ’11. IEEE Computer Society, Washington, DC, USA, pp. 173–182.
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