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WELL-POSEDNESS, ROBUSTNESS, AND STABILITY ANALYSIS

OF A SET-VALUED CONTROLLER FOR LA GRANGIAN SYSTEMS

SAMIR ADLY† , BERNARD BROGLIATO‡ , AND BA KHIET LE†

Abstract. This paper deals with the analysis of a class of nonsmooth robust controllers for
Lagrangian systems with nontrivial mass matrix. First the existence and uniqueness of solutions are
analyzed, then the Lyapunov stability, the Krasovskii–LaSalle invariance principle, and finite-time
convergence properties are studied.

Key words. Lagrangian systems, set-valued systems, Lyapunov stability, Krasovskii–LaSalle
invariance principle, finite-time convergence, robust control

1. Introduction. The aim of this paper is to study a class of nonlinear Lagrange
dynamical systems with a multivalued controller of the form

(1.1) M(q(t))q̈(t) + C(q(t), q̇(t))q̇(t) +∇V(q(t)) + F (t, q(t), q̇(t)) ∈ −∂Φ(q̇(t))

for a.e. t ≥ t0, where t0 ∈ R is fixed, Φ : dom(Φ) = R
n → R is a convex function,

V ∈ C1(Rn;R) with its gradient ∇V(·), the matrices M(q), C(q, q̇) ∈ R
n×n, and ∂Φ(·)

stands for the convex subdifferential of Φ(·). Motivated by control applications, we
consider in this work the case where the set-valued function in (1.1) depends on
the velocity uniquely. Other works [35, 39] have focused on the case when the set-
valued part is the normal cone to a subset of R

n, which depends on the position
uniquely. This yields different types of dynamics with unilateral constraints and
discontinuities in the velocity. The vector q represents the generalized coordinates,
n is the number of degrees of freedom, M(q) is the inertia matrix, C(q, q̇) is the
centripetal-Coriolis matrix. The function F (t, q(t), q̇(t)) represents a perturbation
force which is usually bounded by a constant. The terms ∇V(q(t)) and −∂Φ(q̇(t))
may represent a control input u(q, q̇) = −∇V(q)−∂Φ(q̇) applied to stabilize the system
(in finite time) at some fixed point. The advantage of such controllers is that they
are intrinsically robust since the a priori knowledge of the system’s parameters (like
the inertial parameters) is not necessary for stabilization, and an upper bound of the
disturbance is sufficient to reject it. In addition the closed-loop system trajectories
attain the equilibrium point in finite time. The robust discontinuous controller is an
important area of research in systems and control [5, 6, 10, 21, 28, 33, 43, 44, 46],
where the so-called sliding mode inputs are analyzed. Robust controllers guaranteeing
finite-time stability are applied, among many other applications, to mechanical and
electromechanical systems [19, 25, 26, 40, 45, 47]. Finite-time convergence properties
are also studied in the mathematical and control literature [1, 12, 18, 20, 31, 32, 34],
as well as stability and invariance properties of nonsmooth systems and differential
inclusions [8, 9, 15, 16, 24, 29, 30, 33, 38]. Many of these works are based on the
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so-called Filippov’s differential inclusions and solutions [20]. In other works, maximal
monotonicity is the central property, as in [2, 3, 13, 14, 15, 16]. In this paper the closed-
loop dynamics in (1.1) is analyzed. The existence and uniqueness of solutions are first
carefully studied, and in a second stage stability properties are examined. The tools
are those of convex analysis, which are combined with the dynamical properties of
Lagrangian systems. Compared to some previous works dealing with similar dynamics
[2], in this paper we consider a nonconstant mass matrix M(q) in (1.1). As we
shall see, this is not a trivial matter because it may destroy the monotonicity of the
operator which appears in the first order formulation of (1.1), i.e., z = (z1, z2) �→
M−1(z1)∂Φ(z2). In other words, the change of variables used in [2, 3, 14, 15, 16]
to recast some set-valued systems into maximal monotone differential inclusions, and
which uses the chain rule of convex analysis [42, Theorem 4.2.1], no longer works for
nontrivial mass matrices. Since uniqueness may not hold for such systems, we propose
a stability analysis that also encompasses nonunique solutions.

The analysis in this paper may also be seen as a first step for the study of the
digital implementation of such discontinuous controllers, using implicit Euler of zero-
order-hold discretizations along the lines of [3, 4]. Such digital implementations allow
suppression of so-called numerical chattering [22, 23], which is a highly undesirable
effect in practice, especially in mechanical structures where one wants to decrease
as much as possible the vibrations. They also permit keeping in discrete time the
finite-time convergence property, i.e., the attractive surfaces are attained after a finite
number of steps.

The paper is organized as follows. In section 2 some useful results and defi-
nitions from convex analysis are recalled. Section 3 is dedicated to the properties
of Lagrangian dynamics and characterizes the disturbance as well as an important
property of a family of functions Φ(·). In section 4 the existence of solutions issue
is tackled through the study of Moreau–Yosida approximations of Φ(·). In section
5 the conditions under which uniqueness of solutions hold are examined. Lyapunov
stability and finite-time convergence are studied in sections 6 and 7, respectively; a
stability framework that allows for nonunique solutions, an well as an extension of the
Krasovskii–LaSalle invariance principle, are proposed. The sets of switching instants
where the velocity attains zero value are studied, hence refining the characterization
of the solutions; an estimation of the settling time is provided. Conclusions end the
paper in section 8.

2. Notations and mathematical background. Denote by 〈·, ·〉 , ‖ · ‖ the
scalar product and the corresponding norm (the euclidean norm), by ‖ ·‖1 the 1-norm
in R

n. We use the notation ‖ · ‖m for the induced matrix norm. Denote by I the
identity operator, In the identity matrix of size n, Bh the closed ball of radius h
centered at 0, and Bh(s) the closed ball of radius h centered at s. For a set K, its
boundary is denoted by bd(K) and the distance from a point s to K is denoted by
d(s,K).

Definition 2.1. Assume a square matrix M ∈ R
n×n. M is called positive

definite if for every x ∈ R
n \ {0}, we have

〈Mx, x〉 > 0.

The induced norm of M is defined by

‖M‖m := sup
x∈Rn,x �=0

‖Mx‖
‖x‖ = sup

x∈Rn,‖x‖=1

‖Mx‖.
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Definition 2.2. A continuously differentiable function V : Rn → R is called
(1) radially unbounded if

V (x) → ∞ as ‖x‖ → ∞;

(2) locally positive definite if there exists ε > 0 such that

V (0) = 0 and V (x) > 0 ∀x ∈ Bε.

Proposition 2.3. If a C1function V (·) is locally positive definite, then there exist
ε > 0 and a strictly increasing function ρ ∈ C(R+;R) with ρ(0) = 0 such that

V (x) ≥ ρ(‖x‖) ∀x ∈ Bε.

The following material on maximal monotone operators, convex functions, and
upper semicontinuous functions can be found in [8, 11, 13, 36]. Finally, a version of
Gronwall’s inequality is recalled. Let X be a Hilbert space.

Definition 2.4. A set-valued map A(·) from X into the subsets of its dual
X∗ ≡ X is said to be a monotone operator provided

〈x2 − x1, y2 − y1〉 ≥ 0 ∀ x1, x2 ∈ X and y1 ∈ A(x1), y2 ∈ A(x2).

The graph of A(·) is defined by

G(A) := {(x, y) : y ∈ A(x)}.

Definition 2.5. A monotone set-valued map A(·) is called maximal if there is
no other monotone set-valued map B(·) such that graph of A(·) is contained strictly
in graph of B(·).

Proposition 2.6. A set-valued map A(·) is maximal monotone if and only if the
following statements are equivalent:

(a) For every (x1, y1) ∈ G(A), 〈x2 − x1, y2 − y1〉 ≥ 0.
(b) y2 ∈ A(x2).
Theorem 2.7 (Yosida approximation [8, p. 144]). Let A(·) be maximal monotone

and let λ > 0. Then
(1) the resolvent of A(·) (of index λ) defined by Jλ := (I + λA)−1 is a non-

expansive single valued map from X to X;
(2) the Yosida approximation (of index λ) of A(·) defined by Aλ := 1

λ (I − Jλ)
satisfies
(i) for all x ∈ X, Aλ(x) ∈ A(Jλx),
(ii) Aλ(·) is Lipschitz with constant 1

λ and maximal monotone.
Definition 2.8. A set-valued map A : X ⇒ X is called hypomonotone provided

that there exists a real k > 0 such that for all x1, x2 ∈ X, y1 ∈ A(x1), y2 ∈ A(x2), we
have

〈y1 − y2, x1 − x2〉 ≥ −k‖x1 − x2‖2.

The map A(·) is called locally hypomonotone if for each x0 ∈ X, A(·) is hypomono-
tone in a neighborhood of x0.

Definition 2.9. Let F : Rn ⇒ R
m be a set-valued function. One says that F (·)

is upper semicontinuous at x0 ∈ R
n if for any open neighborhood N containing F (x0)

there exists an open neighborhood M of x0 such that F (M) ⊂ N .
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Proposition 2.10 (see [8, p. 41]). Let F1 : Rn ⇒ R
m and F2 : Rm ⇒ R

q be two
set-valued functions. Define F2 ◦ F1 : Rn ⇒ R

q by

(F2 ◦ F1)(x) :=
⋃

y∈F1(x)

F2(y).

If F1(·) and F2(·) are upper semicontinuous, then (F2◦F1)(·) is upper semicontinuous.
In particular, (F1 + F2)(·) is upper semicontinuous.

Proposition 2.11 (see [20, p. 66]). Let a set D be closed and a set-valued
function F (·) with closed values be bounded in a neighborhood of each point p ∈ D.
Then the function F (·) is upper semicontinuous on D if and only if its graph is closed.

Definition 2.12. Let f(·) be a convex function from R
n to R. The subdifferential

of f(·) at x is defined by

∂f(x) := {v ∈ R
n : 〈v, y − x〉 ≤ f(y)− f(x) ∀y ∈ R

n}.
Proposition 2.13 (see [11, 36]). Let f(·) be a convex function from R

n to R.
Then

(1) f(·) is locally Lipschitz;
(2) ∂f(·) is maximal monotone and bounded on bounded sets;
(3) ∂f(·) is upper semicontinuous with nonempty, convex, and compact values.
Proposition 2.14 (Gronwall’s inequality). Let T > 0 be given and let b ∈

L1([t0, t0 + T ],R). Let the absolutely continuous function u : [t0, t0 + T ] → R satisfy

u̇(t) ≤ b(t)u(t), a.e t ∈ [t0, t0 + T ].

Then

u(t) ≤ u(t0)exp

(∫ t

t0

b(s)ds

)
∀ t ∈ [t0, t0 + T ].

Definition 2.15. Given 1 ≤ k, p ≤ ∞. A Sobolev space Wk,p([0, T ];Rn) is
defined by

Wk,p([0, T ];Rn)

:= {u ∈ Lp([0, T ];Rn) : u′, . . . , u(k) exist and belong to Lp([0, T ];Rn)},
where the derivatives u′, . . . , u(k) are understood in the weak sense.

3. Properties of the Lagrangian dynamics. In this section, some funda-
mental assumptions are made and crucial properties of the Lagrange dynamics are
recalled.

Assumption 3.1 (the inertia matrix).
(M1) M(q) is symmetric for all q ∈ R

n and there exist k1 > 0, k2 > 0 such that

k1In ≤ M(q) ≤ k2In,

i.e., for all q, x ∈ R
n, we have k1‖x‖2 ≤ 〈M(q)x, x〉 ≤ k2‖x‖2.

(M2) There exists k3 > 0 such that for all u, v, w ∈ R
n,

‖M(u)w −M(v)w‖ ≤ k3‖u− v‖‖w‖.
Assumption 3.2.

(C1) There exists k4 > 0 such that for all u, v ∈ R
n,

‖C(u, v)‖m ≤ k4‖v‖.
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(C2) For all t ≥ t0, we have

d

dt
(M(q(t))) = C(q(t), q̇(t)) + C(q(t), q̇(t))T .

In particular Assumption (C2) holds if C(q, q̇) is defined from the so-called
Christoffel’s symbols.

Assumption 3.3.

(HΦ) minx∈Rn Φ(x) = Φ(0) = 0.
(HC) The function h : Rn × R

n → R
n defined by h(x1, x2) = C(x1, x2)x2 is locally

Lipschitz.
(HF ) The function F (t, x1, x2) from R×R

n×R
n → R

n is continuous in t, uniformly
locally Lipschitz in x1, x2 (i.e., the Lipschitz constant is independent of t) and
bounded.

(HΦ,F ) There exists λ∗ > 0 such that for all t ≥ 0, x, y ∈ R
n, and 0 < λ ≤ λ∗ we

have

(3.1) 〈∇Φλ(y) + F (t, x, y), y〉 ≥ 0,

where Φλ(·) is the Moreau–Yosida approximation of Φ(·) for each λ > 0, i.e.,

Φλ(·) := inf
z∈Rn

{
Φ(z) +

1

2λ
‖z − ·‖2

}
.

(HV − i) V(·) is C1 and ∇V(·) is Lipschitz continuous on bounded sets.
(HV − ii) V(·) is bounded from below.
Remark 3.1. Assumptions (M1), (M2), (C1), (C2), (HC) are used for the design

of stabilizing controllers in robotics [7, 41]. They are typically used, together with
(HV − ii), to prove the dissipativity of the Lagrange dynamics [17]. The function
F (·) plays a role of perturbation force which is usually bounded by a constant. If
the system is not subject to disturbances, i.e., F (·) ≡ 0, the property (HΦ,F ) of
Assumption 3.3 naturally holds for all λ∗ > 0. This means that if the magnitude of
perturbation force is small enough, this property holds for a large class of function Φ.

The following lemma shows how to compute the Moreau–Yosida approximation
of the euclidean and 1-norm functions. This result will be used in Lemma 3.2 to give
some cases where the property (HΦ,F ) is satisfied.

Lemma 3.1. The following hold:

(i) If Φ(·) = ‖ · ‖, then Φλ(y) = ‖y‖2

2λ for ‖y‖ ≤ λ and Φλ(y) = ‖y‖ − λ
2 for

‖y‖ > λ.

(ii) If Φ(·) = ‖ · ‖1, then Φλ(y) =
‖y‖2

1

2λ for ‖y‖1 ≤ λ and Φλ(y) = ‖y‖1 − λ
2 for

‖y‖1 > λ.
Proof.
(i) For each y ∈ R

n, let Ry(z) := ‖z‖+ 1
2λ‖z − y‖2 = ‖z‖+ 1

2λ (‖z‖2 − 2〈z, y〉+
‖y‖2), z ∈ R

n. For ‖y‖ ≤ λ, we have ‖ 1
λ 〈z, y〉‖ ≤ ‖z‖. Hence, Ry(z) ≥ ‖y‖2

2λ

and Φλ(y) = Ry(0) = ‖y‖2

2λ . For ‖y‖ > λ, it is easy to see that Ry(z) ≥
1
2λ{‖z‖2− 2(‖y‖− λ)‖z‖+ ‖y‖2} = 1

2λ (‖z‖− ‖y‖+ λ)2 + ‖y‖− λ
2 ≥ ‖y‖− λ

2 .

Therefore Φλ(y) = Ry(z
′) = ‖y‖− λ

2 , where z
′ ∈ R

n satisfies 〈z′, y〉 = ‖z′‖‖y‖
and ‖z′‖+ λ = ‖y‖.

(ii) Let R1
y(z) := ‖z‖1 + 1

2λ‖z − y‖21 = |z1| + · · · + |zn| + 1
2λ(|z1 − y1| + · · · +

|zn − yn|)2. Since we want to minimize R1
y(z), we may consider z ∈ R

n,
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Fig. 3.1. Moreau–Yosida approximation of Φ(x) = |x|, x ∈ R.

which satisfies yizi ≥ 0, |zi| ≤ |yi| for i = 1, . . . , n (∗). Then R1
y(z) ≥

|z1|+ · · ·+ |zn|+ 1
2λ(|y1|−|z1|+ · · ·+ |yn|−|zn|)2 = ‖z‖1+ 1

2λ(‖y‖1−‖z‖1)2. If
‖y‖1 ≤ λ, then R1

y(z) ≥ ‖z‖1− ‖y‖1

λ ‖z‖1+ 1
2λ (‖y‖21+‖z‖21) ≥ ‖y‖2

1

2λ . Therefore,

Φλ(y) = R1
y(0) =

‖y‖2
1

2λ . If ‖y‖1 > λ, then R1
y(z) ≥ ‖z‖1 + 1

2λ(‖y‖1 −‖z‖1)2 =
1
2λ(‖z‖1−‖y‖1+λ)2+‖y‖1− λ

2 ≥ ‖y‖1− λ
2 . Hence, Φλ(y) = R1

y(z
′) = ‖y‖1− λ

2 ,
where z′ satisfies condition (∗) and ‖z′‖1 + λ = ‖y‖1.

Lemma 3.2. Let Φ(·) = c‖ · ‖ or Φ(·) = c‖ · ‖1, where c > 0. Then

if sup(t,x1)∈R×Rn ‖F (t, x1, ·)‖ ≤ cmin{1, ‖·‖λ′ } for some λ′ > 0, property (HΦ,F ) is
satisfied.

Proof. Let us choose λ∗ := λ′. First, we consider Φ(·) = c‖ · ‖. Then for
0 < λ ≤ λ∗, t ≥ 0, x ∈ R

n, ‖y‖ > λ, by using Lemma 3.1, we have 〈∇Φλ(y) +
F (t, x, y), y〉 = 〈 cy

‖y‖+F (t, x, y), y〉 ≥ c‖y‖−c‖y‖ = 0. In the case ‖y‖ ≤ λ, we also have

〈∇Φλ(y)+F (t, x, y), y〉 = 〈 cyλ +F (t, x, y), y〉 ≥ c‖y‖2

λ∗ − c‖y‖2

λ∗ = 0. If Φ(·) = c‖ · ‖1, the
computations can be done similarly. Indeed, for 0 < λ ≤ λ∗, t ≥ 0, x ∈ R

n, ‖y‖1 > λ,
we have 〈∇Φλ(y) + F (t, x, y), y〉 = c‖y‖1 + 〈F (t, x, y), y〉 ≥ c‖y‖1 − c‖y‖ ≥ 0. When

‖y‖1 ≤ λ, we obtain 〈∇Φλ(y) + F (t, x, y), y〉 =
c‖y‖2

1

λ + 〈F (t, x, y), y〉 ≥ c‖y‖2
1

λ∗ −
c‖y‖2

λ∗ ≥ 0.

In the scalar case, the Moreau–Yosida approximation is as depicted in Figure
3.1. One recovers the saturation function that is widely used in control applications.
Considering the Moreau–Yosida approximation associated with the euclidean norm
and 1-norm are interesting because it allows us to study in a systematic way the
extension of the saturation function toward codimension ≥ 2 switching surfaces.

Since M(q) is symmetric positive definite for all q, the matrix M−1(q) exists and
is also symmetric positive definite for all q. Moreover, we have the following lemma.

Lemma 3.3. For all q ∈ R
n,

1

k2
≤ ‖M−1(q)‖m ≤ 1

k1
,

where the norm here is the induced matrix norm.
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Proof. For all x ∈ R
n, we have

〈M−1(q)x, x〉 = xTM−1(q)x = xTM−1(q)M(q)M−1(q)x

= (M−1(q)x)TM(q)(M−1(q)x) ≥ k1‖M−1(q)x‖2

⇒ k1‖M−1(q)x‖2 ≤ 〈M−1(q)x, x〉 ≤ ‖M−1(q)x‖‖x‖
⇒ ‖M−1(q)x‖

‖x‖ ≤ 1

k1
⇒ ‖M−1(q)‖m ≤ 1

k1
.

Let x0 be an eigenvector of M−1(q) and ‖x0‖ = 1; we have

〈M−1(q)x0, x0〉 = ‖M−1(q)x0‖.
Then

‖M−1(q)x0‖ = 〈M−1(q)x0, x0〉 = (M−1(q)x0)
TM(q)(M−1(q)x0) ≤ k2‖M−1(q)x0‖2

⇒ ‖M−1(q)x0‖ ≥ 1

k2
⇒ ‖M−1(q)‖m = sup

‖x‖=1

‖M−1(q)x‖ ≥ 1

k2
.

The conclusion follows.
Lemma 3.4. There exists k5 > 0 such that for all u, v, w ∈ R

n, we have

‖M−1(u)w −M−1(v)w‖ ≤ k5||u− v||||w||.
Proof. We have

‖M−1(u)w −M−1(v)w‖ = ‖M−1(u)w −M−1(u)M(u)M−1(v)w‖
≤ ‖M−1(u)‖m.‖w −M(u)M−1(v)w‖ ≤ 1

k1
‖M(v)M−1(v)w −M(u)M−1(v)w‖

≤ k3
k1

‖u− v‖.‖M−1(v)w‖ ≤ k3
k21

‖u− v‖.‖w‖.

So we have the result with k5 = k3

k2
1
.

4. Existence of solutions. For any positive real number λ, we approximate
the differential inclusion (1.1) by the following differential equation:
(4.1)
M(qλ(t))q̈λ(t) + C(qλ(t), q̇λ(t))q̇λ(t) +∇V(qλ(t)) + F (t, qλ(t), q̇λ(t)) = −∇Φλ(q̇λ(t)),

where Φλ(·) denotes the Moreau–Yosida approximation (of index λ) of Φ(·). For all
λ > 0, we have Φλ(·) is C1 and ∇Φλ(·) is Lipschitz continuous with constant 1

λ .
Without loss of generality, we suppose from now that t0 = 0.

Lemma 4.1. Let Assumptions 3.1, 3.2, and 3.3 hold and 0 < λ ≤ λ∗ (λ∗ is
defined in Assumption 3.3). Then, for every (qλ0, q̇λ0) ∈ R

n×R
n, there exists a unique

maximal (classical) solution qλ : [0,+∞) → R
n satisfying (qλ(0), q̇λ(0)) = (q0, q̇0).

Proof. Let x1 = qλ, x2 = q̇λ and x = (xT
1 xT

2 )
T . We reduce (4.1) to the first order

ODE:

(4.2) ẋ = f(t, x),

where f : R× R
2n → R

2n and

(4.3) f(t, x) :=

(
x2

−M−1(x1)[∇Φλ(x2) +∇V(x1) + C(x1, x2)x2 + F (t, x1, x2)]

)
.
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Let g : R2n → R
n and

(4.4) g(x) = g(x1, x2) := −[∇Φλ(x2) +∇V(x1) + C(x1, x2)x2];

then g(·) is locally Lipschitz due to the assumptions (HC), (HV − i). Let

(4.5) G(x) = G(x1, x2) := M−1(x1)g(x).

We will prove that G(·) is also locally Lipschitz. In fact, for all x, y ∈ R
2n, we have

‖G(x)−G(y)‖ = ‖M−1(x1)g(x) −M−1(y1)g(y)‖ ≤ ‖M−1(x1)g(x) −M−1(y1)g(x)‖
+ ‖M−1(y1)g(x) −M−1(y1)g(y)‖

≤ k5‖x1 − y1‖‖g(x)‖+ ‖M−1(y1)‖m‖g(x)− g(y)‖
≤ k5‖x1 − y1‖‖g(x)‖+ 1

k1
‖g(x)− g(y)‖.

Therefore, G(·) is locally Lipschitz. Combining with the assumption (HF ), we obtain
that f(t, x) is continuous in t and locally Lipschitz in x. Then for given (qλ0, q̇λ0), there
exists uniquely a C1 local solution for (4.1), or equivalently (4.2) (Cauchy–Lipschitz
theorem). Let (qλ(t), q̇λ(t)) be the maximal solution defined on some interval [0, Tmax)
with 0 < Tmax ≤ +∞. Consider the energy function, which is the sum of the kinetic
energy and the (virtual) potential energy:

(4.6) V (qλ, q̇λ) :=
1

2
〈M(qλ)q̇λ, q̇λ〉+ V(qλ).

Then the derivative of V (·) along the trajectories of (4.1) is

V̇ (qλ(t), q̇λ(t)) =
1

2

〈
d

dt
(M(qλ(t)))q̇λ(t), q̇λ(t)

〉
+ 〈M(qλ(t))q̇λ(t), q̈λ(t)〉

+ 〈∇V(qλ(t)), q̇λ(t)〉

=
1

2

〈
d

dt
(M(qλ(t)))q̇λ(t), q̇λ(t)

〉
− 〈C(qλ, q̇λ)q̇λ +∇V(qλ) +∇Φλ(q̇λ)

+ F (t, qλ(t), q̇λ(t)), q̇λ(t)〉 + 〈∇V(qλ(t)), q̇λ(t)〉

=
1

2

〈[
d

dt
(M(qλ(t)))− 2C(qλ, q̇λ)

]
q̇λ(t), q̇λ(t)

〉
− 〈∇Φλ(q̇λ(t))

+ F (t, qλ(t), q̇λ(t)), q̇λ(t)〉
= −〈∇Φλ(q̇λ(t)) + F (t, qλ(t), q̇λ(t)), q̇λ(t)〉 ≤ 0

for almost all t ≥ 0, where Assumption 3.2 (C2) and Assumption 3.3 (HΦ,F ) are used.
Therefore for all t ≥ 0, from Assumption 3.1 (M1) and Assumption 3.3 (HV − ii), we
obtain

1

2
k1‖q̇λ(t)‖2 ≤ 1

2
〈M(qλ(t))q̇λ(t), q̇λ(t)〉 = V (qλ(t), q̇λ(t))− V(qλ)(t)(4.7)

≤ V (q0, q̇0)− inf V ,
which implies that q̇λ is bounded. Assuming that Tmax < +∞, we have

‖qλ(t)‖ ≤ ‖q0‖+ Tmax sup
t∈[0,Tmax)

‖q̇λ‖ < +∞.

Hence, (qλ(t), q̇λ(t)) is bounded on [0, Tmax). Our result follows by contradiction.
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Theorem 4.2. Let Assumptions 3.1, 3.2, and 3.3 hold. Then, for every (q0, q̇0) ∈
R

n × R
n, there exists a solution q : [0,+∞) → R

n of (1.1) in the following sense:
(a) q ∈ C1([0,+∞),Rn) ∩W2,∞([0, T ],Rn) for every T > 0.
(b) (1.1) is satisfied for a.e. t ∈ [0,+∞).
(c) q(0) = q0 and q̇(0) = q̇0.
Proof. Consider λ ∈ [0, λ∗]. From (4.7), we have

(4.8) (q̇λ) is uniformly bounded in L∞([0,+∞),Rn).

Fix T > 0. From qλ(t) = q0 +
∫ t

0 q̇λ(s)ds we obtain

(4.9) (qλ) is uniformly bounded in L∞([0,T],Rn).

Because ∇V(·) is bounded on bounded sets, we deduce

(4.10) (∇V(qλ)) is uniformly bounded in L∞([0,T],Rn).

Furthermore, from Assumption 3.2 (C1) , we have ‖C(qλ(t), q̇λ(t))q̇λ(t)‖ ≤ k4‖q̇λ(t)‖2,
which implies

(4.11) (C(qλ(t), q̇λ)q̇λ) is uniformly bounded in L∞([0,T],Rn).

Finally, it is classical that for all x ∈ R
n, ‖∇Φλ(x)‖ ≤ ‖m(∂Φ(x))‖, where m(∂Φ(x))

is the element of minimal norm. Hence, ‖∇Φλ(q̇λ)‖ ≤ ‖m(∂Φ(q̇λ))‖. Note that since
∂Φ(·) is bounded on bounded sets, we obtain

(4.12) (∇Φλ(q̇λ)) is uniformly bounded in L∞([0,T],Rn).

From (1.1) and Assumption 3.3 (HF ), we have

(4.13) (q̈λ) is uniformly bounded in L∞([0,T],Rn).

Then there exists a function q ∈ C1([0, T ],Rn)∩W2,+∞([0, T ],Rn) and a subsequence
of (qλ), still denoted by (qλ) such that qλ(·), q̇λ(·) converge uniformly to q(·), q̇(·), re-
spectively, and q̈λ(·) converges to q̈(·) for the topology σ(L∞([0, T ],Rn), L1([0, T ],Rn))
(see [1]). We prove that q(·) satisfies (1.1) for a.e. t on [0, T ]. With the same arguments
as in [1], it is sufficient to prove that

M(qλ)q̈λ+C(qλ, q̇λ)q̇λ+∇V(qλ)+F (·, qλ, q̇λ) → M(q)q̈+C(q, q̇)q̇+∇V(q)+F (·, q, q̇)

for the topology σ(L∞, L1).

Since qλ → q uniformly and∇V(·) is Lipschitz continuous on the bounded sets, we
have ∇V(qλ) → ∇V(q) uniformly in C([0, T ],Rn). From Assumption 3.3 (HC), (HF )
and the fact that qλ → q, q̇λ → q̇, we obtain that C(qλ, q̇λ)q̇λ+F (·, qλ, q̇λ) converges to
C(q, q̇)q̇ + F (·, q, q̇) uniformly. Finally, we will check that M(qλ)q̈λ weakly converges
to M(q)q̈ in the σ(L∞, L1) sense. Note that from Assumption 3.1 (M1)

‖M(q(t))q̈(t)‖ ≤ ‖M(q(t))‖m‖q̈(t)‖ ≤ k2‖q̈(t)‖,

which means M(q)q̈ ∈ L∞([0, T ],Rn). Similarly, we have M(qλ)q̈λ ∈ L∞([0, T ],Rn).
For every ϕ ∈ L1([0, T ],Rn) we have M(q)ϕ ∈ L1([0, T ],Rn) and
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∣∣∣∣∣
∫ T

0

〈M(qλ(t))q̈λ(t)−M(q)(t)q̈(t), ϕ(t)〉dt
∣∣∣∣∣

≤
∣∣∣∣∣
∫ T

0

〈[M(qλ(t))−M(q(t))]q̈λ(t), ϕ(t)〉d
∣∣∣∣∣ +

∣∣∣∣∣
∫ T

0

〈M(q(t))(q̈λ(t)− q̈(t)), ϕ(t)〉dt
∣∣∣∣∣

≤ k3

∫ T

0

‖qλ(t)− q(t)‖‖q̈λ(t)‖‖ϕ(t)‖dt+
∣∣∣∣∣
∫ T

0

〈(q̈λ(t)− q̈(t)),M(q(t))ϕ(t)〉dt
∣∣∣∣∣ → 0

when λ → 0 since q̈λ converges weakly to q̈ and qλ converges to q uniformly. Hence,
M(qλ)q̈λ converges weakly to M(q)q̈. Hence, we obtain M(qλ)q̈λ + C(qλ, q̇λ)q̇λ +
∇V(qλ) + F (·, qλ, q̇λ) converges weakly to M(q)q̈ + C(q, q̇)q̇ + ∇V(q) + F (·, q, q̇) in
the σ(L∞, L1) sense. Since T > 0 can be chosen arbitrarily, we have proved the
theorem.

5. Uniqueness of solutions. Let us start with a result which relies on the
assumption that the matrixM−1(q) does not destroy the monotonicity of the operator
∂Φ(·).

Theorem 5.1. Let Assumptions 3.1, 3.2, and 3.3 hold. Moreover, assume that
for all m, p ∈ R

n, there exist ε > 0, γ > 0 such that for all p1, p2 ∈ Bε(p), we have

(5.1) 〈M−1(m)(p∗1 − p∗2), p1 − p2〉 ≥ −γ‖p1 − p2‖2 ∀p∗1 ∈ ∂Φ(p1) ∀p∗2 ∈ ∂Φ(p2).

Then (1.1) has a unique solution in the sense of Theorem 4.2.
Proof. For arbitrary T > 0, suppose that (q1(·), q̇1(·)), (q2(·), q̇1(·)) are two

solutions of (1.1) on [0, T ] with the same initial conditions. Let zi :=
(
qTi q̇Ti

)T
for

i = 1, 2; then z1(·) and z2(·) are two solutions of the differential inclusion,

(5.2) ẋ(t) +A(t, x(t)) ∈ −B(x(t)),

where x = (xT
1 xT

2 )
T , B(x) :=

(
0

M−1(x1)∂Φ(x2)

)
and

A(t, x) :=

( −x2

M−1(x1)[∇V(x1) + C(x1, x2)x2 + F (t, x1, x2)]

)
.

As we know, A(t, x) is continuous in t and uniformly locally Lipschitz in x. We
now prove that B(·) is locally hypomonotone. Indeed, for all m, p ∈ R

2n,m =
(mT

1 mT
2 )

T , p = (pT1 pT2 )
T ,m∗

2 ∈ ∂Φ(m2), p
∗
2 ∈ ∂Φ(p2) we have

〈M−1(m1)m
∗
2 −M−1(p1)p

∗
2,m2 − p2〉

= 〈M−1(m1)(m
∗
2 − p∗2),m2 − p2〉+ 〈(M−1(m1)−M−1(p1))p

∗
2,m2 − p2〉

≥ −γ‖m2 − p2‖2 − k5‖p∗2‖‖m1 − p1‖‖m2 − p2‖,
where (5.1) has been used to obtain the first inequality. Therefore B(·) is locally
hypomonotone due to the boundedness of ∂Φ(·) on bounded sets. Then, there exists
a σ > 0 such that A(t, ·) is uniformly Lipschitz with constant l1 > 0 and B(·) is
hypomonotone with constant l2 > 0 in Bσ(z0), where z0 = (qT0 q̇T0 )

T . Due to the
continuity of z1(·), z2(·), there exists a T0 such that 0 < T0 < T and z1(t), z2(t) ∈
Bσ(z0) for all t ∈ [0, T0]. For almost all t ∈ [0, T0], we have

〈ż1(t)− ż2(t) +A(t, z1(t))−A(t, z2(t)), z1(t)− z2(t)〉 ≤ l2‖z1(t)− z2(t)‖2,
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which implies

1

2

d

dt
‖z1(t)− z2(t)‖2 ≤ 〈A(t, z2(t)) −A(t, z1(t)), z1(t)− z2(t)〉 + l2‖z1(t)− z2(t)‖2

≤ (l1 + l2)‖z1(t)− z2(t)‖2 = l‖z1(t)− z2(t)‖2,
where l = l1 + l2. By Gronwall’s inequality, we have ‖z1(t) − z2(t)‖2 ≤ 0 for all
t ∈ [0, T0] or z1(t) = z2(t) for all t ∈ [0, T0]. Now, we suppose there exists t1 ∈ [0, T )
such that z1(t1) �= z2(t1). Let

E := {t ∈ [0, t1] : z1(t) �= z2(t)}.
Since t1 ∈ E and E is bounded from below, there exists α = inf E, where α ∈ (t0, t1]
and for all t ∈ [t0, α) : z1(t) = z2(t). By the continuity of z1(·) and z2(·), we
have z1(α) = z2(α), which implies that α < t1. With the same argument as above,
there exists a neighborhood of α such that z1(·) ≡ z2(·). This is a contradiction. So
z1(·) ≡ z2(·) on [0, T ] and hence, q1(·) ≡ q2(·) on [0, T ].

The following propositions give some cases where M(q) and Φ(·) are such that
(5.1) is satisfied.

Proposition 5.2. Suppose that for each q ∈ R
n, M(q) is a positive definite

diagonal matrix and Φ(q) = Φ1(q1) + · · · + Φn(qn), where Φi : R → R is a convex
function, i = 1, . . . , n. Then (5.1) holds.

Proof. Let x, y, z ∈ R
n and y∗ ∈ ∂Φ(y), z∗ ∈ ∂Φ(z). Suppose that M−1(x) =

diag(k1(x), . . . , kn(x)), where ki(x) > 0, i = 1, 2, . . . , n. Then, we obtain

〈M−1(x)(y∗ − z∗), y − z〉
= k1(x)(y

∗
1 − z∗1).(y1 − z1) + · · ·+ kn(x)(y

∗
n − z∗n).(yn − zn) ≥ 0,

where y∗i ∈ ∂Φi(yi), z
∗
i ∈ ∂Φi(zi), i = 1, 2, . . . , n.

Proposition 5.3. Suppose that for each q = (q1 q2 . . . qn)
T ∈ R

n,

(1) M(q) =
(
M1(q) 0

0 M2(q)

)
, where M1(q) ∈ R

m×m, and M2(q) ∈ R
p×p is a posi-

tive definite diagonal matrix, n = m+ p.
(2) Φ(q) = Φm+1(qm+1) + · · ·+Φn(qn), where Φi : R → R is a convex function,

i = m+ 1, . . . , n. Then the condition (5.1) is satisfied.
Proof. Let x, y, z ∈ R

n and y∗ ∈ ∂Φ(y), z∗ ∈ ∂Φ(z). Assume that M−1
2 (x) =

diag(km+1(x), . . . , kn(x)), where ki(x) > 0, i = m+ 1, . . . , n. Then, we have

〈M−1(x)(y∗ − z∗), y − z〉
= km+1(x)(y

∗
m+1 − z∗m+1).(ym+1 − zm+1) + · · ·+ kn(x)(y

∗
n − z∗n).(yn − zn) ≥ 0,

where y∗i ∈ ∂Φi(yi), z
∗
i ∈ ∂Φi(zi), i = m+ 1, . . . , n.

Remark 5.1.

(i) We also have the uniqueness result if we replace assumption (2) in Proposition
5.3 by the following:

(2′) Φ(q) = Ψ(q1, . . . , qm) + Φm+1(qm+1) + · · · + Φn(qn), where Φi : R → R is
a convex function, i = m + 1, . . . , n, Ψ ∈ C1(Rm;R) is convex, and ∇Ψ is
locally Lipschitz.
Indeed, we can put the term ∇Ψ(·) into A(·) and the new function A(·) is
still locally Lipschitz (in x).

(ii) If M is a constant matrix, then the change of coordinates that has been used

in [2, 14, 15, 16] can be used to prove the uniqueness by setting z = M
1
2 q

and ϕ(·) = Φ ◦M− 1
2 (·).
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Let us note that other results for the uniqueness of solutions exist, like Filippov’s
criterion for codimension one attractive surfaces [20]. Filippov’s criterion may apply
to (1.1) for specific choices of Φ(·), for example, Φ(·) = |DT ◦ ·|, as in the following
proposition. This result shows the link between our development and the sliding mode
in control.

Proposition 5.4. If for all y ∈ R
n, Φ(y) = |DT y|, where D �= 0 is a vector in

R
n, then for any initial condition, the solution of (1.1) in the sense of Theorem 4.2

is unique.
Proof. It is easy to compute that ∂Φ(y) = DSign(DT y). Let h : R2n → R, h(x) =

DTx2, where x = (xT
1 xT

2 )
T and

(5.3)
Σ := {x ∈ R

2n : h(x) = 0}, S− := {x ∈ R
2n : h(x) < 0}, S+ := {x ∈ R

2n : h(x) > 0}.
Then (1.1) is equivalent to the first order system

(5.4) ẋ ∈ Γ(x, t) :=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Γ−(x, t) if x ∈ S−,

co{Γ−(x, t),Γ+(x, t)} if x ∈ Σ,

Γ+(x, t) if x ∈ S+,

where Γ−,Γ+ : R2n+1 → R are defined by

Γ−(x, t) :=
(

x2

−M−1(x1)[∇V(x1) + C(x1, x2)x2 + F (t, x1, x2)−D]

)

and

Γ+(x, t) :=

(
x2

−M−1(x1)[∇V(x1) + C(x1, x2)x2 + F (t, x1, x2) +D]

)
.

Note that for such a system, our solutions (in the sense of Theorem 4.2) and Filip-
pov’s solutions coincide. Indeed, if (y(·) ẏ(·)) is a solution of (5.4) in the sense of
Theorem 4.2, then (y(·) ẏ(·)) is absolutely continuous and satisfies (5.4) for a.e. t ≥ 0.
Therefore, it is also a Filippov solution. Inversely, let (y(·) ẏ(·)) be a Filippov solution
of (5.4). Then y ∈ C1([0,+∞),Rn) and (y(·) ẏ(·)) is bounded on [0, T ] for all T > 0.
From (5.4), we have ÿ(·) is bounded a.e. on [0, T ]. Hence (y(·) ẏ(·)) is a solution of
(5.4) in the sense of Theorem 4.2.

Let n := ∇h =
(
0
D

)
and

Γ−
n (x, t) := 〈Γ−(x, t), n〉

= 〈−M−1(x1)[∇V(x1) + C(x1, x2)x2 + F (t, x1, x2)], D〉+ 〈M−1(x1)D,D〉,
Γ+
n (x, t) := 〈Γ−(x, t), n〉

= 〈−M−1(x1)[∇V(x1) + C(x1, x2)x2 + F (t, x1, x2)], D〉 − 〈M−1(x1)D,D〉.
Then

(5.5) Γ−
n (x, t)− Γ+

n (x, t) = 2〈M−1(x1)D,D〉 > 0.

From Theorem 2 in [20, p. 110], uniqueness of solutions follows.
Remark 5.2. Let us note that in general for switching surfaces of codimension ≥ 2,

Filippov’s differential inclusions do not have unique solutions, even if the switching
surface is attractive. Example of nonuniqueness with codimension 2 attractive surface
can be found in [27]. Our study of uniqueness makes sense if one is interested in this
property.
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6. Stability analysis. In this section, the Lyapunov stability of equilibria and
attractivity of the equilibrium set of (1.1) are investigated. It is remarkable that from
here, we do not need the uniqueness of solutions. We make the following assumption
through this section and the next one.

Assumption 6.1.

(6.1) F (t, x1, x2) ≡ F (x1, x2), (t, x1, x2) ∈ R× R
n × R

n.

The equilibrium set W of (1.1) is given by

(6.2) W := {s ∈ R
n : ∇V(s) + F (s, 0) ∈ −∂Φ(0)}.

Assumption 6.2.

(6.3) ∇V(0) + F (0, 0) ∈ −∂Φ(0).

Then, we have 0 ∈ W . We reduce (1.1) into the first order differential inclusion,

(6.4) ẋ(t) ∈ F(x(t)),

where x = (xT
1 xT

2 )
T and

(6.5) F(x) :=

(
x2

−M−1(x1)[∇V(x1) + C(x1, x2)x2 + ∂Φ(x2) + F (x1, x2)]

)
.

It is easy to check that

Y = W × {0},(6.6)

where Y is the set of stationary solutions of (6.4). Let us recall some definitions about
the stability of an equilibrium point in the sense of Lyapunov. For x0 ∈ R

n, denote
x(t;x0) by a solution of (6.4) satisfying the initial condition x(0) = x0.

Definition 6.1. The equilibrium point x = 0 is said to be stable if

∀ε > 0, ∃δ(ε) > 0 such that ∀x0 ∈ R
2n and ‖x0‖ ≤ δ(ε) ⇒ ‖x(t;x0)‖ ≤ ε ∀t ≥ 0.

Definition 6.2. The equilibrium point x = 0 is said to be attractive if

∃δ > 0 such that ∀x0 ∈ R
2n and ‖x0‖ ≤ δ ⇒ lim

t→∞ ‖x(t;x0)‖ = 0.

If this is true for all x0 ∈ R
2n, then x = 0 is said to be globally attractive.

The next result is an extension of the Lagrange–Dirichlet theorem of mechanics
(also called the Lejeune–Dirichlet theorem), where V(q) is the potential energy, while
∂Φ(q̇) is the dissipation term.

Assumption 6.3.

(a) There exists an α ≥ 0 such that

(6.7) Φ(·) ≥ α‖ · ‖ and sup
(x1,x2)∈×Rn×Rn

‖F (x1, x2)‖ ≤ α.

(b) There exist α > β ≥ 0 such that

(6.8) Φ(·) ≥ α‖ · ‖ and sup
(x1,x2)∈×Rn×Rn

‖F (x1, x2)‖ ≤ β.
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Remark 6.1. If F ≡ 0, then α = 0 and Assumption 6.3(a) holds. Note that the
condition 0 ∈ int(∂Φ(0)) is equivalent to Φ(·) ≥ α‖ · ‖ for some α > 0 (see [1]).

Theorem 6.3 (stability). Let the assumptions of Theorem 4.2 and Assump-
tions 6.1, 6.2, and 6.3 hold. Suppose that V(·) is locally positive definite. Then the
origin of the system (6.4) is stable.

Proof. Consider the Lyapunov function V : R2n → R defined by

V (x) :=
1

2
〈M(x1)x2, x2〉+ V(x1).(6.9)

Then V (·) is differentiable and locally positive definite. We prove that the derivative
of V (·) along the trajectories of the system is nonpositive. Indeed, for almost all t ≥ 0,
we have

V̇ (x(t)) =
d

dt
(V ◦ x(t))

=
1

2

〈
d

dt
(M(x1(t)))x2(t), x2(t)

〉
+ 〈x2(t),M(x1(t))ẋ2(t)〉+ 〈∇V(x1(t)), ẋ1(t)〉

=
1

2

〈
d

dt
(M(x1(t)))x2(t), x2(t)

〉
− 〈C(x1(t), x2(t))x2(t) +∇V(x1(t)) + F (x1(t), x2(t))

+ ω(t), x2(t)〉 + 〈∇V(x1(t)), x2(t)〉
=

〈
1

2

[〈
d

dt
(M(x1(t))) − 2C(x1(t), x2(t))

]
x2(t), x2(t)

〉
− 〈ω(t) + F (x1(t), x2(t)), x2(t)〉

= 〈ω(t) + F (x1(t), x2(t)),−x2(t)〉 ≤ Φ(0)− Φ(x2(t)) + α‖x2(t)‖ ≤ 0

for some ω(t) ∈ ∂Φ(x2(t)) and where Assumption 6.3(a) and the skew-symmetry
property (C2) of Assumption 3.2 have been used. Next, we prove that x = 0 is stable.
Since V (·) is locally positive definite, there exist h > 0 and a strictly increasing
function ρ(·) ∈ C(R+;R) with ρ(0) = 0 such that

V (x) ≥ ρ(‖x‖) ∀ x ∈ Bh.

Without loss of generality, let 0 < ε < h and let c = ρ(ε). Because V (·) is locally
positive definite, there exists η > 0 such that Bη ⊂ Ω◦

c = {x ∈ R
2n : V (x) < c}. Let

δ = min{ε, η}. Let x0 ∈ Bδ and let x(t;x0) be a solution of (6.4) satisfying the initial
condition x(0;x0) = x0. Suppose that there exists t1 ≥ t0 such that ‖x(t1;x0)‖ ≥ ε.
Since x(·;x0) is continuous, we may find some t∗ satisfying ‖x(t∗;x0)‖ = ε. Then

V (x(t∗;x0)) ≥ ρ(‖x(t∗;x0)‖) = ρ(ε).

On the other hand, V (·) is decreasing along the trajectory, and we have

V (x(t∗;x0)) ≤ V (x0) < c = ρ(ε).

Our proof is finished by contradiction.
In the rest of this section, we will generalize the Krasovskii–LaSalle invariance

principle to prove the asymptotic stability of the equilibrium set. First, we recall
some definitions and properties. Let x0 ∈ R

2n and ψ(t;x0) be a solution of (6.4),
denote the orbit of ψ by

γ(ψ) := {ψ(t;x0) : t ≥ 0} ⊂ R
2n,

and denote the limit set of ψ by

Λ(ψ) := {p ∈ R
2n : ∃{ti}, ti → ∞ as i → ∞ and ψ(ti;x0) → p}.
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A set S ∈ R
2n is said to be weakly invariant if and only if for x0 ∈ S, there exists a

solution of (6.4) starting at x0 contained in S. It is said to be invariant if and only if
for x0 ∈ S, all solutions of (6.4) starting at x0 are contained in S.

Remark 6.2. The following properties are classical (see [2])
(i) If γ(ψ) is bounded, then Λ(ψ) �= ∅ and

lim
t→∞ d(ψ(t;x0),Λ(ψ)) = 0.

(ii) The set of stationary solutions Y is weakly invariant. In fact, if x0 ∈ Y, then
the solution ψ(t;x0) = x0, t ≥ t0, is contained in Y.

(iii) It is known that when F(·) is upper semicontinuous with nonempty, convex,
compact values and ψ(t;x0) is a solution of (6.4), then its limit set Λ(ψ) is
weakly invariant [9].

Lemma 6.4. The function F(·) defined in (6.5) is upper semicontinuous with
nonempty, convex, compact values.

Proof. The subdifferential ∂Φ(·) is upper semicontinuous with nonempty, convex,
compact values (Proposition 2.13). Therefore, particularly for all x ∈ R

2n, F(x) is
nonempty, convex, and compact. It remains to prove that F(·) is upper semicontinu-
ous. Since the mapping

x →
(

x2

M−1(x1)[∇V(x1) + C(x1, x2)x2 + F (x1, x2)]

)

is continuous, it is sufficient to prove that the mapping

F ′ : x → M−1(x1)∂Φ(x2)

is upper semicontinuous due to Proposition 2.10. Note that ∂Φ(·) is also bounded
on bounded sets, so F ′(·) is bounded in a neighborhood of each point x ∈ R

2n. By
Proposition 2.11, it is equivalent to prove that the graph of F ′(·) is closed. Let
(yn) ⊂ R

n and (xn) = (xT
1n xT

2n)
T ⊂ R

2n be two sequences such that yn → y,
xn → x = (xT

1 xT
2 )

T , and yn ∈ F ′(xn) = M−1(x1n)∂Φ(x2n). Then for all n ≥ 1, we
have M(x1n)yn ∈ ∂Φ(x2n). Since

‖M(x1n)yn −M(x1)y‖ ≤ ‖M(x1n)yn −M(x1n)y‖+ ‖M(x1n)y −M(x1)y‖
≤ k2‖yn − y‖+ k3‖x1n − x1‖.‖y‖,

where k2, k3 are two constants defined in Assumption 3.1, we obtain thatM(x1n)yn →
M(x1)y. Moreover, x2n → x2 and the graph of ∂Φ(·) is closed, and it results that
M(x1)y ∈ ∂Φ(x2), i.e., y ∈ M−1(x1)∂Φ(x2) = F ′(x). Therefore, the graph of F ′(·) is
closed and the result follows.

Lemma 6.5. Let the assumptions of Theorem 4.2 and Assumption 6.3(a) hold.
Let Ω be a compact invariant subset of R2n. Denote

ZΩ := {x = (xT
1 xT

2 )
T ∈ Ω : ∃ ω ∈ ∂Φ(x2) such that 〈ω + F (x1, x2), x2〉 = 0}.

Let M be the largest weakly invariant set in the closure of ZΩ. For each x0 ∈ Ω, let
ψ(t;x0) be a solution of (6.4). Then, we have

lim
t→∞ d(ψ(t;x0),M) = 0.

Proof. Since x0 ∈ Ω and Ω is invariant, we have γ(ψ) ⊂ Ω. Then γ(ψ) is bounded
and
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lim
t→∞ d(ψ(t;x0),Λ(ψ)) = 0.

It is enough to prove that Λ(ψ) ⊂ Z̄Ω. Let us consider V (·) as in (6.9). Note that
the function V (·) is C1; hence it is bounded on the compact set Ω. Furthermore,
since V (ψ(t;x0)) is decreasing with respect to t, there exists a number k such that
limt→∞ V (ψ(t;x0)) = k. For each p ∈ Λ(ψ), there exist {ti}, ti → ∞ as i → ∞ and
ψ(ti;x0) → p. Then V (p) = k due to the continuity of V (·). Hence V (p) = k for all
p ∈ Λ(ψ). Let z ∈ Λ(ψ). Since Λ(ψ) is weakly invariant, there exists a solution φ(t; z)
of (6.4) lying in Λ(ψ). Therefore,

V (φ(t; z)) = k

for all t ≥ 0, which implies

0 = V̇ (φ(t; z)) = −〈ω(t) + F (φ1(t; z), φ2(t; z)), φ2(t; z)〉
for almost all t ≥ 0, where ω(t) ∈ ∂Φ(φ2(t; z)) and φ(t) = (φT

1 (t) φT
2 (t))

T . Hence, we
have

φ(t; z) ∈ ZΩ

for almost all t ≥ 0. Since φ(·; t0, z) is continuous, we obtain

z = φ(0; z) ∈ Z̄Ω,

and the result follows.
Remark 6.3. Since ZΩ ⊂ Z := {x = (xT

1 xT
2 )

T ∈ R
2n : ∃ ω ∈ ∂Φ(x2) such that

〈x2, ω〉 = 0}, the conclusion is clearly true for Z instead of ZΩ.
Theorem 6.6 (attractivity). Let the assumptions of Theorem 4.2 hold. Further-

more, suppose the following:
(i) Assumption 6.3(b) holds.
(ii) V(·) is radially unbounded. Then, for given ψ0 = (qT0 q̇T0 )

T ∈ R
2n, if ψ(t;x0) =

(q(t; q0, q̇0)
T q̇(t; q0, q̇0)

T )T is a solution of (6.4), we have

(6.10) lim
t→∞ d(ψ(t;x0),Y) = 0,

or equivalently

lim
t→∞ d(q(t; q0, q̇0),W) = 0 and lim

t→∞ q̇(t; q0, q̇0) = 0,(6.11)

where W and Y are defined in (6.2) and (6.6), respectively.
Proof. Consider the same Lyapunov function as in Theorem 6.3; then
(1) V ∈ C1(Rn,R),
(2) V (·) is bounded from below,
(3) V (·) is radially unbounded,
(4) V (·) is decreasing along the trajectories since the orbital derivative

V̇ (x(t)) = 〈−x2(t), ω(t) + F (x1(t), x2(t))〉(6.12)

≤ Φ(0)− Φ(x2(t)) + β‖x2(t)‖ ≤ −(α− β)‖x2(t)‖ ≤ 0,

where ω(t) ∈ ∂Φ(x2(t)) due to assumption (i). We have V̇ (x) = 0 if and only
if x2 = 0.
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For given x0 = (qT0 q̇T0 )
T ∈ R

2n, let Ω = {x ∈ R
2n : V (x) ≤ V (x0)}. Then

Ω is a nonempty, compact subset of R2n. Moreover, for z ∈ Ω and φ(t; z) is
a solution of (6.4), we have for all t ≥ 0, V (φ(t; z)) ≤ V (φ(0; z)) = V (z) ≤
V (x0), which implies φ(t; z) ∈ Ω for all t ≥ 0. Hence Ω is invariant and
x0 ∈ Ω. Note that

Z = {x = (xT
1 xT

2 )
T ∈ R

2n : ∃ ω ∈ ∂Φ(x2) such that(6.13)

〈ω + F (x1, x2), x2〉 = 0}
= R

n × {0},
where the last equality is obtained using assumption (i) of the theorem. In
fact, we have 0 = 〈ω + F (x1, x2), x2〉 ≥ Φ(x2) − Φ(0) + 〈F (x1, x2), x2〉 ≥
(α − β)‖x2‖ ≥ 0, which implies that x2 = 0. Let M be the largest weakly
invariant set in Z̄ ≡ Z. Then by Lemma 6.5 we have

lim
t→∞ d(ψ(t;x0),M) = 0.

We recall that the set Y of stationary solutions of (6.4) is weakly invariant
and Y = W × {0}. Hence, Y is a weakly invariant subset of Z. We now
prove that Y ≡ M. Indeed, let D be a weakly invariant set in Z and take
z = (zT1 zT2 )

T ∈ D. Then there exists a solution θ(t; , z) lying in D and for
almost all t ≥ 0:

(6.14)

⎧⎨
⎩
θ̇1(t; z) = θ2(t; z),

θ̇2(t; z) +M−1(θ1(t; z))[C(θ1(t; z), θ2(t; z))θ2(t; z) +∇V(θ1(t; z))
+F (θ1(t; z), θ2(t; z))] ∈ −M−1(θ1(t; z))∂Φ(θ2(t; z)).

Since the orbit γ(θ) ⊂ D ⊂ Z, we infer from (6.14) that θ2(t; z) = 0 for all
t ≥ 0. Hence, z2 = 0, θ1(t; z) ≡ θ1(0; z) = z1 and V(z1) + F (z1, 0) ∈ −∂Φ(0).
This means that z ∈ Y, which leads to D ⊂ Y. Therefore, Y is the largest
weakly invariant set in Z and

lim
t→∞ d(ψ(t;x0),Y) = 0,

or equivalently

lim
t→∞ d(q(t; q0, q̇0),W) = 0 and lim

t→∞ q̇(t; q0, q̇0) = 0.

7. Finite-time convergence. In this section, the finite-time convergence of
trajectories toward the equilibrium point is investigated. This property is, besides
the robustness, a crucial feature of discontinuous and sliding mode controllers systems
[40, 44, 47].

Theorem 7.1. Let Assumptions 3.1, 3.2, 3.3, 6.1, and 6.3(b) hold and let
(q(·), q̇(·)) be a solution of the system (1.1). The energy function is given by V (q, q̇) =
1
2 〈M(q)q̇, q̇〉+ V(q). Suppose that V(·) is radially unbounded. Then

(i) q̇ ∈ L∞([0,+∞),Rn);
(ii) q̇ ∈ L1([0,+∞),Rn) and hence q∞ = limt→∞ q(t) exists, and furthermore,

we have limt→∞ q̇(t) = 0;
(iii) the limit point q∞ satisfies

(7.1) ∇V(q∞) + F (q∞, 0) ∈ −∂Φ(0),

i.e., q∞ is an equilibrium point of (1.1).
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Proof.
(i) Differentiating V (·) along the system’s trajectories as in the proof of Theorem

6.3, we have for a.e. t ≥ 0,

(7.2) V̇ (q(t), q̇(t)) ≤ Φ(0)− Φ(q̇(t)) + β‖q̇(t)‖ ≤ −(α− β)‖q̇(t)‖ ≤ 0.

We have 1
2k1‖q̇(t)‖2 ≤ V (q(t), q̇(t)) − V(q(t)) ≤ V (q0, q̇0) − inf V . So q̇ ∈

L∞([0,+∞),Rn).
(ii) Next, we integrate inequality (7.2) between 0 and t, which yields

(α− β)

∫ t

0

‖q̇(s)‖ds ≤ V (q0, q̇0)− V (q(t), q̇(t)) ≤ V (q0, q̇0)− inf V .

Let t → +∞; it follows that q̇ ∈ L1([0,+∞),Rn).
From V(q(t)) ≤ V (q(t), q̇(t)) ≤ V (q0, q̇0) < ∞, and the radial unboundedness
of V(·), we have q ∈ L∞([0,+∞),Rn). Then ∇V(q) is bounded due to the
boundedness of ∇V(·) on bounded sets (see Assumption 3.3). Since the map
q̇(·) is bounded and ∂Φ(·) is bounded on bounded sets (see Proposition 2.13),
we have that ∂Φ(q̇) is bounded. Furthermore, from (C1) of Assumption 3.2,
we have ‖C(q, q̇)q̇‖ ≤ k4‖q̇‖2, which implies that C(q, q̇)q̇ is also bounded.
Note that F (·, q, q̇) is also bounded. Therefore, q̈ is bounded and hence q̇ is
Lipschitz continuous. This combined with the fact that q̇ ∈ L1([0,+∞),Rn)
classically implies that limt→∞ q̇(t) = 0, see, e.g., [17, section 4.3].

(iii) Assume that ∇V(q∞) + F (q∞, 0) /∈ −∂Φ(0) or, equivalently, 0 /∈ Σ0 := {z ∈
R

n : z ∈ ∂Φ(0) + ∇V(q∞) + F (q∞, 0)}. Then, the convex compact set {0}
and the closed convex set Σ0 can be separated strictly by a hyperplane (see,
for instance, Corollary 11.4.2, in [37]). It means that there exist v ∈ R

n and
k > 0 such that

〈p+∇V(q∞) + F (q∞, 0), v〉 > k(7.3)

for all p ∈ ∂Φ(0). Then there exists t′ ≥ 0 such that

〈q̇∗(t) +∇V(q(t)) + F (q(t), q̇(t)), v〉 > k(7.4)

for all t ≥ t′, q̇∗(t) ∈ ∂Φ(q̇(t)). Indeed, suppose the contrary; then there exist
sequences (wn), (tn) such that tn → +∞, wn ∈ ∂Φ(q̇(tn)) and

〈wn +∇V(q(tn)) + F (q(tn), q̇(tn)), v〉 ≤ k

for all n ≥ 1. The sequence (wn) is bounded since the set-valued mapping
∂Φ(·) is bounded on bounded sets. Therefore, there exists w ∈ R

n and a
subsequence of (wn), still denoted by (wn) such that wn → w. Furthermore,
q̇(tn) → 0 and the graph of ∂Φ(·) is closed in R

n × R
n; we obtain that

w ∈ ∂Φ(0). In addition to the assumptions on ∇V(·) and F (·), we have

〈w +∇V(q∞) + F (q∞, 0), v〉 ≤ k,

which is a contradiction to (7.3).
From (7.4), we have

〈−M(q(t))q̈(t)− C(q(t), q̇(t))q̇(t), v〉 > k ∀ t ≥ t′,(7.5)

⇒ k(t− t′) <
∫ t

t′
〈−M(q(s))q̈(s)− C(q(s), q̇(s))q̇(s), v〉ds.(7.6)
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Note that

d

dt
(M(q(t))q̇(t)) = M(q(t))q̈(t) +

d

dt
(M(q(t)))q̇(t)

= M(q(t))q̈(t) + [C(q(t), q̇(t)) + C(q(t), q̇(t))T ]q̇(t)

⇒ M(q(t))q̈(t) + C(q(t), q̇(t))q̇(t) =
d

dt
(M(q(t))q̇(t))− C(q(t), q̇(t))T q̇(t),

where we used (C2) of Assumption 3.2. Therefore, we have∣∣∣∣
∫ t

t′
〈−M(q(s))q̈(s)− C(q(s), q̇(s))q̇(s), v〉ds

∣∣∣∣
=

∣∣∣∣〈M(q(t′))q̇(t′)−M(q(t))q̇(t), v〉 +
∫ t

t′
〈C(q(s), q̇(s))T q̇(s), v〉ds

∣∣∣∣
≤ ‖M(q(t′))‖m‖q̇(t′)‖‖v‖+ ‖M(q(t))‖m‖q̇(t)‖‖v‖+ k4‖v‖

∫ t

t′
‖q̇(s)‖2ds

≤ k2‖q̇(t′)‖‖v‖+ k2‖q̇(t)‖‖v‖+ k7

∫ t

t′
‖q̇(s)‖ds < K,

where k7,K are constants, due to the facts that q̇ ∈ L∞([0,+∞),Rn) and
q̇ ∈ L1([0,+∞),Rn). Then, using (7.6), we obtain for all t ≥ t′

k(t− t′) ≤ K,

which is a contradiction. Hence, we have ∇V(q∞)+F (q∞, 0) ∈ −∂Φ(0).
In the following theorem, we give a sufficient condition ensuring that each trajec-

tory of the system converges in finite time to an equilibrium point solution of (7.1).
Theorem 7.2 (finite-time convergence). Let the assumptions of Theorem 7.1

hold. Moreover, assume that −∇V(q∞) − F (q∞, 0) �∈ bd(∂Φ(0)). Then there exists
tf < ∞ (tf ≥ 0) such that q(t) = q∞ for every t ≥ tf .

Proof. From−∇V(q∞)−F (q∞, 0) ∈ ∂Φ(0) and−∇V(q∞)−F (q∞, 0) �∈ bd(∂Φ(0)),
we have −∇V(q∞) − F (q∞, 0) ∈ int(∂Φ(0)). Let 2ε = d(−∇V(q∞) − F (q∞, 0),
bd(∂Φ(0))). Combining with limt→+∞{∇V(q(t))+F (q(t), q̇(t))} = ∇V(q∞)+F (q∞, 0),
there exists a fixed t1 ≥ t0 such that for every t ≥ t1, we have

−∇V(q(t))− F (q(t), q̇(t)) ∈ Bε(−∇V(q∞)− F (q∞, 0))

and hence

−∇V(q(t))− F (q(t), q̇(t)) + Bε ∈ ∂Φ(0).

This means that for all t ≥ t1 and for all u ∈ Bε, we have equivalently (see Definition
2.12)

Φ(q̇(t)) ≥ 〈−∇V(q(t))− F (q(t), q̇(t)) + u, q̇(t)〉,
which implies

Φ(q̇(t)) ≥ 〈−∇V(q(t))− F (q(t), q̇(t)), q̇(t)〉 + ε‖q̇(t)‖ ∀ t ≥ t1.

We have V̇ (q(t), q̇(t)) ≤ −Φ(q̇(t))− 〈F (q(t), q̇(t)), q̇(t)〉 for almost all t ≥ t0. (See the
proof of Theorem 6.3.) Therefore

1

2

d

dt
〈M(q(t))q̇(t), q̇(t)〉 + 〈∇V(q(t)), q̇(t)〉+ 〈F (q(t), q̇(t)), q̇(t)〉+Φ(q̇(t)) ≤ 0,

and hence for almost all t ≥ t1,
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(7.7)
d

dt
〈M(q(t))q̇(t), q̇(t)〉+ 2ε‖q̇(t)‖ ≤ 0.

Let c(t) := 〈M(q(t))q̇(t), q̇(t)〉 ≤ k2‖q̇(t)‖2 ⇒ ‖q̇(t)‖ ≥
√

c(t)
k2

, where k2 is in (M1) of

Assumption 3.1. Therefore

ċ(t) + α
√

c(t) ≤ 0 for a.e. t ≥ t1,(7.8)

where α := 2ε/
√
k2. Assume that for every t ≥ t1, c(t) > 0. Dividing (7.8) by

√
c(t)

and integrating on [t1, t], we have

√
c(t)−

√
c(t1) ≤ −α(t− t1) ∀ t ≥ t1,(7.9)

which is a contradiction. So there exists tf ≥ t1 such that c(tf ) = 0. Note that
ċ(t) ≤ 0 for almost all t ≥ t1, so c(t) ≤ c(tf ) for all t ≥ tf , which implies c(t) = 0 for
all t ≥ tf . Therefore, q̇(t) = 0 for all t ≥ tf , i.e., q(t) = q∞ for every t ≥ tf .

Proposition 7.3. Let assumptions of Theorem 7.2 hold. Let tf to be the first
time instant such that q̇(t) = 0, q(t) = q∞ for every t ≥ tf and t1 be the first time
instant such that −∇V(q(t))− F (q(t), q̇(t)) lies in the ball Bε(−∇V(q∞)− F (q∞, 0))
and stays there for all t ≥ t1. Then

(7.10) tf ≤ t1 +

√
k2
√
c(t1)

d(−∇V(q∞)− F (q∞, 0), bd(∂Φ(0)))
.

Proof. If c(t1) = 0, the proof is trivial since tf = t1. If c(t1) > 0, we must have
c(t) > 0 for all t ∈ [t1, tf ) and c(tf ) = 0. From (7.9) we have

−
√
c(t1) =

√
c(tf )−

√
c(t1) ≤ −α(tf − t1),(7.11)

which implies

(7.12) tf ≤ t1 +

√
c(t1)

α
= t1 +

√
k2
√
c(t1)

d(−∇V(q∞)− F (q∞, 0), bd(∂Φ(0)))
.

The distance function in the denominator in the right-hand side of (7.10) depends
on the control functions and consequently on the control gains. It may therefore be
tuned to adjust the settling time tf , a property desirable in practice. Before t1, it
is possible to have some time instances at which q̇(·) is zero. But we can prove that
these points must be isolated with additional assumptions.

Proposition 7.4. Let the assumptions of Theorem 7.2 hold. Suppose that
t′ < tf satisfies q̇(t′) = 0, where tf is defined in Proposition 7.3. Then −V(q(t′)) −
F (q(t′), 0) /∈ int(∂Φ(0)). If −V(q(t′))− F (q(t′), 0) /∈ bd(∂Φ(0)), then t′ is an isolated
point in the set {s ∈ R

+ : q̇(s) = 0}.
Proof. Suppose that −V(q(t′)) − F (q(t′), 0) ∈ int(∂Φ(0)). Similarly as in the

proof of Theorem 7.2, due to the continuity of V ◦ q(·) and F (q(·), q̇(·)), there exist
δ > 0, ε > 0 such that

−∇V(q(t))− F (q(t), q̇(t)) + Bε ∈ ∂Φ(0)

for all t ∈ (t′ − δ, t′ + δ). Then we also have

ċ(t) + α
√

c(t) ≤ 0 for a.e. t ∈ (t′ − δ, t′ + δ),(7.13)
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where c(t) and α are defined in the proof of Theorem 7.2. Then, c(t) ≤ c(t′) = 0
for all t ∈ [t′, t′ + δ). Hence, for all t ∈ [t′, t′ + δ), we have q̇(t) = 0 and q(t) = q(t′).
Let tmax = sup{τ > t′ : q̇(t) = 0 for all t ∈ [t′, τ)}. Assume that tmax < +∞. Since
q(·), q̇(·) are continuous, we have q̇(tmax) = 0 and q(tmax) = q(t′). Repeating the
argument above for tmax instead of t′, we obtain a contradiction with the definition
of tmax. So, we must have tmax = +∞ but it is impossible since t′ < tf . Therefore,
−V(q(t′))− F (q(t′), 0) /∈ int(∂Φ(0)).

If −V(q(t′)) − F (q(t′), 0) /∈ bd(∂Φ(0)), we have −V(q(t′)) − F (q(t′), 0) /∈ ∂Φ(0).
Using a separation theorem [37], there exist v ∈ R

n and k > 0 satisfying

〈V(q(t′)) + F (q(t′), 0) + p, v〉 > k

for all p ∈ ∂Φ(0). Similarly as in the proof of (iii) of Theorem 7.1, we can find σ > 0
such that

〈V(q(t)) + F (q(t), q̇(t)) + q̇∗(t), v〉 > k

for all t ∈ (t′ − σ, t′ + σ), q̇∗(t) ∈ ∂Φ(q̇(t)) due to the continuity of V ◦ q and the
graph-closedness property of ∂Φ. This implies that for all t ∈ (t′ − σ, t′ + σ),

〈−M(q(t))q̈(t)− C(q(t), q̇(t))q̇(t), v〉 > k.

If there exists 0 < δ < σ such that q̇(t) = 0 for all t ∈ (t′ − δ, t′ + δ), then q̈(t) = 0 for
all t ∈ (t′ − δ, t′ + δ) and

0 = 〈−M(q(t))q̈(t) + C(q(t), q̇(t))q̇(t), v〉 > k > 0

for all t ∈ (t′ − δ, t′ + δ), a contradiction. Hence, t′ is isolated in the zero set
of q̇(·).

Proposition 7.5. Assume that for a given initial condition, system (1.1) has
a unique solution (q(·), q̇(·)). Let assumptions of Theorem 7.2 hold. Then, the set
D = {t < tf : q̇(t) = 0} is discrete and countable.

Proof. If D = ∅, the conclusion is trivial. Otherwise, let t′ ∈ D. If −V(q(t′)) −
F (q(t′), 0) ∈ ∂Φ(0), we must have q(t) = q(t′) for all t ≥ t′, due to the uniqueness
of solutions. Hence t′ ≥ tf , a contradiction with t′ ∈ D. Therefore −V(q(t′)) −
F (q(t′), 0) /∈ ∂Φ(0). Similarly as in the proof of Proposition 7.4, we obtain that t′ is
isolated in D. Since it is true for each t′ ∈ D, we conclude that D is discrete and
countable.

8. Conclusion. In this paper, the well-posedness of nonlinear Lagrangian dy-
namical systems with a discontinuous controller is analyzed. An existence result is
proved by using the Moreau–Yosida regularization. Some conditions ensuring the
uniqueness of the trajectory are given. We also study the Lyapunov stability as well
as the attractivity properties of the set of stationary solutions of the Lagrangian
dynamical systems. We conclude the paper by giving sufficient conditions ensuring
finite-time convergence of the trajectory to an equilibrium point with an estimation
of the settling time. The paper raises some important questions about the well-
posedness, the robustness, and the stability analysis of a set-valued controller for the
Lagrangian dynamical systems. This problem is known to be difficult and there are
few results in that direction. Our methodology is original and uses tools from convex
and set-valued analysis. It will be interesting to incorporate the proposed theory in
some practical and concrete situation in engineering and to study the discrete-time
version of the discontinuous controllers studied in this paper. This is out of the scope
of the current paper and likely will be the subject of a future work.
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