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# $4^{\text {th }}$ Order Symmetric Tensors and Positive ADC Modelling 

Aurobrata Ghosh, Rachid Deriche


#### Abstract

High Order Cartesian Tensors (HOTs) were introduced in Generalized DTI (GDTI) to overcome the limitations of DTI. HOTs can model the apparent diffusion coefficient (ADC) with greater accuracy than DTI in regions with fiber heterogeneity. Although GDTI HOTs were designed to model positive diffusion, the straightforward least square (LS) estimation of HOTs doesn't guarantee positivity. In this chapter we address the problem of estimating 4th order tensors with positive diffusion profiles.

Two known methods exist that broach this problem, namely a Riemannian approach based on the algebra of 4th order tensors, and a polynomial approach based on Hilbert's theorem on non-negative ternary quartics. In this chapter, we review the technicalities of these two approaches, compare them theoretically to show their pros and cons, and compare them against the Euclidean LS estimation on synthetic, phantom and real data to motivate the relevance of the positive diffusion profile constraint.


## 1 Introduction

Diffusion Tensor Imaging (DTI) [1, 2] has become the de facto standard today in diffusion MRI (dMRI) for investigating the complex microstructure of the cerebral white matter in-vivo and non-invasively. Its tremendous popularity is due to its simplicity in acquisition requisites and elegance in interpretation, which makes it easy

[^0]to implement the technique and infer the white matter microstructure, in particular the underlying fiber orientations. Based on Fick's phenomenological anisotropic diffusion equation, the DTI signal for the diffusion gradient $\mathbf{G}$, is described by the modified Stejskal-Tanner equation parameterized by the second order diffusion tensor D [3]:
\[

$$
\begin{equation*}
S=S_{0} \exp \left(-b \mathbf{g}^{T} \mathbf{D g}\right) \tag{1}
\end{equation*}
$$

\]

where $b=\gamma^{2} \delta^{2} g^{2}\left(\Delta-\frac{\delta}{3}\right), g=|\mathbf{G}|$, and $\mathbf{g}=\mathbf{G} /|\mathbf{G}|$. In DTI, the apparent diffusion coefficient (ADC) is modelled by the spherical function $D(\mathbf{g})=\mathbf{g}^{T} \mathbf{D g}$. However, in spite of its usefulness, it is well known that DTI is inherently limited in regions with heterogeneous fiber distributions, such as in fiber-crossings. In such regions DTI can neither accurately model the complex shape of the resulting ADC, nor correctly infer the underlying fiber bundle layout.

Generalized DTI (GDTI) [4], was proposed to overcome this limitation by modelling the complex shaped ADC with greater accuracy using Cartesian tensors of order higher than two, the so called higher order (diffusion) tensors (HOTs). GDTI, like DTI, is also based on Fick's phenomenological laws of diffusion, where the diffusion tensor is replaced by a spherical diffusion function parameterized by a HOT, or as its projection on to the unit sphere. The GDTI signal for the diffusion gradient $\mathbf{G}$ is similarly described by:

$$
\begin{equation*}
S=S_{0} \exp (-b D(\mathbf{g})), \quad D(\mathbf{g})=\sum_{j_{1}=1}^{3} \sum_{j_{2}=1}^{3} \ldots \sum_{j_{k}=1}^{3} D_{j_{1}, j_{2} \ldots j_{k}} g_{j_{1}} g_{j_{2}} \ldots g_{j_{k}} \tag{2}
\end{equation*}
$$

where, $D_{j_{1}, j_{2} \ldots j_{k}}$ are the coefficients of the $k$ th order, three dimensional, diffusion HOT $\mathscr{D}^{(k)}$, and $g_{j_{i}}$ are the components of the unit gradient vector $\mathbf{g}$. The complex shaped ADC is described in GDTI by $D(\mathbf{g})$. Since $\mathbf{g}$ is a unit norm vector, it can also be described by the two parameters $\theta \in[0, \pi]$ and $\phi \in[0,2 \pi)$ as $\mathbf{g}=[\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta]^{T}=\left[g_{x}, g_{y}, g_{z}\right]^{T}$, which shows that the ADC or the spherical diffusion function is the projection of $\mathscr{D}^{(k)}$ on to the unit sphere.

This form of the diffusion function helps derive certain properties of the diffusion HOT which greatly simplifies the GDTI model [4]. First, when $k$ is odd $D(-\mathbf{g})=$ $-D(\mathbf{g})$. However, since negative diffusion is non-physical, this implies that $k$ can only be even, or only even ordered HOTs are of interest in modelling the ADC. Second, although a $k$ th order 3D HOT can have $3^{k}$ independent coefficients, since only its projection along a vector $\mathbf{g}$ is of interest $-\mathscr{D}^{(k)}$ has to be symmetric - or its coefficients should be equal under any permutation $\sigma$, of the coefficient indices $D_{j_{1}, j_{2} \ldots j_{k}}=D_{\sigma\left(j_{1}, j_{2} \ldots j_{k}\right)}$. This reduces the number of independent coefficients of the $k$ th order HOT to a more tractable:
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$$
\begin{equation*}
N_{k}=\frac{(k+1)(k+2)}{2} . \tag{3}
\end{equation*}
$$

In other words, to describe the ADC more accurately using GDTI, it is required to estimate from the diffusion signal the coefficients of a 3D symmetric HOT of even rank, such that the diffusion function or the estimated ADC is positive.

The independent coefficients of the $k$ th order diffusion HOT are in practice estimated using the least squares (LS) approach [4] in a fashion almost identical to the approach for estimating the six coefficients of the diffusion tensor in DTI. The LS approach, although, rapid, since it involves only linear operations, does not guarantee that the estimated HOT will result in a positive diffusion function even when $k$ is considered even. In other words, the reason for considering $k$ to be even, i.e. the estimated ADC should be positive, is not satisfied by the LS estimation.

In this chapter we present two approaches for estimating, in particular $4^{\text {th }}$ order, diffusion HOTs from the diffusion signal that guarantee that the estimated ADC or the diffusion function is positive. In the first method, we take recourse to the fact that 3D symmetric $4^{\text {th }}$ order tensors can be rewritten through a mapping as 6D symmetric $2^{\text {nd }}$ order tensors. This makes it possible to reformulate the problem of estimating a $4^{\text {th }}$ order tensor with a positive diffusion profile, to a problem of estimating a $2^{\text {nd }}$ order tensor with a positive diffusion profile, albeit in 6 D . We solve this problem by applying the Riemannian framework developed for symmetric positive definite (SPD) tensors of order 2, for estimating DTI diffusion tensors with positive diffusion profiles.

In the second method, we base ourselves on the polynomial interpretation of HOTs. Therefore, the diffusion function $D(\mathbf{g})$ is re-interpreted as a homogeneous polynomial in the components of the unit norm gradient vector $\mathbf{g}$. This allows for a powerful parameterization of the diffusion signal, which ensures that the estimation process guarantees a $4^{\text {th }}$ order HOT with a positive diffusion profile. This parameterization comes from the properties of ternary quartics, which was first pointed out in [5, 6]. Also it has been proposed in [7] that the affine invariant Riemannian metric may not be well suited for diffusion data. The polynomial parameterization, therefore, provides an alternative approach for estimating $4^{\text {th }}$ order diffusion tensors with positive diffusion profiles, which employs the Euclidean metric that is better suited for handling diffusion data [7].

We note that solutions to the problem of estimating arbitrary even ordered HOTs with the positivity constraint have also been proposed in [8] and [9]. These methods and the contents of this chapter can be seen briefly resumed in Chapter ??. However, in this chapter we present in greater detail the particular problem of estimating $4^{\text {th }}$ order tensors with the positivity constraint, since $4^{\text {th }}$ order tensors commonly ap-
pear in many problems, such as Diffusion Kurtosis Imaging (DKI: see again Chapter ??). The importance of the methods presented here is highlighted by the fact that these methods have been recently used to estimate $4^{\text {th }}$ order kurtosis tensors with positivity constraint [10].

This chapter is structured as follows. Section 2 is devoted to the Riemannian approach. Sections $2.1 \& 2.2$ present the algebra of $2^{\text {nd }}$ and $4^{\text {th }}$ order tensors which allow us to formulate the Riemannian framework. The Riemannian estimation scheme is put together in Section 2.3. Section 3 is devoted to the ternary quartic approach, with first the theory and then the algorithm in Section 3.3. Experiments and results are described and discussed in Section 4. We conclude in Section 5.

## 2 A Riemannian Approach for Symmetric Positive Definite $4^{t h}$ Order Diffusion Tensors

The problem of estimating a diffusion tensor from the signal, which satisfies the positive diffusion profile has been extensively considered in DTI. Negative diffusion, which is non-physical, can also be a problem while estimating a $2^{\text {nd }}$ order diffusion tensor $\mathbf{D}$, which happens when the DTI-ADC $\mathbf{g}^{T} \mathbf{D g}<0$, for some gradient direction g. This can occur since the LS estimation process doesn't guarantee that the diffusion tensor will have a positive diffusion profile. This condition requires a dedicated mathematical framework which constraints the estimation process to only diffusion tensors $\mathbf{D}$ such that $\mathbf{g}^{T} \mathbf{D g}>0, \forall \mathbf{g} \in S^{2}$.

An adequate framework for such an estimation was proposed by identifying the appropriate set of $2^{\text {nd }}$ order tensors that satisfy the positive quadratic form, namely $\mathscr{S} y m_{n}^{+}$, the set of SPD matrices, which satisfy $\mathbf{x}^{T} \Sigma \mathbf{x}>0, \forall \mathbf{x} \in \mathbf{R}^{n} \backslash\{\mathbf{0}\}$, and $\Sigma \in \mathscr{S} y m_{n}^{+}$. In other words, if the estimation process were to only operate in the space of $\mathscr{S} y m_{3}^{+}$(in the case of DTI, $n=3$ ), then the estimated diffusion tensor would satisfy the positive diffusion profile. The mathematical framework that was proposed, which allows to do this consists of an affine invariant metric of $\mathscr{S} y m_{n}^{+}$, the Riemannian metric $[11,12,13,14]$, and a similarity invariant metric of $\mathscr{S} y m_{n}^{+}$, the Log-Euclidean metric [15], which naturally confine operations on SPD matrices to the space of $\mathscr{S} y m_{n}^{+}$.

Deriving an equivalent Riemannian metric for the space of $4^{t h}$ order diffusion tensors would, however, be far more involved due to the increase in order or the multi-linear property of HOTs. Nonetheless, such a metric would be the right framework to use in the estimation process of the $4^{\text {th }}$ order diffusion tensor, since it would
ensure that the estimated HOT satisfies the positive diffusion profile. However, given the symmetry condition of a diffusion HOT, this problem can be simplified by reformulating the diffusion profile of a $4^{\text {th }}$ order HOT (Eq. (2)) to a bilinear form dependent on a $2^{\text {nd }}$ order tensor. Mathematically, this would convert the problem to the case of estimating a $2^{\text {nd }}$ order tensor in $\mathscr{S} y m_{n}^{+}$, like in DTI. However, the conversion from a symmetric $4^{\text {th }}$ order 3 D tensor, results in a symmetric $2^{\text {nd }}$ order tensor in 6D $[16,17,18]$. Therefore, we would have to consider the space of $\mathscr{S} y m_{6}^{+}$ instead of the space of $\mathscr{S} y m_{3}^{+}$.

In this section, we propose to use this approach of transforming a symmetric 3D $4^{\text {th }}$ order Cartesian diffusion tensor to a symmetric 6D $2^{\text {nd }}$ order tensor, and of applying the Riemannian metric of the space $\mathscr{S} y m_{6}^{+}$, to estimate a $4^{\text {th }}$ order diffusion tensor from the signal with a positive diffusion profile in GDTI [19].

### 2.1 Algebra of $2^{\text {nd }}$ Order Tensors

To understand the algebra of $4^{\text {th }}$ order tensors, which is required to manipulate these entities, and to transform them to isometrically equivalent $2^{\text {nd }}$ order tensors, we start with $2^{\text {nd }}$ order tensors, which are well studied and intuitively easy to understand. Much of the following formulation of Cartesian $2^{\text {nd }}$ and $4^{\text {th }}$ order tensors in an Euclidean space can be found in [16, 17], where, essentially a tensor is used interchangeably with the matrix of a linear transformation.

Given an $n$ dimensional inner product space (vector space with an inner product) $V$, an $n \mathrm{D} 2^{\text {nd }}$ order tensor $\mathbf{A}=\mathscr{A}^{(2)}$ is defined as the $n \times n$ matrix of the linear transformation:

$$
\begin{equation*}
A: V \rightarrow V, \quad \text { st } \quad \mathbf{x} \rightarrow \mathbf{A} \mathbf{x}, \mathbf{x} \in V \tag{4}
\end{equation*}
$$

The transpose of the linear transformation, with matrix $\mathbf{A}^{T}$, can be defined from the inner product of $V$ as $\left\langle\mathbf{x}, \mathbf{A}^{T} \mathbf{y}\right\rangle=\langle\mathbf{A x}, \mathbf{y}\rangle, \quad \forall \mathbf{x}, \mathbf{y} \in V$. The space of linear transformations from $V$ to $V$, itself forms a vector space, which can be called $\operatorname{Lin}(V)=\{A: V \rightarrow V\}$. The transpose of $A$ can be used to define a natural inner product on $\operatorname{Lin}(V)$ (summation over repeated indices over their whole range):

$$
\begin{equation*}
\langle\mathbf{A}, \mathbf{B}\rangle:=\operatorname{tr}\left(\mathbf{A}^{T} \mathbf{B}\right)=A_{i j} B_{i j}, \quad A, B \in \operatorname{Lin}(V) . \tag{5}
\end{equation*}
$$

If $V$ is $\mathbf{R}^{n}$, then $\operatorname{Lin}(V)$ is $\mathbf{R}^{n \times n}$, and it is isomorphic to $\mathbf{R}^{n^{2}}$. Therefore a tensor $\mathbf{A}$ in $\mathbf{R}^{n \times n}$ can be written as a vector $\mathbf{a}$, in $\mathbf{R}^{n^{2}}$. Furthermore, the isomorphism is an isometry, since $\langle\mathbf{a}, \mathbf{b}\rangle=\langle\mathbf{A}, \mathbf{B}\rangle$, where the first inner product is the natural inner
product of the vector space $\mathbf{R}^{n^{2}}$, and the second inner product is the newly defined inner product of $\operatorname{Lin}(V)=\mathbf{R}^{n \times n}$.

A symmetric linear transformation $A$ from $V$ to $V$, can be defined from the transpose of its corresponding $2^{\text {nd }}$ order tensor, as $\mathbf{A}=\mathbf{A}^{T}$, which in terms of its components can be described by $A_{i j}=A_{j i}$. It is then possible to decompose a $2^{\text {nd }}$ order tensor (or linear transformation) into its symmetric and skew-symmetric parts by $\mathbf{A}^{s}=\left(\mathbf{A}+\mathbf{A}^{T}\right) / 2$ and $\mathbf{A}^{a}=\left(\mathbf{A}-\mathbf{A}^{T}\right) / 2$ respectively, such that $\mathbf{A}=\mathbf{A}^{s}+\mathbf{A}^{a}$.

Finally the space of symmetric linear transformations $\operatorname{Sym}(V)=\{A \in \operatorname{Lin}(V) \mid \mathbf{A}=$ $\left.\mathbf{A}^{T}\right\}$, forms a subspace of $\operatorname{Lin}(V)$. Since, an $n \mathrm{D}$ symmetric $2^{\text {nd }}$ order tensor has $n(n+1) / 2$ independent coefficients, if $V$ is $\mathbf{R}^{n}$, then $\operatorname{Sym}(V)$ is isomorphic to $\mathbf{R}^{n(n+1) / 2}$, and this mapping can be established in such a fashion that it is also an isometry, just like in the case of $\operatorname{Lin}(V)$, or $\left\langle\mathbf{a}_{s}, \mathbf{b}_{s}\right\rangle=\left\langle\mathbf{A}^{s}, \mathbf{B}^{s}\right\rangle$, for $\mathbf{a}_{s}, \mathbf{b}_{s} \in \mathbf{R}^{n(n+1) / 2}$ and $A^{s}, B^{s} \in \operatorname{Sym}(V)$. An example for such an isometric mapping when $n=3$, can be established between a symmetric 3D $2^{\text {nd }}$ order tensor $\mathbf{B}$, and $\mathbf{b}$, a vector or a 6 D $1^{\text {st }}$ order tensor:

$$
\begin{equation*}
\mathbf{b}=\left[B_{11}, B_{22}, B_{33}, \sqrt{2} B_{12}, \sqrt{2} B_{13}, \sqrt{2} B_{23}\right]^{T} \tag{6}
\end{equation*}
$$

where $B_{i j}$ are the coefficients of $\mathbf{B}$.

### 2.2 Algebra of $4^{\text {th }}$ Order Tensors

The background for understanding the algebra of $4^{\text {th }}$ order tensors is formed by the definition of the inner product, the isometric mapping to vectors ( $1^{s t}$ order tensors) of higher dimensions, and the symmetry properties, in particular $\operatorname{Sym}(V)$, of the space of $2^{\text {nd }}$ order tensors or $\operatorname{Lin}(V)$. In an analogous way, we will define $4^{\text {th }}$ order tensors as linear transformations from a vector space onto itself, define an inner product for the vector space of these linear transformations, study their symmetries, and establish an isometric mapping from the linear transformations to a vector space of lower order and higher dimension, which will allow us to manipulate $4^{\text {th }}$ order tensors as $2^{\text {nd }}$ order tensors.

The algebra of $4^{\text {th }}$ order tensors can be described by proceeding in exactly the way as done above for $2^{n d}$ order tensors, but with $\operatorname{Lin}(V)$ as the vector space in place of $V$. Let an $n \mathrm{D} 4^{t h}$ order tensor $\widehat{\mathscr{A}}=\mathscr{A}^{(4)}$ be defined as the $n \times n \times n \times n$ transformation array of the linear transformation (summation over repeated indices over their whole range):

$$
\begin{equation*}
\mathrm{A}: \operatorname{Lin}(V) \rightarrow \operatorname{Lin}(V), \quad \text { st } \quad \mathbf{C} \rightarrow \widehat{\mathscr{A} \mathbf{C}}=A_{i j k l} C_{k l}, \mathbf{C} \in \operatorname{Lin}(V) \tag{7}
\end{equation*}
$$

Since an inner product for $\operatorname{Lin}(V)$ exists, it can be used to define the transpose of the linear transformation, with the transformation array $\widehat{\mathscr{A}}^{T}$, as:

$$
\begin{equation*}
\left\langle\mathbf{D}, \widehat{\mathscr{A}}^{T} \mathbf{C}\right\rangle=\langle\widehat{\mathscr{A}} \mathbf{D}, \mathbf{C}\rangle, \quad \forall \mathbf{C}, \mathbf{D} \in \operatorname{Lin}(V) \tag{8}
\end{equation*}
$$

Again the space of linear transformations from $\operatorname{Lin}(V)$ to $\operatorname{Lin}(V)$ forms a vector space, which can be called $\mathscr{L} \operatorname{in}(V)=\{\mathrm{A}: \operatorname{Lin}(V) \rightarrow \operatorname{Lin}(V)\}$, and again the transpose of A can be used to define an inner product on $\mathscr{L} \operatorname{in}(V)$ (summation over repeated indices over their whole range):

$$
\begin{equation*}
\langle\widehat{\mathscr{A}}, \widehat{\mathscr{B}}\rangle:=\operatorname{tr}\left(\widehat{\mathscr{A}} \widehat{\mathscr{B}}^{T}\right)=A_{i j k l} B_{i j k l}, \quad \widehat{\mathscr{A}}, \widehat{\mathscr{B}} \in \mathscr{L} \operatorname{in}(V) . \tag{9}
\end{equation*}
$$

If $V$ is $\mathbf{R}^{n}$, then $\operatorname{Lin}(V)$ is $\mathbf{R}^{n \times n}$, and $\mathscr{L} \operatorname{in}(V)$ is $\mathbf{R}^{n \times n \times n \times n}$, which is isomorphic to $\mathbf{R}^{n^{4}}$. Therefore an $n \mathrm{D} 4^{\text {th }}$ order tensor can be written as a vector in $\mathbf{R}^{n^{4}}$. However, of greater interest is that $\mathscr{L} \operatorname{in}(V)$ is also isomorphic to $\mathbf{R}^{n^{2} \times n^{2}}$, which implies that an $n \mathrm{D} 4^{\text {th }}$ order tensor $\mathscr{A}$ can be written as an $n^{2} \mathrm{D} 2^{\text {nd }}$ order tensor $\mathbf{A}$. Furthermore, this isomorphism is also an isometry $\langle\mathbf{A}, \mathbf{B}\rangle=\langle\widehat{\mathscr{A}}, \widehat{\mathscr{B}}\rangle$.

Symmetries of $4^{\text {th }}$ order tensors present a richer set of possibilities than the symmetry of $2^{\text {nd }}$ order tensors, since a number of symmetries can be defined by applying different "symmetry rules" on the four coefficient indices. Indeed, we shall present the major symmetry, the minor symmetry and the total symmetry. Total symmetry is, however, the symmetry of interest to us, which in the mathematical approach to tensors is the definition of symmetry of a HOT, where the coefficients of the HOT remain unchanged under any permutation of the coefficient indices. This is also the symmetry condition required by the diffusion HOT in GDTI, as implied by its properties. However, this symmetry is best called total symmetry (or complete symmetry), to differentiate it from the other possible symmetries that are derived from physics and that carry important physical interpretations.

We shall, however, not present such physical interpretations here, but content ourselves with counting the number of independent coefficients of a $4^{\text {th }}$ order tensor under the various symmetries. To do this we will require the formula for counting the number of ways of choosing $m$ elements from $n$ elements without order and with repetition (combination) $S_{m, n}=\binom{n+m-1}{m}$.
Major symmetry of an $n \mathrm{D} 4^{\text {th }}$ order tensor $\mathscr{A}$ is defined by the index symmetry rule $A_{i j, k l}=A_{k l, i j}$. To count the number of independent coefficients of $\mathscr{A}$, which satisfies major symmetry, we consider the isometrically equivalent $n^{2} \mathrm{D} 2^{\text {nd }}$ order tensor $\mathbf{A}$,
which has only two indices $I=i j$ and $J=k l$. Therefore, major symmetry of $\mathscr{A}$ can be translated as the index symmetry rule of $\mathbf{A}$ as $\hat{A}_{I J}=\hat{A}_{J I}$, where $\hat{A}_{o_{1} O_{2}}$ are the coefficients of $\mathbf{A}$, which implies that $\mathbf{A}=\mathbf{A}^{T}$. Therefore, the number of independent coefficients of $\mathscr{A}$, which satisfies major symmetry, is ( $\bar{M}$ is used to indicate major symmetry):

$$
\begin{equation*}
N_{\bar{M}}=\frac{n^{2}\left(n^{2}+1\right)}{2} . \tag{10}
\end{equation*}
$$

Note that major symmetry for $\mathscr{A}$, corresponds to the regular notion of symmetry for the 2 nd order tensor $\mathbf{A}$. Therefore, symmetry properties of $\mathbf{A}$, such as decomposition into a symmetric part and a skew symmetric part and eigen-decomposition, can be attributed to the $4^{\text {th }}$ order tensor $\mathscr{A}$ by isomorphism. Major symmetry also corresponds to the notion of symmetry induced by the definition of the transpose of a $4^{\text {th }}$ order tensor, or a linear transformation from $\operatorname{Lin}(V)$ to $\operatorname{Lin}(V)$.
Minor symmetry of an $n \mathrm{D} 4^{\text {th }}$ order tensor $\mathscr{A}$ is defined by the index symmetry rule $A_{i j, k l}=A_{j i, k l}=A_{i j, l k}$. To count the number of independent coefficients of $\mathscr{A}$, which satisfies minor symmetry, the index rule can be seen as first choosing 2 index values $\{i j\}$ from $n$ index values without order and with repetition, and then again choosing 2 index values $\{l k\}$ under the same condition. However, since $\{i j\}$ and $\{l k\}$ don't swap, their mutual order is important. Therefore, the number of independent coefficients of $\mathscr{A}$, which satisfies minor symmetry is ( $\underline{M}$ is used to indicate minor symmetry):

$$
\begin{equation*}
N_{\underline{M}}=\binom{n+2-1}{2}^{2}=\frac{n^{2}(n+1)^{2}}{4} . \tag{11}
\end{equation*}
$$

The number of independent coefficients of an $n \mathrm{D} 4^{\text {th }}$ order tensor with combined major and minor symmetries can be computed by combining the reasonings of the individual counts. First choose 2 index values $\{i j\}=I$ or $\{l k\}=J$ from $n$ index values without order and with repetition, which gives $\sqrt{N_{\underline{M}}}$. Then choose 2 index values $\{I J\}$ from these $\sqrt{N_{\underline{M}}}$ index values without order and with repetition. Therefore, the number of independent coefficients of $\mathscr{A}$, which satisfies both major and minor symmetries is:

$$
\begin{equation*}
N_{(\bar{M}+\underline{M})}=\binom{\sqrt{N_{\underline{M}}}+2-1}{2} . \tag{12}
\end{equation*}
$$

Total symmetry or just symmetry, is defined for an $n \mathrm{D} 4^{\text {th }}$ order tensor $\mathscr{A}$ by the index symmetry rule $A_{i j k l}=A_{\sigma(i j k l)}$, where $\sigma(i j k l)$ is any permutation of the indices $\{i j k l\}$. This is the symmetry satisfied by any HOT in the GDTI model, which implies from Eq. (3), that the number of independent coefficients for a $3 \mathrm{D} k$ th order GDTI HOT is $N_{k}$. However, the number of independent coefficients of an $n \mathrm{D} 4^{\text {th }}$ or-
der tensor $\mathscr{A}$, which satisfies total symmetry can also be counted as the number of ways of choosing 4 index values from $n$ possible index values, therefore:

$$
\begin{equation*}
N_{T}=\binom{n+4-1}{4} \tag{13}
\end{equation*}
$$

If we consider $k=4$, it implies $N_{k}=15$, and if we consider $n=3$, it implies $N_{T}=15$. This establishes the consistency between $N_{k}$ and $N_{T}$.

Any $4^{\text {th }}$ order tensor $\mathscr{A}$ satisfying major and minor symmetries can be decomposed in a unique manner into a totally symmetric $4^{\text {th }}$ order tensor $\mathscr{A}^{s}$ and its asymmetric part $\mathscr{A}^{a}$ such that $\mathscr{A}=\mathscr{A}^{s}+\mathscr{A}^{a}$. The coefficients of the totally symmetric part and the asymmetric part can be computed from [16]:

$$
\begin{align*}
A_{i j k l}^{s} & =\frac{1}{3}\left(A_{i j k l}+A_{i k j l}+A_{i l k j}\right)  \tag{14}\\
A_{i j k l}^{a} & =\frac{1}{3}\left(2 A_{i j k l}-A_{i k j l}-A_{i l k j}\right)
\end{align*}
$$

These, alongwith the definition of the inner product between two $4^{\text {th }}$ order tensors can be used to show that $\left\langle\mathscr{A}^{s}, \mathscr{B}^{a}\right\rangle=\operatorname{tr}\left(\mathscr{A}^{s} \mathscr{B}^{a}\right)=0$.

These symmetries greatly reduce the number of independent coefficients of an $n \mathrm{D} 4^{\text {th }}$ order tensor from the total number of possible independent coefficients, which is $n^{4}$. Of particular interest are the $4^{\text {th }}$ order tensors which satisfy both major and minor symmetries. These form a subspace of $\mathscr{L}$ in $(V)$, called:
$\mathscr{S} y_{(\bar{M}+\underline{M})}(V)=\{\mathrm{A}: \mathscr{L} \operatorname{in}(V) \rightarrow \mathscr{L}$ in $(V) \mid \mathscr{A}$ satisfies major $\&$ minor symmetries $\}$,
which is isometrically isomorphic to $\mathbf{R}^{N_{(\bar{M}+\underline{M})}}$.
When $n=3, N_{\underline{M}}=36$, and $N_{(\bar{M}+\underline{M})}=21$. Therefore, $\mathscr{S}_{y m_{(\bar{M}+\underline{M})}}(V)$ is isomorphic to $\mathbf{R}^{21}$, which is the space of symmetric 6D $2^{\text {nd }}$ order tensors. An example of an isometric isomorphism that can be established in this case between a 3D $4^{\text {th }}$ order tensor $\mathscr{A}_{(\bar{M}+\underline{M})}$ and a 6D $2^{\text {nd }}$ order tensor $\mathbf{A}$ is [20]:

$$
\mathbf{A}=\left(\begin{array}{cccccc}
A_{x x x x} & A_{x x y y} & A_{x x z z} & \sqrt{2} A_{x x x y} & \sqrt{2} A_{x x x z} & \sqrt{2} A_{x x y z}  \tag{16}\\
A_{x x y y} & A_{y y y y} & A_{y y z z} & \sqrt{2} A_{y y x y} & \sqrt{2} A_{y y x z} & \sqrt{2} A_{y y y z} \\
A_{x x z z} & A_{y y z z} & A_{z z z} & \sqrt{2} A_{z z x y} & \sqrt{2} A_{z z x z} & \sqrt{2} A_{z z y z} \\
\sqrt{2} A_{x x x y} & \sqrt{2} A_{y y x y} & \sqrt{2} A_{z z x y} & 2 A_{x y x y} & 2 A_{x y x z} & 2 A_{x y y z} \\
\sqrt{2} A_{x x x z} & \sqrt{2} A_{y y x z} & \sqrt{2} A_{z z x z} & 2 A_{x y x z} & 2 A_{x z x z} & 2 A_{x z y z} \\
\sqrt{2} A_{x x y z} & \sqrt{2} A_{y y y z} & \sqrt{2} A_{z z y z} & 2 A_{x y y z} & 2 A_{x z y z} & 2 A_{y z y z}
\end{array}\right),
$$

where $A_{i j k l}$ are the independent coefficients of $\mathscr{A}_{(\bar{M}+\underline{M})}$. This map, along with the map in Eq. (6), which transforms a symmetric $2^{\text {nd }}$ order tensor to a vector or a $1^{s t}$
order tensor, allows us to isometrically rewrite the effects of a linear transformation $\mathrm{A}_{(\bar{M}+\underline{M})}$ in $\mathscr{S}_{y m_{(\bar{M}+\underline{M})}}(V)$ on a symmetric linear transformation $B^{s}$ in $\operatorname{Sym}(V)$, as a matrix vector product when $n=3$ :

$$
\begin{align*}
\mathscr{A}_{(\bar{M}+\underline{M})} \mathbf{B}^{s} & =\mathbf{A}_{(\bar{M}+\underline{M})} \mathbf{b}^{s},  \tag{17}\\
\left\langle\mathscr{D}^{s}, \mathscr{A}_{(\bar{M}+\underline{M})} \mathbf{B}^{s}\right\rangle & =\mathbf{d}^{s^{T}} \mathbf{A}_{(\bar{M}+\underline{M})} \mathbf{b}^{s} \tag{18}
\end{align*}
$$

However, since diffusion HOTs from the GDTI model have to satisfy total symmetry, we are interested in the space of 3D $4^{\text {th }}$ order tensors, which satisfy total symmetry. These also form a subspace of $\mathscr{L} \operatorname{in}(V)$, called:

$$
\begin{equation*}
\mathscr{S} y m_{T}(V)=\{\mathrm{A}: \mathscr{L} \operatorname{in}(V) \rightarrow \mathscr{L} \operatorname{in}(V) \mid \mathscr{A} \text { satisfies total symmetry }\} \tag{19}
\end{equation*}
$$

which is isometrically isomorphic to $\mathbf{R}^{15}$, since $N_{T}=15$ when $n=3$. Although $\mathbf{R}^{15}$ corresponds to the space of symmetric 5D $2^{\text {nd }}$ order tensors, the isometry to symmetric 6D $2^{\text {nd }}$ order tensors (Eq. (16)) can be modified to represent $\mathscr{S} y m_{T}(V)$, with the added equalities:

$$
\begin{array}{lll}
A_{x x y y}=A_{x y x y} ; & A_{x x z z}=A_{x z x z} ; & A_{y y z z}=A_{y z y z}  \tag{20}\\
A_{x x y z}=A_{x y x z} ; & A_{y y x z}=A_{x y y z} ; & A_{z z x y}=A_{x z y z}
\end{array}
$$

Applying these equalities to $\mathbf{A}$ in Eq. (16), is equivalent to decomposing the 3D $4^{\text {th }}$ order tensor $\mathscr{A}_{(\bar{M}+\underline{M})}$, with major and minor symmetries, into its totally symmetric part $\mathscr{A}_{(\bar{M}+\underline{M})}^{s}[16]$. In other words, an isometry from $\mathscr{S}_{y m_{T}}(V)$ to the space of symmetric 6D $2^{\text {nd }}$ order tensors can be established by considering the totally symmetric part of the equivalent 3D $4^{\text {th }}$ order tensor with only major and minor symmetries.

The final isometry between $\mathscr{S} y m_{T}(V)$ and the space of symmetric 6D $2^{\text {nd }}$ order tensors is the transformation that converts a 3D $4^{\text {th }}$ order diffusion tensor from the GDTI model to an isometrically equivalent symmetric 6D $2^{\text {nd }}$ order tensor. This allows us to use the Riemannian metric on the space of $\mathscr{S} y m_{6}^{+}$, to estimate the $4^{\text {th }}$ order diffusion tensor with a positive diffusion profile.

### 2.3 Estimating a SPD $4^{\text {th }}$ Order Diffusion Tensor

First we re-write the diffusion function in Eq. (2), which is written in terms of the coefficients of the $k$ th order tensor $\mathscr{D}^{(k)}$ and of the unit gradient vector $\mathbf{g}$, in the tensor terminology when $k=4$ :
$4^{\text {th }}$ Order Symmetric Tensors and Positive ADC Modelling

$$
\begin{align*}
D(\mathbf{g}) & =\left\langle\mathscr{D}^{(4)}, \mathscr{G}\right\rangle, & & \text { where } \mathscr{G}=\mathbf{g} \otimes \mathbf{g} \otimes \mathbf{g} \otimes \mathbf{g}  \tag{21}\\
& =\left\langle\mathbf{B}, \mathscr{D}^{(4)} \mathbf{B}\right\rangle, & & \text { where } \mathbf{B}=\mathbf{g} \otimes \mathbf{g}  \tag{22}\\
& =\langle\mathbf{b}, \widehat{\mathbf{D}} \mathbf{b}\rangle=\mathbf{b}^{T} \widehat{\mathbf{D}} \mathbf{b}, & & \tag{23}
\end{align*}
$$

where $\mathscr{D}^{(4)}$ is the $4^{\text {th }}$ order diffusion HOT in GDTI, $\mathscr{G}$ is a totally symmetric $4^{\text {th }}$ order tensor computed from the outer products " $\otimes$ " of the gradient vector, similarly $\mathbf{B}$ is a symmetric $2^{\text {nd }}$ order tensor computed from the outer products of $\mathbf{g}, \mathbf{b}$ is the vector form of $\mathbf{B}$ using the isometric map from Eq. (6), and $\widehat{\mathbf{D}}$ is the symmetric 6D matrix form of $\mathscr{D}^{(4)}$ using the isometric map from Eq. (16). The first two equalities can be derived from the coefficients' equation in Eq. (2), and the third equality can be derived from Eqs. (17) \& (18). Therefore, the diffusion signal from the GDTI model (Eq. (2)) when $k=4$, can be written in tensor form as:

$$
\begin{equation*}
S=S_{0} \exp \left(-b \mathbf{b}^{T} \widehat{\mathbf{D}} \mathbf{b}\right) \tag{24}
\end{equation*}
$$

In this form, the problem of estimating the $4^{\text {th }}$ order diffusion tensor $\mathscr{D}^{(4)}$, from the signal, with a positive diffusion profile can be solved by estimating the $2^{\text {nd }}$ order tensor $\widehat{\mathbf{D}}$, from the signal, in $\mathscr{S} y m_{6}^{+}$.

The objective function we minimize to estimate $\widehat{\mathbf{D}}$ from $N$ diffusion weighted images (DWIs) is the linearized form of the modified GDTI Stejskal-Tanner equation:

$$
\begin{equation*}
E(\widehat{\mathbf{D}})=\frac{1}{2} \sum_{i=1}^{N}\left(\frac{1}{b} \ln \left(\frac{S_{i}}{S_{0}}\right)+\mathbf{b}_{i}^{T} \widehat{\mathbf{D}} \mathbf{b}_{i}\right)^{2} . \tag{25}
\end{equation*}
$$

To estimate $\widehat{\mathbf{D}}$ in $\mathscr{S} y m_{6}^{+}$, we have to consider the Riemannian manifold of $\mathscr{S} y m_{6}^{+}$, and the appropriate gradient descent in that manifold. These can be derived from the details of the Riemannian framework presented in [11, 12, 13, 14]. It requires computing the gradient of $E(\widehat{\mathbf{D}})$ in that manifold, which at every point in $\mathscr{S} y m_{6}^{+}$is defined from the directional derivatives in the corresponding tangent plane.

The Riemannian gradient of $E(\widehat{\mathbf{D}})$ at $\widehat{\mathbf{D}}$ in the manifold $\mathscr{S}$ ym ${ }_{6}^{+}$is [14]:

$$
\begin{equation*}
\nabla E(\widehat{\mathbf{D}})=\widehat{\mathbf{D}}\left[\sum_{i=1}^{N}\left(\frac{1}{b} \ln \left(\frac{S_{i}}{S_{0}}\right)+\mathbf{b}_{i}^{T} \widehat{\mathbf{D}} \mathbf{b}_{i}\right) \cdot\left(\mathbf{b}_{i} \mathbf{b}_{i}^{T}\right)\right] \widehat{\mathbf{D}} \tag{26}
\end{equation*}
$$

This allows us to design the appropriate gradient descent algorithm, with step length $\varepsilon$, in the Riemannian manifold $\mathscr{S}$ ym $_{6}^{+}$:

$$
\begin{equation*}
\widehat{\mathbf{D}}_{t+1}=\widehat{\mathbf{D}}_{t}^{\frac{1}{2}} \exp \left(-\boldsymbol{\varepsilon} \cdot \widehat{\mathbf{D}}_{t}^{\frac{1}{2}}\left[\sum_{i=1}^{N}\left(\frac{1}{b} \ln \left(\frac{S_{i}}{S_{0}}\right)+\mathbf{b}_{i}^{T} \widehat{\mathbf{D}} \mathbf{b}_{i}\right) \cdot\left(\mathbf{b}_{i} \mathbf{b}_{i}^{T}\right)\right] \widehat{\mathbf{D}}_{t}^{\frac{1}{2}}\right) \widehat{\mathbf{D}}_{t}^{\frac{1}{2}} \tag{27}
\end{equation*}
$$

Minimizing the objective function $E(\widehat{\mathbf{D}})$ in this way, it is possible to estimate $\widehat{\mathbf{D}}$ in $\mathscr{S} y m_{6}^{+}$from the diffusion signal. Since $\widehat{\mathbf{D}}$ is isometrically equivalent to a $4^{\text {th }}$ order tensor $\mathscr{D}^{(4)}$ with major and minor symmetries, $\mathscr{D}^{(4)}$ is guaranteed to have a positive diffusion profile. Finally we extract the totally symmetric part of $\mathscr{D}^{(4)}$ to compute the totally symmetric $4^{\text {th }}$ order GDTI diffusion tensor $\mathscr{D}^{(4) s}$, which is then also guaranteed to have a positive diffusion profile.

## 3 A Ternary Quartic Approach for Symmetric Positive Semi-Definite $4^{\text {th }}$ Order Diffusion Tensors

In this section, we revisit the problem of estimating a symmetric higher order Cartesian tensor with a positive diffusion profile from the GDTI model, using a polynomial approach. In this approach we consider the polynomial interpretation of HOTs instead of considering the algebra of HOTs, and look at a polynomial solution to the positivity problem. In particular, we consider $4^{\text {th }}$ order GDTI diffusion tensors, where the diffusion function of such tensors can be seen as trivariate homogeneous polynomials of degree 4 in the coefficients of the gradient vector. Such polynomials are known as ternary quartics.

Polynomials form an alternate way of expressing the multi-linear form of HOTs. This expression was indicated in the original GDTI paper [4], but was used for applying the positivity constraint in [5]. To make the relationship between the coefficients of a HOT and the coefficients of a homogeneous polynomial more evident, the diffusion function of GDTI (Eq. (2)) was rewritten in [5] as:

$$
\begin{equation*}
D(\mathbf{g})=\sum_{m+n+p=k} D_{m, n, p} g_{1}^{m} g_{2}^{n} g_{3}^{p} \tag{28}
\end{equation*}
$$

where $D_{m, n, p}$ are the coefficients of the $k$ th order tensor $\mathscr{D}^{(k)}$ by a re-arrangement of the indices.

In this form, it is clear that the diffusion function, which was considered as the projection of the of a $k$ th order HOT on to a unit sphere, is a trivariate homogeneous polynomial of degree $k$ in the three coefficients of the unit gradient vector $\mathbf{g}=\left[g_{1}, g_{2}, g_{3}\right]^{T}$, where the coefficients of the polynomial are the coefficients of the HOT. Since $D(\mathbf{g})$ is a homogeneous polynomial of even degree, the problem of a positive diffusion profile on the unit sphere, $D(\mathbf{g})>0, \forall \mathbf{g} \in \mathbf{R}^{3}$ st. $\|\mathbf{g}\|=1$, is equivalent to the problem of finding a polynomial $D(\mathbf{x})>0, \forall \mathbf{x} \in \mathbf{R}^{3} /\{\boldsymbol{0}\}$. This is exactly the same equivalence that was used in DTI, where the problem of pos-
itive diffusion from a second order tensor, $\mathbf{g}^{T} \mathbf{D g}>0, \forall \mathbf{g} \in S^{2}$, was recast as the problem of finding a positive definite second order tensor, $\mathbf{x}^{T} \mathbf{D x}>0, \forall \mathbf{x} \in \mathbf{R}^{3} /\{\mathbf{0}\}$, which entailed the Riemannian framework for $\mathscr{S} y m_{3}^{+}$. Therefore, in this section we consider a method of estimating the coefficients of a positive polynomial from the diffusion signal, to estimate a GDTI HOT with a positive diffusion profile.

### 3.1 Riemannian vs Ternary Quartics: A Comparison

It is interesting to note at this juncture, when $k=4$, how the Riemannian approach presented in the previous section compares to the polynomial formulation. When $k=4$, the goal of the polynomial formulation, as we have just seen, is to find a trivariate homogeneous polynomial of degree $4, D_{4}(\mathbf{x})$, where the coefficients of the polynomial are the coefficients of the $4^{\text {th }}$ order GDTI diffusion tensor $\mathscr{D}^{(4)}$, such that:

$$
\begin{equation*}
D_{4}(\mathbf{x})>0, \quad \forall \mathbf{x} \in \mathbf{R}^{3} /\{\mathbf{0}\} . \tag{29}
\end{equation*}
$$

In comparison, the Riemannian approach, using an isometric map, tries to find a symmetric 6D $2^{\text {nd }}$ order tensor $\widehat{\mathbf{D}}$ in $\mathscr{S} y m_{6}^{+}$:

$$
\begin{equation*}
\mathbf{c}^{T} \widehat{\mathbf{D}} \mathbf{c}>0, \quad \forall \mathbf{c} \in \mathbf{R}^{6} /\{\mathbf{0}\}, \tag{30}
\end{equation*}
$$

where the coefficients of the totally symmetric $4^{\text {th }}$ order GDTI diffusion tensor can be extracted from the coefficients of $\widehat{\mathbf{D}}$. However, although, this quadratic form resembles the diffusion profile from a totally symmetric $4^{\text {th }}$ order tensor, $\mathbf{b}^{T} \widehat{\mathbf{D}} \mathbf{b}$ (Eq. (23)), estimating $\widehat{\mathbf{D}}$ in $\mathscr{S} y m_{6}^{+}$isn't equivalent to the problem of computing a $4^{\text {th }}$ order GDTI diffusion tensor $\mathscr{D}^{(4)}$, with a positive diffusion profile. This can be seen from the isometrically equivalent inner product of the quadratic form:

$$
\begin{equation*}
\left\langle\mathbf{C}, \mathscr{D}^{(4)} \mathbf{C}\right\rangle>0, \quad \forall \mathbf{C} \in \mathscr{S}_{y m_{3}} /\{\mathbf{0}\} . \tag{31}
\end{equation*}
$$

The positive diffusion profile constraint on the other hand only implies the condition:

$$
\begin{equation*}
\left\langle\mathbf{B}, \mathscr{D}^{(4)} \mathbf{B}\right\rangle>0, \quad \text { where } \mathbf{B}=\mathbf{g} \otimes \mathbf{g}, \tag{32}
\end{equation*}
$$

which can be seen in Eq. (22). Since the $2^{\text {nd }}$ order tensor $\mathbf{B}$ in the diffusion profile is only of rank-1, it is rank deficient, whereas in general the $2^{\text {nd }}$ order tensor $\mathbf{C}$, in the quadratic form would include both full rank, and rank deficient tensors. In other words, the positive quadratic form condition is much stronger than the positive dif-
fusion profile constraint. Therefore, although the positive quadratic form constraint would entail the positive diffusion profile constraint, the solutions found from this approach - the Riemannian approach, would only belong to a subset of all the solutions possible from only the positive diffusion profile constraint.

This can also be seen through examples, shown in [5, 6], by inspecting the isometric map in Eq. (16) which transforms a $4^{\text {th }}$ order tensor into a $2^{\text {nd }}$ order tensor. When this $6 \times 6$ matrix is positive definite it cannot represent valid totally symmetric $4^{\text {th }}$ order tensors whose homogeneous polynomials are of the type $P(\mathbf{g})=a g_{1}^{4}+b g_{2}^{4}+c g_{3}^{4}$, or $P(\mathbf{g})=\left(a g_{1}^{2}+b g_{2}^{2}\right)^{2}+c g_{3}^{4}$, etc., because these require the matrix to be semi-definite [6]. Since, the Riemannian framework pushes such matrices away to an infinite distance from the estimation tensor $\widehat{\mathbf{D}}$, the solutions found by the Riemannian estimation only form a subset of all possible solutions.

### 3.2 Hilbert's Theorem on Non-Negative Ternary Quartics

We now return to the problem of estimating a non-negative trivariate homogeneous polynomial of degree $k$ from the signal. A particular aspect of this problem has been addressed in [21], which describes a framework for estimating symmetric GDTI HOTs of any even order $k$ and with a positive diffusion profile on a unit sphere. This paper proposes that any polynomial (the GDTI HOTs) that is non-negative on a unit sphere can be written as sums of squares of polynomials of lower order:

$$
\begin{equation*}
P^{(k)}(\mathbf{x})=\sum_{i=1}^{M} Q_{i}^{(k / 2)}(\mathbf{x}) \tag{33}
\end{equation*}
$$

where $k$ is even, $P^{(k)}(\mathbf{x})$ denotes a multi-variate polynomial of degree $k,\left\{Q_{i}^{(k / 2)}(\mathbf{x})\right\}$ denote $M$ multi-variate polynomials of degree $k / 2$, and only an upper bound is known for $M$. Therefore, in [21], the authors propose to estimate the coefficients of the polynomials $Q_{i}^{(k / 2)}(\mathbf{x})$ from the signal to estimate a polynomial $P^{(k)}(\mathbf{x})$ (or a GDTI HOT) with a non-negative diffusion profile.

Since $M$ is not known exactly, the authors in [21] proceed by oversampling $M$, or rather densely sampling the space of possible polynomials of lower order $Q_{i}^{(k / 2)}(\mathbf{x})$. It is claimed that increasing the density of the sampling increases the accuracy of the decomposition of $P^{(k)}(\mathbf{x})$. However, it also increases the number of unknown coefficients of the set $\left\{Q_{i}^{(k / 2)}(\mathbf{x})\right\}$, which need to be estimated from the signal. The authors then propose heuristically measured approximations $M^{\prime}$ for $M$, for different values of $k$, from tests on synthetic data.

The problem of estimating non-negative trivariate polynomials when $k=4$, or of estimating non-negative ternary quartics, presents a very interesting problem with a "complete" solution. In the case of ternary quartics, it can be shown that the entire space of non-negative polynomials over entire $\mathbf{R}^{3}$ (and not only over the unit sphere), can be described by the sum of squares of quadratic polynomials. Examples in [22] of non-negative polynomials of degree $k>4$ that cannot be written as sums of squares of lower order polynomials indicate that not all non-negative polynomials of arbitrary degree $k$ can be decomposed into sums of squares of lower order polynomials. Hilbert's theorem, which identifies all the classes of non-negative multi-variate polynomials that can be always decomposed as sums of squares of lower order polynomials is also presented in [22].

In fact, Hilbert's theorem states that degree 4 trivariate polynomials that are nonnegative and homogeneous, can always be written as a sum of squares of quadratic homogeneous polynomials, where the number of terms in the sum is also known and is exactly three $(M=3)$ [22]:

Theorem (Hilbert): If $P(x, y, z)$ is homogeneous, of degree 4, with real coefficients and $P(x, y, z) \geq 0$ at every $(x, y, z) \in \mathbf{R}^{3}$, then there are quadratic homogeneous polynomials $f, g, h$ with real coefficients, such that:

$$
\begin{equation*}
P=f^{2}+g^{2}+h^{2} . \tag{34}
\end{equation*}
$$

All other classes of non-negative polynomials that can be decomposed into sums of squares of lower order polynomials are all of degree less than four [22].

In this section, we, therefore, turn to Hilbert's theorem on non-negative, or positive semi-definite (PSD) ternary quartics, for a parameterization of the GDTI HOT when it is of order 4, to estimate diffusion HOTs with a non-negative diffusion profile. Since such tensors are symmetric and non-negative, these are known as symmetric positive semi-definite (SPSD) tensors. Based on Hilbert's theorem, [5] and [6] have proposed two different parameterizations of the $4^{\text {th }}$ order tensor. A third parameterization was proposed in [23]. In this chapter, we review all three parameterizations, but follow through mainly with the method in [23].

As a final remark, we note that by adopting the polynomial formulation for the GDTI HOT, we have gained over the Riemannian framework proposed in the previous section from the fact that we address the exact problem of estimating a diffusion HOT with a positive diffusion profile, whereas the Riemannian approach addressed a more constrained problem. However, given the results on polynomials, namely Hilbert's theorem on ternary quartics, we concede to the Riemannian approach by the fact that we can only address the problem of a non-negative diffusion profile
with the polynomial formulation, whereas the Riemannian approach addressed the positive definite diffusion profile constraint. However, we shall consider this a "negligible" loss, since in practice, due to numerical computations, we have never come across a diffusion profile that is exactly zero even along a single direction.

### 3.3 Estimating a SPSD $4^{\text {th }}$ Order Diffusion Tensor

The basic approach behind all three "ternary quartic" methods, [5, 6, 23], is the same. The idea is to consider the diffusion profile of a $4^{\text {th }}$ order GDTI tensor as a homogeneous trivariate polynomial in the coefficients of the gradient vector $\mathbf{g}$ (Eq. (28)), and to apply Hilbert's theorem on non-negative ternary quartics to rewrite it as a sum of squares of three quadratic homogeneous polynomials. Therefore, by estimating the coefficients of these quadratic homogeneous polynomials from the signal, it is possible to reconstruct the $4^{\text {th }}$ order diffusion tensor by computing its coefficients from the coefficients of the quadratic forms, a process also known as the Gram-matrix approach [5, 24], such that the estimated $4^{t h}$ order tensor has a PSD diffusion profile. The three methods differ from each other in the way they parameterize the quadratic homogeneous polynomials to estimate their coefficients from the diffusion signal.

In [5], the diffusion profile of a $4^{\text {th }}$ order GDTI tensor is written as:

$$
\begin{align*}
D(\mathbf{g}) & =\left(\mathbf{v}^{T} \mathbf{c}_{1}\right)^{2}+\left(\mathbf{v}^{T} \mathbf{c}_{2}\right)^{2}+\left(\mathbf{v}^{T} \mathbf{c}_{3}\right)^{2},  \tag{35}\\
& =\mathbf{v}^{T} \mathbf{C} \mathbf{C}^{T} \mathbf{v},  \tag{36}\\
& =\mathbf{v}^{T} \mathbf{G} \mathbf{v}, \tag{37}
\end{align*}
$$

where $\mathbf{v}=\left[g_{1}^{2}, g_{2}^{2}, g_{3}^{2}, g_{1} g_{2}, g_{1} g_{3}, g_{2} g_{3}\right]^{T}$ contains the monomials formed by the coefficients of the gradient vector $\mathbf{g}, \mathbf{v}^{T} \mathbf{c}_{i}$ are the three quadratic forms from Hilbert's theorem, and $\mathbf{G}$ is known as the Gram matrix. The column vectors $\mathbf{c}_{i}$ contain the coefficients of the quadratic forms, which have to be estimated from the signal, $\mathbf{C}=\left[\mathbf{c}_{1}\left|\mathbf{c}_{2}\right| \mathbf{c}_{3}\right]$ is a $6 \times 3$ matrix, which assembles these coefficients to compute the rank deficient or PSD $6 \times 6$ Gram matrix, which is used to compute the coefficients of the $4^{\text {th }}$ order diffusion tensor from the coefficients of the quadratic forms.

The authors in [5] use the Eq. (36) to parameterize the ternary quartic decomposition by Hilbert's theorem, and estimate $\mathbf{C}$ from the DWIs, and compute the $4^{\text {th }}$ order tensor from G. However, this parameterization is problematic since it produces an infinite solution space, which can be seen by decomposing $\mathbf{C}$ into two blocks
$\mathbf{C}=[\mathbf{A}, \mathbf{B}]^{T}$ where $\mathbf{A}$ and $\mathbf{B}$ are $3 \times 3$ matrices. Then $\mathbf{C O}$, for any $3 \times 3$ orthogonal matrix $\mathbf{O}$, also results in the same Gram matrix, since $\mathbf{C O}(\mathbf{C O})^{T}=\mathbf{C C}^{T}=\mathbf{G}$. In other words, in this parameterization, $\mathbf{C}$ is unique only up to the equivalence class of orthogonal matrices $O(3)$.

In [5], the authors overcome this degenerate subspace issue by considering the QR-decomposition (or $\mathbf{R Q}$-decomposition) of the $3 \times 3$ submatrix $\mathbf{A}$ of $\mathbf{C}$, where $\mathbf{Q}$ is an orthogonal matrix and $\mathbf{R}$ is an upper triangular matrix. This implies that $\mathbf{C}=[\mathbf{R} \mathbf{Q}, \mathbf{B}]^{T}=\left[\mathbf{R}, \mathbf{B} \mathbf{Q}^{T}\right]^{T} \mathbf{Q}$. Therefore, $\mathbf{C C}^{T}=\left[\mathbf{R}, \mathbf{B} \mathbf{Q}^{T}\right]^{T} \mathbf{Q} \cdot \mathbf{Q}^{T}\left[\mathbf{R}, \mathbf{B Q}^{T}\right]=$ $\left[\mathbf{R}, \mathbf{B Q}^{T}\right]^{T} \cdot\left[\mathbf{R}, \mathbf{B} \mathbf{Q}^{T}\right]$, which effectively quotients out the orthogonal group from the computation of the Gram matrix $\mathbf{G}$.

In [6], the authors overcome this same issue in Eq. (36) by applying certain constraints on $\mathbf{C}$ from the properties of the Gram matrix, to remove the ambiguity of the class of orthogonal matrices $O(3)$. Since the rank of the Gram matrix is known a priori from Hilbert's theorem to be three, they identify and isolate the positive definite part of the PSD Gram matrix using a modified Iwasawa decomposition [25], which is then parameterized uniquely by a Cholesky decomposition. In other words, they first collect the rank- 3 positive definite part of $\mathbf{G}$ into a $3 \times 3$ matrix $\mathbf{W}$, and then decompose $\mathbf{W}$ using a Cholesky decomposition as $\mathbf{W}=\mathbf{L} \mathbf{L}^{T}$. This effectively equates the $3 \times 3$ matrix $\mathbf{A}$, from the paragraph above, where $\mathbf{C}=[\mathbf{A}, \mathbf{B}]^{T}$, to the triangular matrix with positive diagonal elements $\mathbf{L}$. In short, this procedure determines a unique $\mathbf{C}$ in the infinite space of solutions $\{\mathbf{C O}\}$ from the previous approach, and removes the ambiguity of the class of orthogonal matrices $O(3)$. Therefore, the authors in [6] effectively estimate $\mathbf{C}=[\mathbf{L}, \mathbf{B}]^{T}$ from the DWIs. Furthermore, the Cholesky decomposition also distinguishes $\mathbf{C}$ from $-\mathbf{C}$, although both result in the same Gram matrix. The authors then use this uniqueness property of $\mathbf{C}$ to design a spatial regularization of the field of estimated $4^{\text {th }}$ order diffusion tensors.

Finally, we follow up in greater detail the third parameterization [23] using the ternary quartic decomposition. Essentially, using Eq. (35) to parameterize the Hilbert decomposition, we estimate the $\mathbf{c}_{i}$ directly from the DWIs and assemble these afterward to reconstruct $\mathbf{C}$. From there we follow the same procedure as the two other methods, and reconstruct the Gram matrix and compute the coefficients of the $4^{t h}$ order diffusion tensor.

From Hilbert's theorem on non-negative ternary quartics we write the diffusion function of a $4^{t h}$ order diffusion tensor as $D(\mathbf{g})=\psi_{1}^{2}(\mathbf{g})+\psi_{2}^{2}(\mathbf{g})+\psi_{3}^{2}(\mathbf{g})$, where:

$$
\begin{align*}
\psi_{i}(\mathbf{g})= & a_{i} g_{1}^{2}+b_{i} g_{2}^{2}+c_{i} g_{3}^{2}+2 \alpha_{i} g_{1} g_{2}+2 \beta_{i} g_{1} g_{3}+2 \gamma_{i} g_{2} g_{3}  \tag{38}\\
= & {\left[a_{i}, b_{i}, c_{i}, \sqrt{2} \alpha_{i}, \sqrt{2} \beta_{i}, \sqrt{2} \gamma_{i}\right] }  \tag{39}\\
& \quad \times\left[g_{1}^{2}, g_{2}^{2}, g_{3}^{2}, \sqrt{2} g_{1} g_{2}, \sqrt{2} g_{1} g_{3}, \sqrt{2} g_{2} g_{3}\right]^{T}  \tag{40}\\
= & \mathbf{x}_{i}^{T} \mathbf{v} \tag{41}
\end{align*}
$$

are the quadratic forms. Note that we have modified the form of the vector $\mathbf{v}$ by multiplying certain terms by $\sqrt{2}$, this is a minor difference in the notation convention from [5, 6]. Each quadratic form is known if its six unknown coefficients in $\mathbf{x}_{i}$ can be estimated from the DWIs. Therefore, the diffusion profile can be written as a function of the unknowns to be estimated as:

$$
\begin{align*}
D\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right) & =\mathbf{x}_{1}^{T} \mathbf{v} \mathbf{v}^{T} \mathbf{x}_{1}+\mathbf{x}_{2}^{T} \mathbf{v}^{T} \mathbf{x}_{2}+\mathbf{x}_{3}^{T} \mathbf{v v}^{T} \mathbf{x}_{3},  \tag{42}\\
& =\left[\mathbf{x}_{1}^{T}, \mathbf{x}_{2}^{T}, \mathbf{x}_{3}^{T}\right]\left[\begin{array}{ccc}
\mathbf{v}^{T} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{v}^{T} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{v}^{T}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x}_{1} \\
\mathbf{x}_{2} \\
\mathbf{x}_{3}
\end{array}\right]  \tag{43}\\
& =\mathbf{X}^{T} \mathbf{V} \mathbf{X} . \tag{44}
\end{align*}
$$

To estimate the unknown coefficients $\mathbf{x}_{i}$ of the homogeneous quadratic forms from a set of DWIs, we minimize the objective function based on the modified and linearized Stejskal-Tanner equation:

$$
\begin{equation*}
E(\mathbf{X})=\frac{1}{2} \sum_{i=1}^{N}\left(\frac{1}{b} \log \left(\frac{S_{i}}{S_{0}}\right)+\mathbf{X}^{T} \mathbf{V}_{i} \mathbf{X}\right)^{2} \tag{45}
\end{equation*}
$$

where $N$ is the number of DWIs and $\mathbf{V}_{i}$ corresponds to the monomials from the gradient direction $\mathbf{g}_{i}$. Although here we use the linearized form of the StejskalTanner equation, it is equally possible to use the non-linear form. The gradient of the objective function with respect to the unknowns $\mathbf{X}$ is computed to be:

$$
\begin{equation*}
\nabla E(\mathbf{X})=\sum_{i=1}^{N}\left(\frac{1}{b} \log \left(\frac{S_{i}}{S_{0}}\right)+\mathbf{X}^{T} \mathbf{V}_{i} \mathbf{X}\right)\left(\mathbf{V}_{i}+\mathbf{V}_{i}^{T}\right) \mathbf{X} \tag{46}
\end{equation*}
$$

We use the well known Broyden-Fletcher-Goldfarb-Shanno (BFGS) method [26], a sophisticated quasi-Newton optimization algorithm for non-linear problems.

Finally we compute the 15 independent coefficients $A_{i j k l}$ of the $4^{t h}$ order tensor $\mathscr{A}^{(4)}$ from the coefficients of the Gram matrix G, by using Eq. (37), which equates $D(\mathbf{g})$, the multi-linear form of $\mathscr{A}^{(4)}$, to the quadratic form of the Gram matrix. We use a mapping very similar to the one presented in [5,24], where the inverse mapping, i.e. $\mathbf{G}$ in terms of $A_{i j k l}$ is given by:
$4^{\text {th }}$ Order Symmetric Tensors and Positive ADC Modelling

$$
\mathbf{G}=\left(\begin{array}{cccccc}
A_{x x x x} & a & b & \frac{1}{4} A_{x x x y} & \frac{1}{4} A_{x x x z} & d  \tag{47}\\
a & A_{y y y y} & c & \frac{1}{4} A_{y y x y} & e & \frac{1}{4} A_{y y y z} \\
b & c & A_{z z z z} & f & \frac{1}{4} A_{z z x z} & \frac{1}{4} A_{z z y z} \\
\frac{1}{4} A_{x x x y} & \frac{1}{4} A_{y y x y} & f & \frac{1}{4}\left(A_{x y x y}-2 a\right) & \frac{1}{8}\left(A_{x y x z}-4 d\right) & \frac{1}{8}\left(A_{x y y z}-4 e\right) \\
\frac{1}{4} A_{x x x z} & e & \frac{1}{4} A_{z z x z} & \frac{1}{8}\left(A_{x y x z}-4 d\right) & \frac{1}{4}\left(A_{x z x z}-2 b\right) & \frac{1}{8}\left(A_{x z y z}-4 f\right) \\
d & \frac{1}{4} A_{y y y z} & \frac{1}{4} A_{z z y z} & \frac{1}{8}\left(A_{x y y z}-4 e\right) & \frac{1}{8}\left(A_{x z y z}-4 f\right) & \frac{1}{4}\left(A_{y z y z}-2 c\right)
\end{array}\right),
$$

where $\{a, b, c, d, e, f\}$ are six free parameters that determine the rank of the matrix. In this case, since the rank of $\mathbf{G}$ is known to be three, the free parameters are determined from the construction of the Gram matrix, i.e. $\mathbf{G}=\mathbf{C C}^{T}$. Therefore these can be used to compute the coefficients $A_{i j k l}$.

In comparison to the approach in [6], since we estimate all the coefficients of the three quadratic forms without any constraints, in effect we estimate 18 unknowns from which we recover the 15 unknowns of the $4^{\text {th }}$ order diffusion tensor. This actually leaves us three degrees of freedom that can be applied as suitable constraints. Also this approach doesn't distinguish between $\mathbf{C}$ and $-\mathbf{C}$. However, since we only deal with the estimation problem of the $4^{\text {th }}$ order diffusion tensor, this isn't important, since both $\mathbf{C}$ and $-\mathbf{C}$ give the same Gram matrix, and hence the same $4^{\text {th }}$ order tensor. But if such were desired, the three degrees of freedom could be explored, to distinguish between $\mathbf{C}$ and $-\mathbf{C}$.

## 4 Experiments and Results

### 4.1 Synthetic Dataset

We conduct experiments on three datasets. First we consider a synthetic dataset based on a multi-tensor model (to represent multi-fiber crossings). For a single fiber profile we use the diagonal tensor $\mathbf{D}=\operatorname{diag}(1700,300,300) \times 10^{-6} \mathrm{~mm}^{2} / \mathrm{s}$ and generate synthetic signals at a b-value of $3000 \mathrm{~s} / \mathrm{mm}^{2}$. We estimate $4^{\text {th }}$ order HOTs using the Riemannian and the "Ternary Quartic" (TQ) approaches and plot their ADCs. Further, since the maxima of the ADCs don't correspond to the fiber directions, we also compute the diffusion ensemble average propagators (EAPs) $P(\mathbf{r})=\int\left(S_{i}(\mathbf{q}) / S_{0}\right) \exp \left(-2 \pi i \mathbf{q}^{T} \mathbf{r}\right) d \mathbf{q}$, from the estimated $4^{\text {th }}$ order tensors [27, 28].

We visually compare the Riemannian approach, which guarantees a positive definite diffusion profile but solves a more constrained problem, to the Ternary Quartic


Fig. 1 Synthetic Dataset. Comparing the diffusion profiles and the EAPs from the Riemannian approach and the Ternary Quartic approach. (a) ADC Riemannian. (b) ADC Ternary Quartic. (c) EAP Riemannian. (d) EAP Ternary Quartic. The Riemannian approach guarantees positive diffusion, but solves a more constrained problem. The Ternary Quartic approach guarantees only a positive semi-definite diffusion, but solves the problem in the correct space.
approach, which guarantees only a positive semi-definite diffusion profile but solves the problem in the correct space. The diffusion profiles of the estimated $4^{t h}$ order GDTI tensors and the EAPs computed thereof are presented in Fig-1. We notice that the ADCs and the EAPs of the Ternary Quartic approach are somewhat sharper than the Riemannian counterparts. We surmise that this is due to the fact that the Riemannian approach cannot estimate certain types of $4^{\text {th }}$ order tensors that can have non-negative diffusion profiles, since these tensors require to have a semidefinite representation in the symmetric 6D $2^{\text {nd }}$ order tensor formulation used by the Riemannian estimation. Such semi-definite 6D $2^{\text {nd }}$ order tensors are, however, pushed to an infinite distance from the estimation tensor by the Riemannian metric. Nonetheless, the overall angular structure of the two methods remain comparable.

### 4.2 Biological Phantom Dataset

Next we conduct an experiment on a biological phantom data that was produced from excised rat spinal cords. Only two cords were used to create a fiber crossing configuration with known physical directions. The biological phantom [29] was created at the McConnell Brain Imaging Center (BIC), McGill University, Montréal, Canada. MR images were acquired on a 1.5 T Sonata MR scanner using a knee coil. It was created from two excised Sprague-Dawley rat spinal cords embedded in $2 \%$ agar. The acquisition was done with a single-shot spin-echo planar sequence with twice-refocused balanced gradients, designed to reduce eddy current effects. The dataset was acquired with 90 gradient directions, on a single q -shell with a b-value of $3000 \mathrm{~s} / \mathrm{mm}^{2}, q=0.35 \mu \mathrm{~m}^{1}$, TR= 6.4 s , TE= 110 ms , FOV $360 \times 360 \mathrm{~mm}^{2}$, $128 \times 128$ matrix, 2.8 mm isotropic voxels and four signal averages per direction. The SNR of the $S_{0}$ image was estimated to be approximately 70 for the averaged phantom, and around 10 for the cord at $b$-value of $3000 \mathrm{~s} / \mathrm{mm}^{2}$.

In this experiment we estimate $4^{\text {th }}$ order GDTI diffusion tensors from the phantom dataset using both the Riemannian approach and the TQ approach. We then compute the EAPs from the tensors using the methods in [27, 28] to validate the coherence of their geometry with the known layout of the phantom and to see if it is possible to infer the underlying fiber bundle directions. For the sake of comparison we also present the result of the orientation distribution function (ODF) computed from the analytical q-ball estimation technique in [30], which is an angular marginal distribution of the true and unknown EAP under a mono-exponential decay model that corresponds to the GDTI model. The ODFs were directly estimated from the signal.

The results are presented in Fig-2. The geometry of the EAPs computed from the $4^{\text {th }}$ order tensors estimated using both the methods are coherent with the underlying phantom model, and also agree with the geometry of the ODFs. It is interesting to note that since the ODFs are angular marginal distributions of the true EAPs, the radial information of the true EAPs has been marginalized out by a radial integration. Therefore, although the ODFs' angular structures resemble the angular structures of the EAPs computed from the $4^{\text {th }}$ order tensors, the ODFs do not reveal anything about the magnitude of diffusion due to the heterogeneous structure of the underlying tissue. This is visible in the EAPs computed from the tensors from the size or volume of the displacement probability at a constant displacement radius. Also, by comparing (c) and (d) in Fig-2, again the EAPs from the TQ method look sharper than the Riemannian counterparts.


Fig. 2 Biological Phantom Dataset. (a) The layout of the phantom created using two excised rat spinal cords. (b) ODFs estimated from the signal as reference geometry. (c) EAPs computed from $4^{\text {th }}$ order tensors estimated using the Riemannian approach. (d) EAPs computed from $4^{\text {th }}$ order tensors estimated using the Ternary Quartic approach. The EAPs were evaluated at the constant probability radius of $|\mathbf{r}|=17 \mu \mathrm{~m}$.

### 4.3 In Vivo Human Dataset

Finally we conduct experiments on an in vivo human cerebral dataset. This dataset was acquired on a 1.5 T scanner using 41 gradient directions, with a b-value of 700 $\mathrm{s} / \mathrm{mm}^{2}$ with $\mathrm{TR}=1.9 \mathrm{~s}, \mathrm{TE}=93.2 \mathrm{~ms}, 128 \times 128$ image matrix, 60 slices, with voxel dimensions of $1.875 \mathrm{~mm} \times 1.875 \mathrm{~mm} \times 2 \mathrm{~mm}$. This dataset is from a public HARDI database that can be found in [31].

We consider two regions of interest (ROIs) with 249352 and 987 voxels respectively. For the 249352 voxels we compute the diffusion profiles of the tensors and test for positive/non-negative diffusion along 81 directions distributed evenly on a hemisphere. For the 987 voxels we compare the estimation time of the methods, since the positivity constraint implies increased computational complexity.

For the positive/non-negative diffusion experiment, we test four approaches. First we consider the standard Euclidean least squares approach (LS). Then we also test a

| (81 dirs) | LS | SH | RM | TQ |
| :---: | :---: | :---: | :---: | :---: |
| Positive | 181757 | 249263 | 249352 | 249352 |
| Negative | 67595 | 89 | 0 | 0 |

Table 1 Real dataset. The estimated diffusion functions from 249352, $4^{\text {th }}$ order GDTI tensors checked for positive diffusion profile on a set of 81 pairs of directions distributed evenly on a sphere. The Ternary Quartic and the Riemannian approaches are the only methods, which guarantee positive diffusion.
method based on spherical harmonics (SH). Since SHs of the same rank are bijective to Cartesian tensors of the same order, we first estimate real and symmetric SHs of rank 4 from the signal and then transform them to the tensor basis to obtain $4^{\text {th }}$ order HOTs. And finally we consider the two proposed methods of this chapter, namely the Riemannian approach and the TQ approach. The LS approach and the SH to HOT approach don't consider any constraints, although the SH approach includes Laplace-Beltrami regularization [32] to account for some signal noise.

The results of this experiment are displayed in Table 1. The Riemannian (RM) approach and the TQ approach are the only two that estimate $4^{\text {th }}$ order diffusion tensors with positive diffusion profiles. The LS approach, as known, estimates tensors with lots of negative diffusion directions. Although the SH to HOT method includes regularization, clearly that is insufficient to guarantee positive diffusivity. Positive diffusivity is only achieved when it is applied explicitly by either the Riemannian approach or the TQ approach. In this experiment, we also tested for zero diffusion and found that both the Riemannian method and the TQ method always estimated tensors with strict positive diffusion profiles. Although the TQ method only applies a non-negative constraint, clearly due to numerical computations it is highly improbable to estimate tensors with exactly zero diffusion.

Although, the positivity constraint, applied using either the Riemannian approach or the TQ approach, clearly performs well, it also implies an added computational load. To get an idea of the additional computational complexity, we compare the estimation time of the two - Riemannian \& TQ - approaches with the standard and linear LS approach on an ROI of the in vivo dataset with 987 voxels. The estimation times are displayed in Table 2. The computations were conducted on a Dell D630

| (987 tensors) | LS | Rm | TQ |
| :---: | ---: | :---: | :---: |
| Estimation | 6 s | 35 s | 102 s |

Table 2 Real dataset. Comparison of the time for estimating 987, $4^{\text {th }}$ order diffusion tensors that are visualized in Fig-3.


Fig. 3 In-vivo Human Cerebral Dataset. Effects of the non-negative and the positive definite constraints that are guaranteed by the Ternary Quartic approach and the Riemannian approach are evaluated on the EAPs computed from the estimated tensors. EAPs computed from tensors estimated using the Euclidean LS approach, which doesn't consider any constraints, are shown for comparison. No spatial regularization was used. The improvement in the results is only due to the non-negativity constraints.

Latitude laptop with Intel(R) Core(TM)2 Duo CPU @ 2.20 GHz and 2GB RAM. The linearity and efficiency of the LS method is in fact one of its main supporting factors. However, the increased estimation time due to the complexity of the positivity constraint is still tractable.

Finally, we conclude the experiments, by computing the EAPs from tensors estimated using both the Riemannian method and the TQ method from the in vivo human dataset (using [27, 28]). For comparison we include the EAPs computed from tensors estimated using the LS method (using [27, 28]). The results are pre-
sented in Fig-3, where a region of interest on an axial slice is shown. What stands out prominently from Fig-3 is the increased spatial regularity in the results of the Riemannian and the TQ methods when compared to the LS method. However, no spatial regularization was used. Only the positivity constraint was employed, using the two methods, for estimating the $4^{\text {th }}$ order tensors. Clearly, the positivity constraint renders the estimation of the tensors much more robust to signal noise and improves the results. This indicates the importance of the positivity constraint.

## 5 Discussion and Conclusion

In this chapter we considered the problem of estimating $4^{\text {th }}$ order diffusion tensors with a positivity constraint from the GDTI model. In GDTI Cartesian tensors of order higher than two were used to attain greater accuracy in the modelling of complex shaped ADCs. GDTI HOTs of order $k$ were assumed to be symmetric since only their projections along vectors were used in the ADC modelling, and were assumed to be of even order since negative diffusion is non-physical. However, in spite of this design, the standard method for estimating GDTI HOTs from the signal, namely the least squares approach doesn't guarantee an estimated HOT with a positive diffusion profile. Least squares estimation, although linear and efficient can result in HOTs with negative diffusion profiles.

We reviewed two different approaches for estimating $4^{\text {th }}$ order GDTI diffusion tensors with positive diffusion profiles and non-negative diffusion profiles respectively. In the first method, we considered the algebra of $4^{\text {th }}$ order tensors to map symmetric $3 \mathrm{D} 4^{\text {th }}$ order tensors to symmetric $6 \mathrm{D} 2^{\text {nd }}$ order tensors. We then applied the Riemannian framework for the space of $\mathscr{S} y m_{6}^{+}$, to estimate $4^{\text {th }}$ order diffusion tensors with strictly positive or positive definite diffusion profiles. In the second method, we considered the polynomial interpretation of the multi-linear form of HOTs , to reformulate the problem of estimating a HOT as a problem of estimating a polynomial. In the case of $4^{\text {th }}$ order diffusion tensors, we were able to use Hilbert's theorem on non-negative ternary quartics to parameterize $4^{t h}$ order tensors as a sum of squares of quadratic forms. By estimating the coefficients of the quadratic forms, we were able to reconstruct $4^{\text {th }}$ order diffusion tensors with non-negative diffusion profiles from the signal.

The Riemannian method we proposed, ensures a positive definite diffusion profile, but solves a problem more constrained than implied by the model. This can be understood from the fact that the 3D $4^{\text {th }}$ order tensors were estimated in $\mathscr{S} y m_{6}^{+}$, as
$6 \mathrm{D} 2^{\text {nd }}$ order tensors, which implies that the Riemannian method ensures that the multi-linear form of the $4^{\text {th }}$ order tensor is positive definite for all symmetric 3D $2^{\text {nd }}$ order tensor. However, the GDTI model requires that the multi-linear form of the $4^{\text {th }}$ order tensor needs to be positive definite for only 3D $2^{\text {nd }}$ order tensors of maximal rank one. Therefore, the Riemannian method ensures a positive diffusion profile, but the solution space is more constrained than the true solution space.

The second method we proposed - the Ternary Quartic method solves the problem in the correct space due to the appropriate polynomial parameterization. However, since the known polynomial results, i.e. Hilbert's theorem on ternary quartics, only guarantee non-negativity, this method considers a theoretically weaker problem of a positive semi-definite diffusion profile. But this method also uses the Euclidean metric, which, as has been suggested in [7], is perhaps better suited for computing with diffusion data than the affine invariant Riemannian metric.

From the implementation and the results, we found that the shape of the ADCs and EAPs computed from tensors estimated using the Riemannian method to be similar to the shape of the ADCs and EAPs computed from tensors estimated using the Ternary Quartic method. We did, however, remark a swelling in the shapes of the tensors estimated using Riemannian method, which we suspect was the result of the over constraint. A more detailed analysis is, therefore, necessary to identify the sub-space spanned by the Riemannian approach, and also to quantify the impact of this sub-space on the estimated results. Finally, in the tests for negative diffusion profiles, we never came across zero diffusion from tensors estimated using the Ternary Quartic method, which is probably due to numerical computations. Therefore, we concluded that the concession of the weaker non-negativity constraint to be negligible in practice.

We conducted tests on a biological phantom with a known layout to evaluate whether it was possible to infer the underlying fiber directions from the geometry of the EAPs computed from the tensors estimated using the two approaches. Our experiments indicated that this could be answered in the affirmative and that the geometry of the EAPs computed from the tensors estimated using the Riemannian framework and the Ternary Quartic approach could reveal the underlying fiber directions. We also experimented on in-vivo human cerebral data using both the Riemannian framework and the Ternary Quartic approach to motivate the need for a positive or non-negative diffusion profile constraint. The experiments clearly indicated the gains of applying such constraints. Finally, we also presented the computation time to evaluate the increased complexity, and found this to be tractable.

## References

1. Basser, P.J., Mattiello, J., LeBihan, D.: Estimation of the effective self-diffusion tensor from the NMR spin echo. Journal of Magnetic Resonance B (1994) 247-254
2. Basser, P.J., Mattiello, J., LeBihan, D.: MR Diffusion Tensor Spectroscopy and imaging. Biophysical Journal 66 (1994) 259-267
3. Stejskal, E.O.: Use of Spin Echoes in a Pulsed Magnetic-Field Gradient to Study Anisotropic, Restricted Diffusion and Flow. The Journal of Chemical Physics 43 (1965) 3597-3603
4. Ozarslan, E., Mareci, T.H.: Generalized diffusion tensor imaging and analytical relationships between diffusion tensor imaging and high angular resolution diffusion imaging. Magnetic Resonance in Medicine 50 (2003) 955-965
5. Barmpoutis, A., Jian, B., Vemuri, B.C.: Symmetric positive 4th order tensors \& their estimation from diffusion weighted MRI. In: Information Processing in Medical Imaging (IPMI 2007). (2007) 308-319
6. Barmpoutis, A., Hwang, M.S., Howland, D., Forder, J.R., Vemuri, B.C.: Regularized positivedefinite fourth-order tensor field estimation from DW-MRI. NeuroImage 45 (2009) 153-162
7. Pasternak, O., Sochen, N., Basser, P.J.: The effect of metric selection on the analysis of diffusion tensor MRI data. NeuroImage 49 (2010) 2190-2204
8. Barmpoutis, A., Vemuri, B.C.: A Unified Framework For Estimating Diffusion Tensors of any Order with Symmetric Positive-Definite Constraints. In: Proc. IEEE Int'l Symposium on Biomedical Imaging. (2010) 1385-1388
9. Qi, L., Yu, G., Wu, E.X.: Higher Order Positive Semidefinite Diffusion Tensor Imaging. SIAM J. Imaging Sciences 3 (2010) 416-433
10. Milne, T., Ghosh, A., Deriche, R.: Constrained Diffusion Kurtosis Imaging Using Ternary Quartics and MLE. In: Computational Diffusion MRI Workshop (CDMRI), 2012, MICCAI. (2012) in press.
11. Fletcher, P., Joshi, S.: Principal geodesic analysis on symmetric spaces: Statistics of diffusion tensors. In: Proc. Computer Vision Approaches to Medical Image Analysis, Prague (2004)
12. Moakher, M.: A differential geometric approach to the geometric mean of symmetric positivedefinite matrices. SIAM J. Matrix Anal. Appl. 26 (2005) 735-747
13. Pennec, X., Fillard, P., Ayache, N.: A Riemannian Framework for Tensor Computing. International Journal of Computer Vision 66 (2006) 41-66 A preliminary version appeared as INRIA Research Report 5255, July 2004.
14. Lenglet, C.: Geometric and Variational Methods for Diffusion Tensor MRI Processing. PhD thesis, Universite de Nice - Sophia Antipolis (2006)
15. Arsigny, V., Fillard, P., Pennec, X., Ayache, N.: Log-Euclidean metrics for fast and simple calculus on diffusion tensors. Magnetic Resonance in Medicine 56 (2006) 411-421 PMID: 16788917.
16. Moakher, M.: Fourth-order cartesian tensors: Old and new facts, notions and applications. The Quarterly Journal of Mechanics and Applied Mathematics 61 (2008) 181-203
17. Moakher, M.: The Algebra of Fourth-Order Tensors with Application to Diffusion MRI. In Laidlaw, D., Weickert, J., eds.: Visualization and Processing of Tensor Fields. Mathematics and Visualization. Springer Berlin Heidelberg (2009) 57-80 10.1007/978-3-540-88378-4_4.
18. Itskov, M.: On the theory of fourth-order tensors and their applications in computational mechanics. Comput. Methods Appl. Mech. Engrg. 189 (2000) 419-438
19. Ghosh, A., Descoteaux, M., Deriche, R.: Riemannian framework for estimating symmetric positive definite 4th order diffusion tensors. In: Medical image computing and computerassisted intervention - MICCAI. Volume 5241 of Lecture notes in computer science., NewYork, USA, Springer (2008) 858-865
20. Basser, P.J., Pajevic, S.: Spectral decomposition of a 4th-order covariance tensor: Applications to diffusion tensor MRI. Signal Processing 87 (2007) 220-236
21. Barmpoutis, A., Vemuri, B.C.: A unified framework for estimating diffusion tensors of any order with symmetric positive-definite constraints. In: Proceedings of ISBI10: IEEE International Symposium on Biomedical Imaging. (2010) 1385-1388
22. Rudin, W.: Sums of squares of polynomials. The American Mathematical Monthly 107 (2000) pp. 813-821
23. Ghosh, A., Moakher, M., Rachid, D.: Ternay quartic approach for positive 4th order diffusion tensors revisited. In: IEEE International Symposium on Biomedical Imaging: From Nano to Macro. (2009) 618-621
24. Powers, V., Reznick, B.: Notes towards a constructive proof of Hilbert's theorem on ternary quartics. Quadratic forms and their applications (Dublin 1999), Contemp. Math. 272 (2000)
25. Jian, B., Vemuri, B.C.: Metric Learning Using Iwasawa Decomposition. Computer Vision, IEEE International Conference on 0 (2007) 1-6
26. Press, W.H., Flannery, B.P., Teukolsky, S.A., Vetterling, W.T.: Numerical Recipes in C: The Art of Scientific Computing. 2nd edn. Cambridge University Press (1992)
27. Özarslan, E., Vemuri, B.C., Mareci, T.H.: Fiber Orientation Mapping Using Generalized Diffusion Tensor Imaging. In: Proc. IEEE International Symposium on Biomedical Imaging. (2004) 1036-1039
28. Ghosh, A., Deriche, R.: Fast and Closed-Form Ensemble-Average-Propagator Approximation From The 4th-Order Diffusion Tensor. In: Proc. IEEE Int'l Symposium on Biomedical Imaging. (2010) 1105-1108
29. Campbell, J., Siddiqi, K., Rymar, V., Sadikot, A., Pike, B.: Flow-based fiber tracking with diffusion tensor q-ball data: Validation and comparison to principal diffusion direction techniques. NeuroImage 27 (2005) 725-736
30. Aganj, I., Lenglet, C., Sapiro, G., Yacoub, E., Ugurbil, K., Harel, N.: Reconstruction of the orientation distribution function in single and multiple shell Q-ball imaging within constant solid angle. Magnetic Resonance in Medicine 64 (2010) 554-566
31. Poupon, C., Poupon, F., Allirol, L., Mangin, J.F.: A database dedicated to anatomo-functional study of human brain connectivity. In: Twelfth Annual Meeting of the Organization for Human Brain Mapping (HBM). (2006)
32. Descoteaux, M., Angelino, E., Fitzgibbons, S., Deriche, R.: Apparent Diffusion Coefficients from High Angular Resolution Diffusion Imaging: Estimation and Applications. Magnetic Resonance in Medicine 56 (2006) 395-410

[^0]:    Aurobrata Ghosh and Rachid Deriche
    INRIA Sophia Antipolis-Méditerranée, France. e-mail: \{aurobrata.ghosh,rachid.deriche\} @inria.fr

