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## ABSTRACT

We systematically evaluate four methods for solving two-dimensional, linear elliptic partial differential equations on general domains. The four methods are: standard finite differences; collocation, Galerkin and leastsquares using Hermite cubic piecewise polynomials. Our test set of 17 problems ranges from simple to moderately complex. The principal conclusion is that collocation is the most efficient method for general use. Standard finite differences is sometimes more efficient for very crude accuracy (where efficiency is not important anyway) but it is also sometimes enormously less efficient even for very modest accuracy. The accuracy of the Galerkin and least-squares methods is sometimes better than collocation, but the extra cost always negates this advantage for our problems.
I. STATEMENT OF THE PROBLEM AND PROCEDURES, CONCLUSIONS.

Our approach to evaluating numerical methods for partial differential equations has already been outlined in Houstis, et al [1975]. This approach is a specific instance of the general framework presented by Rice [1976a]. Briefly this approach is to first choose a sample set of problems from the domain of interest. The domain here is linear, second order elliptic partial differential equations which are somewhat "general". That is, they have varịous complications (variable coefficients, curved domains, reentrant comers, etc.) that are typical in applications and which prevent the straightforward use of specialized methods or theories. One next selects some solution methods (four in this paper) and criteria of performance (accuracy achieved, execution time and memory used) and finally one applies the methods to the sample set of problems while measuring the performance criteria.

The cost of solving partial differential equations forces a small sample set ( 17 problems here) and thus the reliability of the evaluations is not as high as we would like. Nevertheless, most of the phenomena observed here are quite consistent over the problem set which suggests that the probability of this being the result of chance is quite low.

One key to validity of an evaluation such as this is the precise definition of the problems, methods and measures of performance. The sample problem set is presented in the next section. The numerical methods are briefly discussed in Sections II and III and a more detailed symopsis of them is given in Appendix 2.

A common weakness of previous efforts of this type is the lack of precision and information about the numerical methods. It is well known that it is insufficient to simply state 'Method $X$ was used". Variations in the implementation of Method $X$ affect the performance measures by factors of 2,10 or 1000 . We believe that we have implemented all the numerical methods used in a way that gives close to maximum performance. We have particularly striven to be "fair" to each method and have not used special techniques (e.g, assembly language code) for one in order to enhance its performance relative to the others.

We summarize our procedure and conclusions as follows:

Problem Class: Second order linear elliptic partial differential
equations of general nature i.e. some complication present in
coefficients, domain or solution.
Solution Requirements: Moderate accuracy (I to 3 digits correct) achievable "in core" (60,000 words or less of memory needed). 4 Numerical Methods: Standard Finite Differences; Collocation, Galerkin and Least Squares using piecewise cubic polynomials (Hermite cubics).

Criteria of performance (efficiency): Execution time for a given accuracy. Accuracy is the maximum error divided by the size of the solution and is usually measured in decimal digits

## Conclusions:

1. There is normally a "cross-over point" at low accuracy beyond which Collocation is more efficient than Standard Finite Differences. Even when finite differences is more efficient, it is by a small amount while Collocation is sometimes dramatically more efficient than finite differences.
2. There is practically no difference at all between Galerkin and Least Squares in performance. They tend to be slightly more accurate than Collocation but are very much less efficient because of the increased work to compute the coefficients in the matrix problem to be solved.
II. COMPARISON OF STANDARD FINITE DIFFERENCES AND COLLOCATION WITH HERMITE CUBICS.
II. 1 The Numerical Methods and Problem Set. The first comparison made in this paper is between the standard finite difference method (5-point star) and collocation with Hermite cubics. See Appendix 2, Fix and Strang [1973] and Collatz [1966] for detailed information on these methods. Simply stated, in collocation the coefficients of the approximate solution are chosen to satisfy exactly the partial differential equation and boundary conditions at selected points.

In simple situations with a uniform mesh length of $h$, the finite difference method is second order, $O\left(h^{2}\right)$ and collocation is fourth order, $O\left(h^{4}\right)$. Thus, asymptotically in these situations, as the accuracy increases, collocation becomes more efficient than standard finite differences. This suggests the existence of a cross-over point in the performance where collocation becomes more efficient. One of our objectives is to ascertain whether simple collocation applies to more general problems and to determine the expected location of the cross-over point. The operators, domains, boundary conditions and true solutions for the 17 problems we used are given in Table 1. The first 8 were previously considered by us in Houstis et al, [1975]. We give additional information about some of them:

Prob. 2/3. Torsion in a bimetal shaft, Ely and Zienkiewicz [1960]. The shear modulus $G$ is a step function with $G_{1} / G_{2}=3$ (see Figure la). We have replaced the step by a short interval (length $=0.001$ ) where a cubic polynomial blends the two values of $G$ smoothly. We measure accuracy

$u=0$


Table 1. The 17 problem space sample used in this paper. The letters $f$ and $g$ denote functions whose values are determined to make the problem have the specified true solution. The references are to papers where the problem or a closely related one has been considered.


Table 1 Continued

| 'roblem | Partial Differential Equation Operator <br> True Solution | Size of Solution | Domain | Boundary Conditions | References |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 9 | $\begin{aligned} & 4 u_{x x}+u_{y y}-64 u=f \\ & \quad u=4\left(x^{2}-x\right)(\cos (2 \pi y)-1), \end{aligned}$ | 2.0 | Unit Square | $\mathrm{u}=0$ |  |
| 10 | $\begin{gathered} u_{x x}+u_{y y}-[100+\cos (3 \pi x)+\sin (2 \pi y)] u=f \\ u=[5.4-\cos (4 \pi x)] \sin (\pi x)\left(y^{2}-y\right)[5.4-\cos (4 \pi y)] \\ *[1 /(1+\phi)-1 / 2] \\ \phi=4(x-.5)^{2}+4(y-.5)^{2}, \end{gathered}$ | 3.2 | Unit Square | $u=0$ | [10] |
| 1/12 | $\begin{gathered} u_{x x}+u_{y y}-100 u=\left(\mu^{2}-100\right) \cosh y / \cosh \mu \text { with } \mu=10 \text { or } 20 \\ u=\cosh 10 x / \cosh 10+\cosh \mu y / \cosh \mu, \end{gathered}$ | 2.0 | Unit Square | $\mathrm{u}=\mathrm{g}$ |  |
| 13 | $\begin{aligned} & u_{x x}+u_{y y}=f \\ & \quad u=\phi(x) * \phi(y), \text { see text } \end{aligned}$ | 1.0 | Unit Square | $\mathrm{u}=\mathrm{g}$ | - |
| 14 | $\begin{aligned} & u_{x x}+u_{y y}=f \\ & \quad u=y\left[(x-2)^{2}+y^{2}-1\right] e^{-.0625 x(x-4)(y-2)} /\left[\left(3+(x-2)^{2}\right)\left(3+y^{2}\right)\right] \end{aligned}$ | 2.0 | See Fig. lb | See Fig. lb | [6] |
| 15 | $\begin{aligned} & u_{x x}+u_{y y}=f \\ & \quad u=10 \phi(x) * \phi(y), \phi(x)=e^{-100(x-.5)^{2}}\left(x^{2}-x\right), \end{aligned}$ | 0.6 | Unit Square | $u=0$ |  |
| 16 | $\begin{gathered} u_{x x}+u_{y y}=2 e^{x+y} \\ u=e^{x+y} \end{gathered}$ | 4.9 | See Fig. lc | $u=g$ | [17] |
| 17 | $u_{x x}+u_{y y}=f$ <br> see text and Appendix 4 | 100.0 | See Fig. lc | See Fig. 1c | [17] |

here by comparing with a numerical solution we have computed which we believe is much more accurate than the ones considered in this paper.

Prob. 4. The ellipse is centered at $(0,0)$ with major and minor axes of 2 and 1 . By symmetry only a quarter of the elliptical region was used in the computation.

Prob. 5. The circle has radius 0.5 and center at ( $0.5,0.5$ ). The solution is uniquely determined by imposing the additional condition $u(0,0.5)=0$.

Prob. 8. The true solution has a discontinuity in the "2.5" derivative.

Prob. 10. This is a vexsion of a problem from stratospheric physics, see McDonald et al [1974].

Prob. 11/12. These problems are of boundary layer type; the square is centered at the origin and has side 2 . Symmetry was not used.

Prob. 13. The product solution $\phi(x) \phi(y)$ has a steep slope (or wave front) along a right angle at the center of the domain. We have

$$
\phi(x)= \begin{cases}1 & x \leq .35 \\ P(x) & .35 \leq x \leq .65 \\ 0 & .65 \leq x\end{cases}
$$

where $p(x)$ is a quintic polynomial determined so that $\phi(x)$ has two continuous derivatives.

Prob. 14. This problem is similar to that of steady flow past a sphere, Desai and Abel [1972]. The true solution satisfies the same boundary conditions and has the same shape as the solution of the physical problem.

Prob. 15. The solution has a sharp peak at the center of the square and it is very small for $(x-.5)^{2}+(y-.5)>.01$.

Prob. 16/17. This problem is derived from that of heat flow in the concrete shield of a nuclear reactor, see Zienkiewicz and Cheung [1965].

Problem 16 only has the geometry and operator of the real problem. The true solution of Problem 17 (see Appendix 4) is a complicated function which exhibits the same shape (including small singularities at the three reentrant corners) and satisfies the same boundary conditions (except along $x=0$ and $y=0$ ) as the solution of the physical problem.

Problems $1,7,8,9,13$ and 15 are separable and all the operators except for Prob. 6 are formally self-adjoint.
II. 2 Results of the Comparisons. The data obtained are presented in two forms. In Appendix 1 we give a set of 17 graphs of the accuracy achieved versus computer time used. For both methods the error is measured only at the nodes of the grid used. For most problems we have also measured the error at many more points in the domain and this sometimes gives a considerably different result. This is discussed in moxe detail in Section IV. We used a CDC 6500 whose long word length gives ample insulation from round-off errors in these calculations.

In Table 2 we tabulate the cross-over points for all 17 problems. This is expressed both in terms of accuracy measured in digits as $\log$ (max error/ solution size) and the number $N$ of subdivisions in each variable. For the non-rectangular regions we give an approximate "equivalent" value of $N$ which would give about the same number of unknowns, if the region were rectangular.

We see from Table 2 that the cross-over points range from 0 to 4 digits with 2 as a median value. One of the high cross-over points comes from Problem 16 where high accuracy is obtained by very coarse meshes. Let $N_{F}$ and $N_{C}$ denote the values of $N$ at the cross over point for finite differences and collocation, respectively. There is a fairly consistent pattern in the relationship of the values of $N_{F}$ and $N_{C}$, namely $\sqrt{N_{F}} / N_{C}$ is about 1. The value of $N_{C}$ is small (from 1 to 6 with 3 as median) for all cases.

Table 2. Tabulation of the cross-over points for 17 problems. The accuracy (in digits) and numbers $N_{F}$ and $N_{C}$ of grid lines is given for the comparison of Standard Finite Difference and Collocation with Hermite Cubics.

| Problem | $\begin{gathered} \text { Digits }= \\ \log (\text { max error/solution size }) \end{gathered}$ | $N_{F}$ <br> Finite Difference | $\stackrel{{ }_{\mathrm{N}}^{\mathrm{C}}}{\text { Collocation }}$ | $\frac{\sqrt{N_{F}}}{N_{C}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1.8 | 5 | 2 | 1.12 |
| 2 | 3.0 | 13 | 4 | 0.90 |
| 3 | 1.5 | 12 | 3 | 1.15 |
| 4 | 3.0 | 12 | 4 | 0.87 |
| 5 | 1.9 | 6 | 2 | 1.22 |
| 6 | 0 | 1 | 1 | 1.00 |
| 7 | 1.8 | 5 | 1 | 2.23 |
| 8 | 4.0 | 5 | 2 | 1.12 |
| 9 | 3.0 | 9 | 4 | 0.75 |
| 10 | 1.1 | 8 | 3 | 0.94 |
| 11 | 2.2 | 13 | 6 | 0.60 |
| 12 | 1.3 | 9 | 4 | 0.75 |
| 13 | 1.3 | 15 | 5 | 0.77 |
| 14 | 3.6 | 17 | 5 | 0.82 |
| 15 | 1.2 | 15 | 4 | 0.97 |
| 16 | 4.1 | 16 | 4 | 1.00 |
| 17 | 1.8 | 20 | 6 | 0.75 |

Our results here differ in some cases from those published earlier, Houstis et al [1975]. The efficiency of both programs has been improved but their relative efficiency has not changed much. In our earlier paper we measured the error at many points over the entire domain (bilinear interpolation was used to extend the finite difference solutions). The few noticeable differences from the earlier data are due to this change in error measurement. We also previously gave data on memory usage as well as execution time. We have omitted memory data here as the cross-over points for memory are somewhat the same as for execution time (this is true also for the new problems introduced in this paper).

We timed separately the formation and the solution of the linear equations. Both finite differences and collocation are very similar in the breakdown of execution time as seen in Table 3.

Table 3. Sample data on the breakdown of execution time between formation and solution of the linear equations.

|  |  | Time for linear system Formation Solution |  | Ratio of Formation/Total |
| :---: | :---: | :---: | :---: | :---: |
| Prob. 1. | Collocation, $\mathrm{N}=4$ | 0.25 sec | 0.46 sec | . 54 |
|  | Finite Differences, $\mathrm{N}=10$ | 0.25 | 0.56 | . 50 |
|  | Collocation, $\mathrm{N}=8$ | 1.0 | 4.5 | . 22 |
|  | Finite Differences, $\mathrm{N}=17$ | 0.9 | 3.6 | . 20 |
| Prob. 10 | Collocation, $\mathrm{N}=8$ | 1.4 | 4.4 | . 24 |
|  | Finite Differences, $\mathrm{N}=17$ | 1.2 | 3.4 | . 26 |

The solution of the matrix equation was always by Gauss elimination (frontal or profile version) and it is possible that iterative methods or nested dissection would be significantly more efficient. Indeed, this is known to be true for certain simple problems and finite differences. However, we are concerned with problems with some complexity (even though we included some simple examples in our sample) and there the theoretical relationship between iterative methods and Gauss elimination is unknown. Iterative methods also normally involve choosing one or more parameters and that could be very delicate for complex problems. Thus we must leave the question of the impact of using iterative methods on these problems as an open question for future research. The few comparisons that we are alrare of have various defects that leaves the situation inconclusive in our minds.
II. 3 Conclusions. A study of Table 2 and the graphs in Appendix 1 shows that collocation becomes more efficient than standard finite differences at rather low accuracies and/or small values for $N$. Fur:hermore, when finite differences are more efficient, it is by a small margin whereas collocation
is often dramatically more efficient than finite differences. These results cover a reasonably broad range of two-dimensional linear elliptic problems and show that there is no reason from the point of view of efficiency to use the standard finite difference methods for this class of problems.

It is also relevant to note that in practical problems one must almost always compute solutions to higher accuracy than actually required. That is to say, the only reliable ways to be certain that one has an error of say, $5 \%$ (or less) involve computing a solution accurate to $1 \%$ or better. This is especially the case for low accuracy requirements (e.g. $1-10 \%$ error).
III. COMPARISON OF COLLOCATION, GALERKIN AND LEAST SQUARES.
III.l The Methods. In all three of these methods we use Hermite cubic polynomials as approximations. More specific details are given in Appendix 2 but there are two facts worth noting here. First, both the Galerkin and Least Squares methods involve the evaluation of integrals and these have been estimated by using 9 point quadrature in each grid rectangle based on the tensor product of the 3 point Gauss rule. All the information from the equation must be evaluated at 9 points, this compares with 4 points needed for collocation in each element (grid rectangle).

Second, the Galerkin and Least Squares methods were implemented only for the case where the boundary conditions can be exactly satisfied by chosing the Hermite cubic basis appropriately. This restriction makes them intrinsically less flexible and should give them an advantage over collocation whenever they are applicable. To offset this advantage we used the same Hermite cubic basis for collocation on those problems where all three methods are compared. In complex problems it can be very difficult (and tedious) to modify the original problem into one where the boundary conditions can be satisfied exactly by piecewise cubic polynomials.

There are only six problems (1, 7, 8, 9, 10, and 15) where Galerkin and Least squares could be applied, but the results are so consistent that this number seems sufficient to draw general conclusions.

III, 2 Results of the Comparisons. The graphs given in Appendix 1 for these six problems show the data for all three methods. An examination of these graphs shows that there is rarely a significant difference between the Galerkin and Least Squares method. Table 4 gives a sample of some additional typical data for comparing the collocation and Galerkin methods

One sees from Table 4 that collocation is always faster for equal accuracy. The advantage decreases as N increases and an operations count shows that eventually the Galerkin method is faster. This is because eventually most of the time is spent in solving the linear system and the Galerkin system is symmetric and hence can be solved twice as fast as the nonsymmetric collocation system. The timing data given in Table 4 is compatible with an operations count analysis for these two methods. One also sees for a fixed set of elements (grid) that collocation is sometimes much less accurate than Galerkin and never more accurate. However, the graphs show that the accuracy advantage of Galerkin never compensates for its speed disadvantage in these cases. One may compare accuracy from the graphs by noting that the last point plotted for each method has the same number of elements.

Note that Problem 10 involves fairly complicated functions in the differential operator and that this has a large negative effect for the Galerkin and Least Squares methods.
III. 3 Conclusions. We see that collocation is a more general method and that it is also more efficient than Galerkin or Least Squares. Collocation is more delicate to apply because the boundary collocation points must be selected carefully for complicated regions. See Appendix 3. Thus collocation
is the method of choice among these three for the class of problems represented here

Table 4. Selected data comparing collocation and Galerkin for six problems. Times are given in seconds.

| Prob No | Factors of |  | Time Break Down |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Speed Advantage for Coll. | Accuracy Advantage for Galer. | Collocation |  |  |  | Galerkin |  |  |
|  |  |  | N | Matrix Formation | $\begin{gathered} \text { Matrix } \\ \text { Sol. } \\ \hline \end{gathered}$ | Error. | Matrix <br> Formation | $\begin{gathered} \text { Matrix } \\ \text { Sol. } \end{gathered}$ | Error |
| $\frac{1}{1}$ | 4 to 12 | 2 to 3 | 3 7 | [ | .203 2.961 | $5.6 * 10^{-3}$ $1.8 * 10^{-4}$ | 2.15 <br> 10.57 | .218 3.67 | $\begin{aligned} & 2.4 * 10^{-3} \\ & 1.0 * 10^{-4} \end{aligned}$ |
| 7 | 3 to 6 | 2 | 4 8 | .159 .645 | .477 4.45 | $2.8 * 10^{-4}$ $1.7 * 10^{-5}$ | 2.01 8.1 | .538 5.85 | $2.6 * 10^{-4}$ $1.7 * 10^{-5}$ |
| 8 | 2.5 to 8 | 2.5 to 4 | 3 8 | .081 .633 | .213 4.33 | $1.6 * 10^{-4}$ $4.8 * 10^{-6}$ | 1.12 7.89 | .21 5.95 | $6 * 10^{-5}$ $2 * 10^{-6}$ |
| 9 | 3 to 7 | 1 to 4 | 2 | .034 .489 | 2.88 | 1.6*10 ${ }^{5} 10^{-2}$ | .566 6.88 | $\frac{.055}{3.71}$ | $1.5 * 10^{-2}$ $8.6 * 10^{-4}$ |
| 10 | 6 to 15 | 1 to 2 | 2 9 | .052 1.71 | . 6.055 | $8.5 * 10^{-1}$ $7 * 10^{-3}$ | 1.98 40.0 | $\underline{.059}$ | $8.6 * 10^{-1}$ $4 * 10^{-3}$ |
| 15 | 5 to 10 | 1 to 7 | 4 8 | $\begin{aligned} & .239 \\ & .95 \end{aligned}$ | .482 4.39 | $3.4 * 10^{-1}$ $8 * 10^{-2}$ | 4.81 18.8 | .54 5.82 | $8 * 10^{-2}$ $1.1 * 10^{-2}$ |

IV. THREE OBSERVATIONS.
IV. 1 Unequal Mesh Spacing for Collocation. There are two disadvantages to collocation compared to standard finite differences: (1) It is not well known, (2) Its implementation is more complicated. The extra complexity (which is not great) of collocation partially stems from its greater flexibility. One manifestation of this is that unequal mesh spacings can be used with no extra difficulty, no loss in accuracy and a negligible increase in computation. By no loss of accuracy we mean that collocation remains a fourth order method as contrasted to standard finitie differences where unequal mesh spacing reduces the order from second to first.

In fact, unequal mesh spacing can dramatically increase the accuracy of collocation solutions and often one can see (with little trouble) a
reasonable mesh to use. Several examples of this occur among the 17 problems
considered here, including Prob. 13 (wave front on a right angle) and Prob. 15 (sharp peak at center). We solved both of these problems with unequally spaced meshes and the resulting improvements are tabulated in Table 5. The unequally spaced meshes for these examples were chosen in what seemed a plausible way, but no systematic attempt was made to optimize the mesh.

Table 5. Illustration of the possible improvement in accuracy of the collocation method by using an unequally spaced mesh.

| Case |  | ERROR |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Equally Spaced Mesh | Unequally Spaced Mesh |  |
| Prob 13 |  | $1.5 * 10^{-2}$ | $1.8 * 10^{-3}$ |  |
|  | $\mathrm{N}=8$ | $7 * 10^{-2}$ | $4.1 * 10^{-4}$ |  |
| Prob 15 | $\mathrm{N}=3$ | . 57 | .29 |  |
|  | $N=6$ | . 16 | . 06 |  |
|  | $\mathrm{N}=8$ | . 08 | . 026 |  |

IV. 2 Additional Accuracy at the Mesh Nodes for Collocation. For general collocation there is a phenomenon called super convergence, see deBoor and Swartz [1974] where the order of accuracy at the mesh nodes is higher than elsewhere. However, in theory this phenomenon does not occur when using cubic polynomials. Nevertheless, we observed substantially improved accuracy at the nodes for some problems while there was none for some others. For two problems there was a constant increase in the accuracy at the nodes: a factor of 4 for Prob 7 and 15 for Prob 4. In some other problems (e.g. 8, 10. Il, and 13) there was a more erratic factor of increase, but it exceeded 4 in some case of each of these problems. No such phenomenon occured for
the Least Squares or Galerkin methods.
There is a plausible explanation of this as follows: The nature of the theoretical error term for collocation is different at the mesh nodes than that at other points, but the use of cubic polynomials results in the same order of accuracy for both cases. However, for some problems the coefficient of the principal error term at the nodes might be significantly smaller than that of the general error term. This could account for the phenomenon that we observe.
IV. 3 Dependence of Accuracy on the Nature of the Operator as well as the Solution. It is obvious that the difficulty of obtaining a numerical solution of a partial differential equation depends on the nature of the differential operator as well as the nature of its solution. This fact may be overlooked as the theory plans heavy emphasis on the nature of the solution. The effect of the operator, however, can be quite significant. For example, compare the widely varying results that are obtained for Problems 6, 7 and 16 whose solutions are nearly the same. On the other hand, Problems 1,7 and 9 have very similar results as one would guess from the fact that the differential operators and boundary conditions are similar in nature and all three have very well-behaved solutions. We have considered several sets of different problems which all have the same solution and have seen a very wide range of difficulty in obtaining the same function from problems with different operators.

## V. COMPARISON WITH PREVIOUS WORK

There has been little effort on systematic comparisons of different methods for solving partial differential equations; our previous paper [Houstis et al, 1975] was one of the first. There have been a number of abstract comparisons based on asymptotic rates of convergence and asymptotic operation counts for the solution of linear systems of equations. See [Rice, 1976] and [Birkhoff: and Fix, 1971] for a large number of examples of this analysis and references to earlier work. Experience has shown that operation counts are reliable for estimating the efficiency of solving linear systems of equations, For iterative methods one must take extreme care to terminate the iteration at a level compatible with the discretization error of the method. This point is commonly overlooked and invalidates some otherwise interesting comparison studies.

The usefulness of asymptotic rates of convergence as guides to the efficiency of numerical methods for elliptic problems is still open to question. Specifically, it is not known how reliable these rates are as guides for the moderate accuracy requirements of typical applications. Discussions of this question is given in the last section of Strang and Fix [1973] (there asymptotic rates are reliable guides for 3 example problems), in Birkhoff and Fix [1974] and in Swartz [1974] where several different order methods are compared

Roache [1972] has a section entitled "Remarks on Evaluating Methods" (pp. 109-112) and he strongly favors simple, low order methods and describes the performance of higher order methods as "disappointing". He supports the conclusions with citations of 12 papers, half of which have no relevant material on the question of the performance or comparison of methods. Most of those papers which involve shock wave and turbulence computations suggest that low order methods are the best of the methods used. However,
we (and some of the authors) interpret these papers' results on smoother problems differently than Roache. One paper explicitly states that first order methods compare poorly and a third order method gives "striking" improvement in accuracy with no more computation for some shock wave problems [Burstein and Mirin, 1970]. A comparison of methods for weather prediction by [Grammeltvedt, 1969] suggests to us that fourth order methods may be superior, but Roache states the opposite. None of these papers attempts a controlled comparison of methods and thus no definitive conclusions can be reached from them.

Eason [1976] has a bibliography of 241 items relevant to the least squares method for partial differential equations. He tabulates the references in various ways including Table III. Comparisons where leastsquares methods are superior in accuracy, convenience or computing speed and Table IV. Comparisons where least-squares methods produce equivalent or comparable results. Eason is a strong advocate of the least squares method which may explain why a table where least squares does worse is not included. For example, Table III has 26 entries for collocation and 14 for Galerkin. We have examined most of these references and they are, in general, one of two types. First, someone attempts to solve a problem, say, with collocation using 12 polynomial terms and with least squares using 8 trigonometric polymomial terms. The problem has an unknown solution so the actual accuracy is unknown. The author reports his subjective evaluation of the quality of the results obtained. Usually there is insufficient data about the calculation to attempt to reproduce the results. Note that the differences observed are primarily due to using polynomials versus trigonometric polynomials rather than using collocation versus least squares. The second type of paper is more systematic, but involves trivial problems in one way or another (i.e. either the problem is trivial or the method used
is trivial). For example, one sees solutions of three fairly simple problems by five methods which compute a quadratic polymomial approximation. Then general conclusions are stated. We did not locate any systematic and realistic evaluation of methods among these 40 references. Most papers do not even give conclusive evidence in the particular context of the problem they consider.

If there is any consistent pattern in the results, it would be that authors find that the collocation of boundary conditions is delicate. Many find that least squares approximations to the boundary conditions give better results, primarily because they do not use good boundary collocation points. This does suggest that collocation of the differential equation combined with least squares for the boundary conditions would give a more robust numerical method with little or no penalty in efficiency.

Leissa et al [1969] present a systematic study of the value of 9 methods for two plate bending problems: a simply supported elliptic plate and a square plate supported a 4 "random" points. In both cases the "exact" solution is a series expansion truncated at 48 terms, but the authors do not view this as just another numerical method which might give worse results than some of the other methods they apply. The nine methods are compared on the basis of 11 criteria e.g. "suitability for programming", "applicability to general regions", "ease in learning". Efficiency and accuracy were not included directly as criteria and apparently were not systematically measured. It is important to note that all of the 9 methods considered were of limited flexibility and none could be applied to ald 17 problems included in this study.
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## APPENDIX ONE

GRAPHS OF THE COMPARISON DATA FOR 17 PROBLEMS

The data for the comparison of methods is plotted on $10 g-10 g$ paper with accuracy achieved versus execution time. The accuracy is plotted as the actual error at the location of the maximum error. The execution time is in seconds on a CDC 6500. A consistent scheme of plotting is used for the four methods: solid for collocation, dots for finite differences, dashes for Galerkin and dotdash for Least Squares. Occasionally, some extra curves are plotted which are identified by a special label.

One may crudely estinate the "time order" $\alpha$ of these methods by measuring the slopes of the curves of error vs. time when plotted on log-log paper. The order a estimated is for the relationship

$$
\text { Error }=0\left(\text { Time } e^{-\alpha}\right)
$$

If one assumes that most of the computer time is spent in solving the linear systems, then one would have

$$
\text { Error }=0\left(N^{-4 \alpha}\right)
$$

This assumption is clearly not satisfied here. In Table Al we present our estimates of $\alpha$ and $4 \alpha$. We see that there is some correlation with the simple model which gives $4 \alpha=2$ for finite differences and $4 \alpha=4$ for the Hermite cubic method. There are also some very wide deviations from this.

Table Al. Measured slopes $\alpha$ to estimate the order of the methods from their actual performance.

| Problem | Finite Diff. |  | Collocation |  | Galerkin | Problem | $\frac{\text { Finite Diff }}{\alpha}$. |  | Collocation |  | $\frac{\text { Galerkin }}{\alpha}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | a | 4a | a | $4 \alpha$ | $4 \alpha$ |  |  |  | $\underline{\alpha}$ | $4 a$ |  |
| 1 | 0.65 | 2.6 | 1.44 | 5.8 | 1.97 .6 | 9 | 0.58 | 2.3 | 1.5 | 6.0 | 1.45 .7 |
| 2 | 1.13 | 4.5 | 2.4 | 9.6 | - | 10 | 0.53 | 2.1 | 1.15 | 4.6 | ? |
| 3 | 0.94 | 3.8 | 1.7 | 6.8 | - | 11 | 0.54 | 2.2 | 1.06 | 4.2 | - |
| 4 | 0.59 | 2.4 | 1.37 | 5.5 | - | 12 | 0.38 | 1.5 | 0.68 | 2.7 | - |
| 5 | 0.47 | 1.9 | 4.0 | 16.0 | - | 13 | 0.67 | 2.7 | ? |  | - |
| 6 | 0.55 | 2.2 | 1.46 | 5.8 | - | 14 | 0.73 | 2.9 | 1.5 | 6.0 | - |
| 7 | 0.61 | 2.4 | 1.39 | 5.6 | $2.0 \quad 6.2$ | 15 | 0.85 | 3.4 | 1.19 | 4.8 | 1.24 .8 |
| 8 | . 0.58 | 2.3 | 0.67 | 2.7 | 1.56 .1 | 16 | 1.44 | 5.8 | 2.34 | 9.4 | - |
|  |  |  |  |  |  | 17 | 1.05 | 4.2 | 1.05 | 4.2 | - |
|  |  |  |  |  |  | 21 |  |  |  |  |  |

Figure Al. The data for Problems 1 to 4. Galerkin and Least Squares data is given for Problem l. For Problem 4 we also plot the maximum error over the whole region to compare with that at the nodes.

Figure A2. The data for Problems 5 to 8. The solution to Problem 8 has a mild singularity, which seems to affect the collocation solution more than Galerkin or Least Squares.

Figure A. The data for Problems 9 to 12. Galerkin and Least Squares show erratic behavior for Problem 10. The "boundary layer" of Problem 12 adversely affects both methods of solution.

Figure A4. The data for Problems 13 to 15. The effect of collocation with a non-uniform mesh for the wave front on a right angle (Problem 13) and for an isolated sharp peak (Problem 15) is seen. The erratic behavior of collocation with a uniform mesh for Problem 13 seems to be due to the chance relationship between the mesh and the wave front.

Figure A5. The data for Problems 16 and 17 with the complicated geometry of Figure 1(c). The complex geometry does not adversely affect Problem 16 where surprising accuracy is obtained. The singularities and complex geometry also do not seem to adversely affect Problem 17 (recall that the true solution is of size 100 .) where the geometry forced non-uniform meshes for both collocation and finite differences.


















1. Standard Finite Differences. This method has the following components. (a) Grid: A rectangular grid is placed over the domain and all points in the domain or on its boundary are used. The grid is uniformly spaced except for Problems 16, 17 where the geometry made that undesirable.
(b) Approximation to the operator: The derivatives in differential equation are replaced by simple central, 3-point finite difference approximations involving the grid points.
(c) Approximation to the boundary conditions: Derivatives in Neumann or mixed boundary conditions are approximated as indicated by the diagram

x-derivative at $P$ estimated from
value at $P$ and the $2 x$-points.
$y$-derivative at $P$ estimated from value at $P$ and the $2 y$-points.

The values at the $y$-points are found by linear interpolation from the 0 -points.
(d) Equation Solution: The linear system is solved by Gauss-elimination taking into account the zeros in the system (profile or frontal method).
2. Collocation. This method has the following components.
(a) Elements: A rectangular grid is placed over the domain. Rectangular elements whose center is not inside the domain are discarded. The grid is uniform unless noted except for Problems 16, 17.
(b) Approximation space: the Hermite bicubics defined at the end of this appendix.
(c) Approximation to the operator: The approximate solution satisfies the differential equation exactly at the four Gauss point of a rectangular element. For non-rectangular elements near the boundary the four Gauss points are
projected inside the element as indicated by the diagram.


$$
\begin{aligned}
x= & \text { differential equation } \\
& \text { collocation points }
\end{aligned}
$$

(d) Approximation to the boundary conditions: The boundary conditions are interpolated at a selected set of boundary points for either Dirịchlet, Neumann or Mixed boundary conditions. If the domain is a rectangle and the problem has Dirichlet conditions $=0$ (Problems $1,7,8,9,10$ and 15) then the Hermite bicubics are selected so as to automatically satisfy the boundary conditions and no boundary approximation equations are used. This is the same procedure as for the Galerkin and Least Squares methods. See Appendix 3 for details on how the boundary collocation points are selected.
(e) Equation Solution: Same as for standard finite differences.
3. Ritz-Galerkin and Least Squares. The components of these methods are:
(a) Elements: same as for collocation.
(b) Approximation space: same as for collocation.
(c) Approximation to the operator: In each element $E$ of the partition we have the Galerkin equations

16
$\sum_{i=1} \alpha_{i} \quad \iint_{E}\left\{p D_{x} B_{i} D_{x} B_{j}+q D_{y} B_{i} D_{y} B_{j}+r B_{i} B_{j}\right\} d x d y=\iint_{E} f B_{j} d x d y$
where the operator $L$ and the true solution $U^{*}$ are defined by

$$
L U^{*}=\left(p U_{x}^{*}\right)_{x}+\left(q U_{y}^{*}\right)_{y}+\mathbf{r} U^{*}=f
$$

and

```
    D
    B
    \mp@subsup{\alpha}{i}{}}=\mathrm{ coefficient of }\mp@subsup{B}{i}{}\mathrm{ in the approximate solution (the index i
        refers to one element only)
The Least Squares equation in each element is
    |}1
```



```
The integrals in these equations are approximated by the 9-point Gauss
quadrature rule for rectangles (only rectangular domains were used with
these methods).
```

(d) Approximation to the boundary conditions: the boundary condition were exactly satisfied by the Hermite cubic basis for all problems $(1,7,8,9,10$ and 15) attempted with these methods.
(e) Equation solution: The local equations are assembled (by the direct stiffness method) to form the global matrix. This equation is solved by Gauss elimination for positive definite matrices.
4. The Rectangular Bicubic Hermite Element. The situation is shown in the diagram

$s=x / a$ and $0 \leq s \leq 1$
$t=y / b$ and $0 \leq t \leq 1$
The numerical labels on the corners are used later to index the points.

We use 8 one dimensional functions to construct the 16 basis functions for the rectangle:

$$
\begin{array}{ll}
B_{x 1}=1-3 s^{2}+2 s^{3} & B_{y 1}=1-3 t^{2}+2 t^{3} \\
B_{x 2}=s^{2}(3-2 s), & B_{y 2}=t^{2}(3-2 t) \\
B_{x 3}=a s(s-1)^{2} & B_{y 3}=b t(t-1)^{2} \\
B_{x 4}=a s^{2}(s-1) & B_{y 4}=b t^{2}(t-1)
\end{array}
$$

$$
\text { Then } u^{*}(x, y) \text { is approximated in each rectangle by }
$$

where $u_{i}=$ value at the point $i$ $\sigma_{x i}, \sigma_{y i}=x$ and $y$ derivatives at the point $i$ $\tau_{x y i}=x y$ (cross) dexivative at the point $i$.

The 16 functions in the above equation are the ones denoted by $B_{i}(x, y)$ earlier in the Galerkin and Least Squares equations, e.g. $B_{1}(x, y)=B_{x 1}{ }^{B_{y 1}}$.

$$
\begin{aligned}
& u(x, y)=B_{x 1}{ }^{B_{y 1}} U_{1}+B_{x 2} B_{y 1} U_{2}+B_{x 2}{ }^{B} y 2 U_{3}+B_{x 1}{ }^{B} y_{y 2} U_{4} \\
& +B_{x 3}{ }^{B_{y 1}} \sigma_{x 1}+B_{x 4}{ }^{B}{ }_{y 1} \sigma_{x 2}+B_{x 4}{ }^{B_{y 2}}{ }^{\sigma}{ }_{x 3}+B_{x 3}{ }^{B}{ }_{y 2} \sigma_{x 4} \\
& +B_{x 1} B_{y 3} \sigma_{y 1}+B_{x 2} B_{y 3} \sigma_{y 2}+B_{x 2} B_{y 4} \sigma_{y 3}+B_{x 1} B_{y 4} \sigma_{y 4} \\
& +B_{x 3} B_{y 3}{ }^{\tau} x y 1+B_{x 4} B_{y 3}{ }^{\top}{ }_{x y 2}+B_{x 4} B_{y 4}{ }^{\tau} x y 3+B_{x 3} B_{y 4} \tau_{x y 4}
\end{aligned}
$$

## APPENDIX THREE

THE INTERPOLATION OF BOUNDARY CONDITIONS FOR COLLOCATION

The most sensitive aspect of collocation is the placement of the boundary collocation points for non-rectangular domains. First, one must take care that these points are reasonably separated from the points in the interior where one collocates with the differential operator. This is not difficult to do even in an automatic way, but the penalty for overlooking this point is an ill-conditioned computation with large errors.

One first overlays the region with a rectangular grid and discards the elements which intersect the domain slightly or not at all. Let $S_{b}$ be the number of boundary sides of the resulting rectangulax partition. Then the number of boundary collocation points required is $2 S_{b}+4$. We use two basic schemes for distributing the boundary collacation points as illustrated by the diagrans below for a simple rectangle:


2-Point Scheme


Midpoint Scheme

Figure A6. Two schemes for distributing boundary collocation points. The $x^{\prime} s$ are the systematic collocation points and the $0^{\prime} s$ are the four extra ones.

A theoretical analysis shows that the 2 -point scheme is superior for ${ }^{\text {rectangular }}$ regions provided the two points are taken to be the Gauss points for each boundary segment. We compared using the Gauss points with equally spaced points and found the equally spaced points give slightly better accuracy and they are slightly easier to use. We made numerous numerical experiments which confirmed that the 2 -point scheme is superior for rectangular regions.

The extension of these two schemes to curved domains is illustrated in Figure A7.


Figure A7. The two schemes for a simple curved domain. The lines show how the collocation points are placed on the edge of the rectangular partition and then mapped onto the portions of the boundary intersecting each rectangular element.

The theoretical advantage of the $2-$ point scheme no longer holds for curved boundaries and our experiments confirm that it has no advantage over the midpoint scheme in this case. In fact it is, on the average, slightly less accurate. Furthermore, the midpoint scheme automatically gives collocation
of the boundary conditions at any extremities of the domain (for example, for a piecewise rectangular boundary such as in Problems 16 and 17, see Figure 1). It is often essential that collocation of the boundary conditions be made at all exterior corners of the domain.

Our procedure is to use the 2 -point scheme for boundaries which are straight (or nearly so) and parallel to a coordinate axis and to use the midpoint scheme otherwise. The two schemes may be used together for a domain such as shown above and we do this as shown in Figure A8.


Figure A8. The combination of the two schemes for a partially rectangular region. The mapping from the point on the rectangular edges to the curved boundary is indicated.

There seems to be no particularly advantageous method to distribute the 4 extra collocation points beyond putting them in elements with exterior corners and spreading them somewhat evenly around the boundary. We always map the midpoint type collocation points to segments of the curved boundary which are interior to the rectangular partition. The points are placed uniformly on each such segment. At times this may leave rather large segments of a curved boundary "unused", but we have not found a reliable method to place collocation points on the intermediate segments. We do place collocation
outside the rectangular partition for the 2 -point scheme. An example
is shown in Figure A9 which illustrates these procedures.


Figure A9. Example which illustrates boundary collocation points for the 2 -point scheme which are outside the rectangular partition and collocation for the midpoint scheme are inside. Collocation is not done on two large boundary segments.

## APPENDIX FOUR

THE SOLUTION OF PROBLEM 17 AND FUNCTIONS INVOLVED IN THE OTHER PROBLEMS

We describe the exact solution $u$ of Problem 17 for the reactor heat shields $\nabla^{2} u=f$.

We set

$$
u(x, y)=100 g(x, y, \theta, 0,0) / g(x, y, a, b, c)
$$

where, by construction, the numerator on the right is zero on the stair-step outer boundary of the domain (see Figure 1). The numerator is the product of $(x-1),(y-1)$, and three factor of the form $r_{i}{ }^{2 / 3} \sin \left(3\left(\theta_{i}+\pi / 2\right) / 2\right)$ where $r_{i}$ is the distance between $(x, y)$ and the reentrant corner $\left(x_{i}, y_{i}\right)$, $i=1,2,3$. The denominator is a modification of the numerator which is positive in a region containing the boundary of the heat shield and which is equal to the numerator along the circular part of the boundary. Note that this function has the correct singularities at the reentrant corners. Specifically:

$$
\begin{aligned}
& g(x, y, a, b, c)=[(x-1)(y-1)+a C(x, y)] \quad \pi_{i=1}^{3} T\left(x, y, x_{i}, y_{i}, b, c\right) \\
& C(x, y)=\left(x^{2}+y^{2}-.64\right)^{2} \\
& T\left(x, y, x_{i}, y_{i}, b, c\right)=R\left(x, y, x_{i}, y_{i}, b\right) S\left(x, y, x_{i}, y_{i}, c\right) \\
& R\left(x, y, x_{i}, y_{i}, b\right)=\left[\left(x-s_{i}\right)^{2}+\left(y-y_{i}\right)^{2}+b C(x, y)\right]^{1 / 3} \\
& S\left(x, y, x_{i}, y_{i}, c\right)=\sin \left(2\left[\operatorname{arc} \tan \left(\left[y-y_{i}\right] /\left[x-x_{i}\right]\right)+\pi / 2\right] / 3\right)+C C(x, y) \\
& \text { with branch cut along } y-y_{i}=x-x_{i}, x_{i}<x \\
& \text { After some experimentation, we found that } a=-.5, b=.1, c=7 . \\
& \text { gives a solution } u \text { which is similar to that one expects for the temperature } \\
& \text { in the heat shield. }
\end{aligned}
$$

Remark about the evaluation of $u$ and $f=\nabla^{2} u$ :
In our first attempt at the construction of a suitable $u$, we used a somewhat simplier function [which later proved to be unsuitable because it had zeros in the interior of the region]. A Fortran program was Written for the evaluation of $u$ and it was processed by a symbolic differentiator to obtain function subroutines to evaluate $u_{x x}$ and $u_{y y}$. The resulting programs for $u, u_{x x}, u_{y y}$ were more complicated and much longer than the one we eventually wrote for our more complicated function. We note that $u, u_{x x}, u_{y y}$ can each be evaluated by successive calls to a number of very simple subroutines. Each of these evaluates $V, V_{x x}, V_{y y}$ where $V$ is a product $V=W Z$. Schematically the program is:

| W | $=$ | ... |
| :---: | :---: | :---: |
| WX | $=$ | $\cdots$ |
| WXX | $=$ | -•• |
| Z | $=$ | -•• |
| ZX | $=$ | -•• |
| ZXX | $=$ | $\cdots$ |
| V | $=$ | W*2 |
| VX | $=$ | $W X * Z+W * Z X$ |
| VXX | $=$ | $W X X * Z+2 . * W X * Z X+W{ }^{*} \mathbf{Z X X}$ |

and similarly for the $y$-derivatives.

The values of $V, V X, V X X, V Y, V Y$ are stored in a common block for use by subsequent routines. In most cases, statements like the first six above: $W=\ldots, \ldots X X=\ldots$, do not appear since the values are already computed by previously called subroutines. The program is quickly written and debugged.


```
    FUNCTIUN CIEF \(\langle X, Y, J\rangle\)
    \(z=E X P\left\langle X X^{*} Y\right\rangle\)
    \(R Z=1 .<Z\)
GO (101,102,103,104,105):」
CDEF \(=\)
RETURN
CDEF = RZ
RETUKN
COEF = Y \(\times 2\)
RETURK
CDEF \(=-\mathrm{X}\). RZ
RETURN
COEF \(=-1 .<\) (1. \(+X+Y\) )
RETURN
END
FUNETIION F \(\{x, y, J\rangle\)
GOTO (101,10そ),
\(101 \mathrm{PI}=3.14159265358979\)
\(Z=E X P(X X Y)\)
\(\mathrm{RZ}=1 \cdot \mathrm{Z}\)
PIK = PIMX
PIY \(=\) PI思
PI
PIN
PIZ \(=\) PI \(* Z\)
SINX \(=\) SIM \(\langle P I X\rangle\)
SINY \(=\) SIM SPIY
TRUE \(\underset{=}{=}\) Z\#SINK:SINY
TRUE \(=\) ZNSINKESIMY
TEMP \(=\) PI *EPIETR
XTRUE \(=\) YTTRUE
YTRUE \(=\) PIZNTRUE
\(F K=P I Z^{n} C D S(P I X) w S I N Y\)
\(F Y=P I Z \pi C D S(F I Y) * S I N K\)
IXTR \(=\) YTRUE \(+\boldsymbol{F X}\)
DYTR \(=X\) TRUE \(+F Y\)
DIXTR \(=\) Y*YTRUE - TEMP +2. WY MFS
DIXTR \(=\) Y Y Y MRUE
DDYTR \(=\) TEMP
```



```
RETURH
\(102 \quad \mathrm{~F}=0\).
RETURN
EMD
FUNCTIDN TRUE \(\langle X, Y\) )
\(\mathrm{PI}=3.14159265358979\)
```



```
RETURN
END
FUNCTIUN BCDEF ( \(X, Y, J)\)
GD TO (101,102,103), J
BCDEF \(=1\).
RETURN
\({ }_{\text {BCOEF }}=0\).
RETURN
\({ }_{\text {BCDEF }}=0\).
RETURN
END
```



```
        FUNCTIDN \(F\langle K, Y ; J\rangle\)
        FUNCTIGN F(X,Y,J)
GU TU \(\{101,102), J\)
    \(01 \quad F=0\).
    0 O IF X. EG. O.. DR. X.EG. 1.) GD TQ 1
        IF (Y.EQ. O.. QR.Y.EQ..S) Gロ TO
        \(F=1\).
        RETURN
    \(1 \quad F=0\).
    RETURN
    EMD
    FUHETION COEF \(\left\langle X_{2}, Y, J\right\rangle\)
    GロTD (1,2,3,4,5),J
    COEF \(=G(X, Y)\)
RETURN
CDEF \(=G\langle X, Y\rangle\)
RETURN
CDEF \(=: 0\)
RETURH:
CDEF \(=0\)
RETURN
CDEF \(=0\).
RETURN
EMD
FUNDCTION G(X,Y)
\(E=.00001\)
\(E_{1}=.00001\)
\(X 1=.5-E\)
\(X 2=.5+E\)
```





```
\(G=1 . / P D L\)
RETURN
\(G=1.23\)
RETURM
RETURN
EMD
FUNCTIDN BCDEF \((X, Y, J)\)
GDTD (101:102,103),
101 IFくX.GT, O., ANI, X.LT. 25\(\rangle\) GU TD 1
```



```
BCDEF \(=1\).
RETURN
IF(Y.EQ. O.) GUTD E
ECDEF \(=1\).
RETURN
\(\mathrm{BCDEF}=0\).
RETURM
BCDEF \(=0\).
RETURH
03 IF(X.GT, O., AND. K.LT., 25)GUTD 11
IF (X.GT. . 75 . AND. K.LT.1.) GD TD 11
BCDEF \(=0\).
RETURN
11 IF (Y.EQ. 0.) GD TD e2
ECDEF \(=0\).
RETURN
ECDEF \(=1\).
REDEF
RETURN
END
```



```
        FUNCTION \(F\langle K, Y ; J)\)
        GロTU (101:102),J
    \(101 \quad \begin{aligned} & F=-20 \\ & \text { RETURN }\end{aligned}\)
    IU゙ \(\quad F=0\).
    EMD
    UNCTIDN CDEF ( \(火, Y, ~ J)\)
    UTO (1,2,3,4,5), J
    CDEF = G(X, Y)
    RETURN
    CDEF = G(KaY)
    RETURN
    CDEF \(=0\).
    RETURN
    COEF \(=0\).
    RETURN
        CDEF = 0
        RETURN
        END
        FUNCTIDT G(X, Y)
        \(E=-00001\)
        \(Y_{1}=-5-E\)
\(X_{2}=5+\)
        \(X E=5+E\)
\(D X=X E-X_{1}\)
        DK \(=X E-{ }_{X 1}\)
        IF ( X . LE. XI ) GO TD 1
        IF (X.GE. X2 ) G口 Tロ
```



```
        \(G=1 . ノ P \square L\)
        RETURN
        \(\mathrm{G}=1 . / 3\).
        RETURN
        GETUR
        RETU
        END
        UNETIDN BCDEF〈 \(X, Y, J\rangle\)
        IF (X.GT. O., AND. X.LT. .25) Gロ Tロ 1
```



```
        BCDEFi=1.
        RETURN
        IF〈Y:EQ. 0.) GO TO 2
        BCDEF:=1,
        RETURN
    2 \(\quad\) BCDEF \(=0\).
    RETURN
    \(102 \quad\) BCDEF \(=0\).
```



```
    IF (X.GT..75: AND. X.LT.1.) GU TO 11
    LF (X.GT..75 •AND. X.LT.1.) EIT TV 11
    RETURN
11 IF (Y.EQ. 0. ) Gロ TD 22
    BCDEF \(=0\).
    RETURN
BCDEF \(=1\).
    BCDEF \(=\)
RETIJFN
    EHD
```


## 

FUNCTIDN TRUE $(X, Y)$
TRUE $=$（EXP $(X)+E X P(Y)) /(1 .+X E Y)$
RETURN
EMD
FUNCTIDN DKTRUE $K, Y$ ）


RETURM
EMD
FUNCTIDN DYTRUE $\langle X, Y$ ）
$Z=1 . /\{1 .+X$ XY

RETURM
EMD
FUNCTIDN DXYTR 〔X：Y）

DXYTR $=-\langle E X P(X\rangle M X+E X P\langle Y\rangle M Y$ ）$M$ ZMZ
 RETURN
END
FUNCTIDM $F(x, Y, J)$
$E X=$ EXP $(X)$
EY＝EXP（Y）
$Z=1 . /(1 .+$ XiNu
GロTロ〈1，ᄅ〉，ل
 RETURN
$F=(E X+E Y) \omega Z$
－TV
END
FUNCTIDN $\operatorname{CDEF}(K, Y, J)$
GDTD $(1,2,3,4,5), ل$
CDEF $=1$ ．
RETURN
CDEF
$=$
1.
CDEF $=1$.
RETURN
RETURN
CDEF $=0$.
RETURN
CDEF $=0$.
RETURN
CDEF $=$
RETURN
END
FUNCTIDN BCDEF（X，Y：J）
GDTD（1，2，3），」
BCDEF $\simeq 1$ ．
RETURN
BEDEF $=0$ ．
RETURN
ECDEF $=0$. RETURN END


```
    FUNCTIUN TRUE\langleX,Y\rangle
    FUNCTION TRUE(X,Y)
    RETURN
    END
    FUNCTION F(X,Y,J)
    GG TQ <101:102), J
    F=0.
    IF<X.EQ..5 .AND. Y.EQ.O.) GD TD 
        F=-\langleY-X\rangle\\langleX +Y-.25\rangle
        RETURN
        F=-1.
        RETUR
        EMD
        FUNCTIDN CDEF(X,Y,J3
        GपTप (101,102;103,104,105),J
        CDEF = 1.
        RETURN
        RETURN
        CDEF=0.
        RETURH
        CDEF=
        RETURN
        RETURN
        END
        FUNCTIDN BCDEF (X,Y,J)
        GQ TQ (1,2,3),J
        IF(X.EQ. S .AMD. Y.EQ. O.) GOTD }1
        BCDEF = 0.
        RETURN
        BCDEF = -1.
        RETURN
        IF<X,EQ..5 .AND. Y.EQ.O.) GD TD 2P
        BCDEF = Y/.5-1.
        RETURN
        IF< X.EQ. .5 .AND. Y.EQ.O.) GD TD 33
        BCDEF=X_.5-1.
        RETURN
        BCDEF = 0.
        RETURN
        END
```



```
        FUNETIDN CDEF(Y,Y,J)
        G口TD(101,102,103;104,105),J
        COEF: = 1
        RETURN
        CDEF, =1.+Y楽Y
        RETURN
        RLDEF = - 1.
        RETURN
        RETURN 
        CDEF=0.
        CEEF=
        RETURN
        EMD
        FUNCTIDN F(X,Y,J
        GO TO <101,10こ\rangle, 」
```




```
102 IF(X.EQ. 0., पK. Y.EQ.Q.) GG TU 1
        F= <ALDG(2.)-1, )*(XMX-X)*W?
        F = <A
1 F = 2.*EYQ\X+Y)
        RETUR
        FUHETIDN TRLJE(X,Y)
```



```
        RETURN
        END
        FUNCTIDN BCDEF (X,Y,J)
        GIT\ (101;102,103),\
        BCDEF = 1.
        RETURM
        IF(X.EQ.0.) GD TD 1
        BCDEF= = 0.
        RCDEF =
        BCDEF = 1.
        RCDEF = = 
        BCDEF = -1
        BCDEF =
103 IF(Y.EQ.0.) GO TQ
        IF\Y.EQ.1.) GO TO 12
        BCDEF = 0.
        RETURM
        BCDEF = 1
        RF,TURN
        BCDEF = -1
        RETURN
        END:
```


## witions PRIBLEM 7 DATA wamm

FUNCTIDN COEF $\langle X, Y, J\rangle$
GDTQ <101:102,103:104,105),3
CDEF = 1 .
RETURN
CDEF $=$
CDEF $=1$.
RETURN
KETURN
COEF $=0$. RETURN COEF $=0$.
RETURH
CDEF $=0$.
RETURN EMD
FUHCTIDN F $\mathrm{FX}, \mathrm{Y}, \mathrm{J}$
(1) TO (101,102) ,

RETURH
FETURN
END
END
 RETURN RETL
FUNCTIDN BCDEF $\langle X, Y, J)$
GDTD (101,102,103), J
GCDEF $=1$.
BCDEF $=1$
BCDEF $=0$.
RETURN
BCDEF $=0$
RETURN
RETU


```
        FUNCTIDN CDEF \(\langle X, Y, J\rangle\)
```



```
        CDEF \(=1\)
        REDEF =
        CDEF \(=1\)
RETURN
        RETURN
        CDEF \(=0\)
RETURM
        RETURH
COEF \(=\)
        CDEF \(=0\)
        RETURN
COEF
        CDEF \(=0\)
        RETU
        END
        FUNCTIUN \(F(X, Y, d)\)
        GD TD (101,102), J
    \(X R=\operatorname{SQRT}(X)\)
        \(Y R=\operatorname{SQRJ}\langle Y\rangle\)
```



```
        RETURN
        \(F=0\).
        RETURN
        END
        FUNCTIDN TRUE (X,Y)
        \(X R=\operatorname{SQRT}(X)\)
        \(Y R=S Q R T(Y)\)
```



```
        RETURN
        END
        FUNCTIDN BCDEF ( \(X, Y\) ', J)
        GTO <101:102,103)r」
        \(\begin{aligned} & \text { ECDEF } \\ & \text { RETURH }\end{aligned}=1\).
        \(E E D E F=0\).
        RETURN
        BLDEF =
        RETURN
        END
```


## 

FUNCTIDN TRUE $(X, Y$ )
PI $=3.14159265358979$
TRUE = 4. RETURM
END
FUMCTIDN F (X,Y:J)
GO TD (101,102), J


RETURM
$102 \quad F=0$.
RETURH
END
FUNCTIAN CDEF $\langle X, Y, J\rangle$
GUTロ (101,102,103,104,105), J
RETURN
CDEF $=1$
RETURN
CDEF $=0$.
RETURN
CDEF
RETURN
105 CDEF $=-64$. RETURN END
FUNCTIDN BCDEF $\langle X, Y, J)$
GU TU (101,102,103),
101
${ }_{\text {BCDEF }}=1$.
O $\mathrm{BCDEF}=$
RETURM
BCDEF $=0$.
BCDEF $=1$
RETURN
END
 FUMCTIDN TRUE（X：Y）
$\mathrm{PI}=3$ ． 141592653589793
FOURP＝4，WFI
FPX＝FGURFWX
FPY＝FDURPKY
$\mathrm{CY} \mathrm{C}=\mathrm{CDS}(\mathrm{FPY})$
F $1=-\mathrm{CX}+\mathrm{S} .4$
$F C=-C Y+5.4$

F32＝16．
F：34＝F 3
$Z=1 . 八(1 .+F 34)$
$\mathrm{F}=1=2-5 \mathrm{~F}$
SPX＝SIHCFI䍝X）
GDFY＝Y

RETURH
ENI
FUNCTIDN F SK，Y：
GDTQ（101，102），J
$101 \mathrm{PI}=3.141592653529793$
FDIJRP＝4． PI
FPX＝FDURFWX
SXTPSG＝FQURPMFQURF
$S X=S I N(F F X)$
$5 Y=S I N\langle F F Y\rangle$
$C X=C D S\langle F P X\rangle$
CY＝CDS CFPY
$F 1=-C X+5.4$
$F 2=-E Y+5.4$
DXF $1=F$ FURPMS
DYF $=$ FGURPwSY

DDYF $=$ SXTPSQ＊＊Y

$F 32=16$ ． $\mathrm{F}^{\mathrm{F}} \mathrm{F}^{\mathrm{m} F 3}$
F33＝F32＊4．WF3
F34＝FSEMF32
Z＝1．／（1．＋F34）
F4＝2．． 5
DXF3＝2．$w(X-5)$
DYF3＝2．$x(4-.5$ ）
DDF3＝2．
マZ＝マッそ
W＝F32w22
W3S＝F33mZ
W6＝W32 MF $33^{m}$
DF4＝－16．＊W32
DKF4＝DF4 1 DKFS
DYF $4=$ DF 4 ${ }^{\text {miMFS }}$
A1＝ 192 ． $\mathrm{m}_{\mathrm{W}} \mathrm{L}$
$A E=-16$. M $^{2} 32 \cdots$ DDF 3
$A 3=512$ ．四W 6
DXF $3 S=$ DXF 3 DXF 3
DYF 3 S $=$ DYF3 ${ }^{\text {WID }}$ DYF 3
DDCF $4=\langle A 1+A 3\rangle * D X F 3 S+A C$
DIVF 4＝$\langle A 1+A 3) * D Y F 3 S+A C$

SFX＝SINKFIMX


UXX＝DDKF 1 ※SPX：
W＋DXF1＊FICPX＊GDFY＊F2＊F4







```
    R+F1WSPXMGOFYMFZMDDXF4
    UYY=F1ISPXWDGOFYMDYF2*F
    *+F1*SPX*2. #F2*F4
    *+Fi*SPXWDGDFY*FZ*DYF4
    *+F1*SPX*DGDFY*DYFZ*F4
    *+F1*SPXWGDFY*DDYFE*F4
    W+F1*SPX*GDFY*DYFZ*DYF4
    *+F\*SPXWDGDFY*FZwDYF4
    *+FINSPN*GOFY*DYFZNDYF
```



```
    A=100.+COS(2.*PIKX)+SIN<3.#PImY)
    A=-A
    U=TRUE (X,Y)
    F=UXXX+UYY+AEU
    RETURN
    =0.
    RETURM
    END
    FUNCTIDN CDEF{X,Y,J\rangle
    GOTO (101,10己,103,104,105),J
    CDEF=1.
    RETURN
    CDEF=1.
    RETURN
    CDEF=0.
    RETURN
    CDEF=0.
    CLEF=0.
105
PI=3.141592653589793
CDEF=100.+CDS(2.MPIm(K) +SIN<3. MPIMY)
CDEF = -CDEF
    RETURN
    REND
    FUNHCTIDN ECDEF (X,Y,J)
    GDTD (1,2,3),J
    BCDEF=1.
    BCOEF=0.
    BCDEF=O.
    RECOEF=0
    BCDEF=0.
    RETU
```


## 

FUNCTIDN CDEF $(K, Y, j)$ :
GOT0 (101,102,103,104;105), 」
CDEF $=1$.
RETURN
CDEF $=1$
RETURN
CDEF $=$
CDEF $=0$
RETURN
CDEF $=0$
RETURN
RETURN
CDEF $=$
RETUR
END
FUNCTIDH $F\langle X, Y: J\rangle$
TU
GU TU (101,102), J
$F=0$.
RETURN
RETURN
$F=T R U E\langle X ; Y\rangle$
RETURN
EHD
FUMCTIDH TRUE $\langle X, Y\rangle$
TRUE $=(\operatorname{CDSH}(10, * *)+\operatorname{COSH}(10 . \omega Y)\rangle \operatorname{COSH}(10$.
RETURN
END
FUNCTION COSH (X)
COSH $=\langle E X P(X)+E Y P(-X) 3 / 2$ RETLRN END
FUNCTIDK BCDEF $\langle K, Y, J\rangle$
GOTD (101,102,103):J
101 BCDEF =
102

103 RETURN $=0$
RETURN
BCDEF $=0$.
REDEF =
EMD

```
    aminu PREBLEM 12 DATA *wnm
        FUMCTIGN CDEF \(\langle x, Y, J\rangle\)
        GOTO (101:102;103:104:105)sJ
        \(C D E F=1\)
        CLEF \(=1\)
RETUFN
        CDEF \(=1\)
        RETURN
        RETURN \(=\)
        CDEF \(=0\)
RETURN
        RETURN
        CDEF \(=0\)
RETURH
        CDEF=
        CDEF \(=-100\)
        RETUR
        EMD
        FUNCTIUN \(F\langle X, Y, J\rangle\)
        GD TD (101;102), J
```



```
    RETURN
    \(F=\) TRUE \((X, Y)\)
    RETUR
    END
    FUHCTIDM TRUE (X,Y)
```



```
    RETURN
    END
    FUNCTILN CDSH(X)
    CDSH \(=\langle E X P(X)+E X P(-X\rangle\rangle\).
    RETURN
    END
    FUNCTIDN BCDEF (X,Y:J)
    GD TD (101,102,103),
    BCDEF \(=1\).
    RETURN
    BCDEF \(=0\).
    RETURN
    BCDEF \(=0\).
    RETURN
    END
```

```
    mHMEE PRDELEM 13 DATA MOMMN
        FUNCTIDN CDEF \X,Y,J\rangle
        GTTO (101,102,103,104,105),J
        COEF=1.
        RETURN
        CDEF=1.
        RETURN
        CDEF=0.
        COEFMR
        CDEF=0.
        CDEF =
        CDEF=0.
        RETURN
        RND
        FUNCTION F(X,Y,J)
    T0 TO (101,102)
    FDTD{10y,102\rangle % J 
    F}
    F = TRUE< <K,Y\rangle
    RETURN
    END
    FUNCTION TRUE(X,Y)
        TRUE = P(Y)訬(Y)
        RETURN
        END
        FUNCTIINN BCDEF (X,Y,J)
        GOTO (101,102,103):J
        BCDEF =1.
        RETURN
        ELOEF=0.
        RETURN
        BCDEF = 0.
        RETURN
        END
        FUNCTIDN P(K)
        A =1.
        E = O.
        E=.15
        X1 = .5 - E
        IF<X .LT. X1) GD TD 1
        IFCX.GT. YZ) GO TG 2
        DPHI = B - A
        P}=\mp@subsup{A}{}{+}+\textrm{DPHI
```



```
        RETURN
        RETURN
        RETURN
        P}=\textrm{B
        END
        END
        FUNCTION DEP(X)
        A =1.
        B}=
        x1 =.5-
        X1 =.5-E
        IF(X.LTT. X1) GO TD 1
        IF(X.GT. Ye) GO TD 1
        IPHI = E - A
        DX = X2- XI
        C3 = DPHI-DXmm3
        C4 = -3. WDPHI PDKIM#4
        C5 = 6.WDPHI /DXMW5
        D2P = 6.mC3: (x-41)+6.mC4#(x-41)m(x-x2) +
    $ 6.mC4*(X-X1)ww2+6.mC5m(X-X1)m< (X-X2)mmet
```



```
    $ + + NTURN 2.*C5m(X-X1)**3
    MPP= =0.
```



```
        FUNCTIDN TRUE(T,S)
        E = .0625
        y=4.mT
        Y=4,MS
```



```
        TE = EXP(-EM(Y-2.) mXN(X-4, ) )
```



```
        TRUE = T1MT2ノT`
        REIURM
        EMD
        FUNCTIGN F(T,S,J)
        E=.0625
        G口TG<101,102):J
        X=4,mT
        Y F%4,wS
    FE=(Y-ミ, ) M(%己+YWY-1.
```



```
    F4=1.<(\X-2.) )**O+3.)
    F5=1,<(Y)Y+G.)
    DXF1=0.
    DXF2~2,m(X-2.)
    DXFS=(Y-2.) ) (X-4. )MF3+(Y-2.) MXMF3
    MXFS=(Y-2.)\(X-4.)MF3+(Y-2.) MXMF3
    DXFS=-E;
```



```
    DXF5=0.
    DX2F}=
```





```
    DX2F4=6.
    DX2F5=0,
    DYF1 = ?
```



```
    DYF4=0.
```



```
    DYZF1=0.
    0YटFこ=2.
```



```
    DY2F4=0.
```




```
            F1*DKFCWDNF3MF4*F5+F1wF2mDN2F3mF4mF5+
```




```
            F1*F甾F3MDXEF4NFS
```




```
    T3=DYF1*DYF'*F3mF4*F5+F1NDYRFEwF3MF4mF54
    F1NDYFZMDYF3WF4WF5+F1:WYF2WF3MF4MDYF5
```






```
    F=<T1+T{+T3+T4+T5)m16.
    F=<T1+
    F=TRUE(T,S)
    RETURM
    EMD
    FINCTION CIEF}\langleX,Y,J
    GD TQ (1, 2,3,4,5),J
    CDEF=1.
    RETURN
    CDEF=1.
    RETURN
    CDEF=0.
    RETURN
    LDEF=0,
    RETURM
    CDEF=0.

\title{
RETURN
}

END
FUNCTION BCDEF
GD TO \(\{1,2,3 \lambda, J\)
GD TD \({ }^{\text {ECDEF }} 1\).
RETURN
BCDEF \(=0\).
RETURM
RETURN
ECDEF
ECDEF=0.
RETUR
EMD

\section*{}

FUNCTIUN CDEF \((X, Y, J)\)
GロTD（101，102，103，104，105），J
101 CQEF＝ 1
RETURN
COEF
RETURN
103 CDEF \(=0\)
RETURH
CDEF \(=0\) ．
RETURN
CDEF \(=\)
RMD
FUNCTIDN F \((X, Y, j)\)
\(P=1\)
GロTig（101，102），J

IWU EXP（TEMP）








ち－2．
5 2．
\(F=\)（EXZU＋DYZU）
RETURN
\(102 \quad F=0\).
RETUR
END
FUNCTIUN TRUE \((X, Y)\)
\(\mathrm{P}=.1\)

 RETURN EMD
FUNCTIDN BCDEF〈X，Y，J）
GD TD（101，102，103）．
ECDEF \(=1\) ．
RETURN
BCDEF \(=0\)
RETURH
\(\mathrm{BCDEF}=0\)
RETURN
EHD

FUNETIIN CIEF \((K, Y, J)\)
GUTD（101，102，103，104，105），J
CDEF \(=1\) ．
RETUFN
CDEF \(=\)
CDEF \(=1\) ．
RETURN
CDEF \(=0\).
RETURN
CDEF \(=0\) ．
\(\begin{aligned} & \text { RETLRRN } \\ & \text { CDEF }\end{aligned}=0\).
RETURN END FUNCTIDN F（K，Y，J） U TL＜101；10こ）9」
\(101 \quad F=\) E．MTRUE \(\langle K, Y\) ）
\(102 \quad F=\operatorname{TRUE}\langle X, Y\rangle\)
RETURN
END
FUNCTIDN TRUE \((X, Y)\)
TRUE \(=E X P(X+Y)\)
RETURN
END
FUHICTIDN ECDEF \((K, Y, J)\) G0 Jロ（101；102，103）：J
RCDEF \(=1\) ．
RETURN
\(\mathrm{BCDEF}=0\) ．
RETURN
HCDEF \(=0\) ． RETURN END

FUNCTIDH \(F\langle X, Y, J\rangle\)
F EMMFUTES EITHER THE TRUE SOLUTION OF PROELEN 17 UR THE LAFLRCIAN UXX＋UYY．

IF J．EN．is THEN EVALUATE THE LAPLACIAK
ELSE EVML！HTE THE TRUE SULUTIDN
NEDERV＝．TRUE
IF（ 5 ESG 1 ）NOLERU＝．FALSE．
EALL EWLATEくX，Y，NDDERU，
A Q，QX，GY，QXX，QY＇Y，IFLAG ）
\(F=17770000000001000000 \mathrm{~F}\)
IFく NDDEFY ）\(F=0\)

EFTIJRN
5NT

A GV，GYK，XYY，QUXX，QYYY，IFLRG
IMFUT XX，YY，NAIITN，DNLYMM：BUFALL：BUGGYRL
LDCAL \(\forall H E I H E L E S ~ X, Y\) ，NDDERV FDR XK，YY，NDDIN CLTFUT L＇v，保

IFLAG SET TD 0 IF SUCCESSFLL，SET TD 1 IF MRT WHEN UY：EUEGESSFUL，QU SET TU ZERD RMD QVK，QVY，QVXX，QVYY ARE SET TD JMDEFIMITE；THIS GCCURS AT REENTRANT BUUNDARY CDRNERS

EVALUATES RV，RUH，QVY，RVKR：RVYY
UV＝SIRENQVAL
SIZE IS UZNSTANT SET IN DATA

A，E，C，GEE CDNSTANT SET IN DATA


\(\therefore-\mathcal{E}=\) X＊
RHDSQR IS COIETANT SET IN DATA
FYAL（J）＝RJNAL（I y
FUVAL（I）\(=6(x-X F T<I)\) 3me
XPT（I），XPTCI）IS I－TH REENTRAMT CORNER PRIMT
TYYAL \(=\) SNVAR＋ESCIR2
SMVAL：I）＝SINK EXANVAL（I）SG？



```

                                    CPLL THYALS
    J = I
                OALL FVPLS<FVAL(1,J),FVALX(1,f),FUALY<1,N),
                IFs FVALXX(1;J),FYALYY(1,J))
                IF( BLGALL ) CALL DEEUG(1)
    e0 comitinule
CaLL gVfls
CFLL QUALSCGY,OVX, PUY:QUSK,QUYY)
OV = SI2E*NU
IFLAG = 0
30 COMTINUE
RETURN
END

```

RETURN END
```

SIJBRDUTINE BVALS

```

``` MANJ DERIVATIVES
CDMMAM SUECDM＊＊＊REFEAT VAFIABLES HERE＊mm
JIMETKIDH CTALL（E，5），EREALL（5）
ENHSHLENCE（CTRLL（1，1），CT《1）），（CREALL（1），CIRE）
LOGEAL MODERy
\begin{tabular}{|c|c|}
\hline XM1 & \(=X-1\). \\
\hline W11 & \(=Y-1\). \\
\hline ALINC & \(=\) AmCIEC \\
\hline MFACT & \(=x_{1-1}+\) ACIRE \\
\hline YFGCT & ＝YR1 + RCIRE \\
\hline EVAL（i） & \(=\mathrm{xpltw}\) \\
\hline 8リッしくで） & XFMCTİIF \\
\hline
\end{tabular}
（2）\(=x\) XHCTEM
IF（NDEEFV ？
EVALX（1）＝YM
EWALY（1）＝Ǩil
BVALXX（1）\(=0\).
EVHLY（1）\(=1\).
```

| XFACTX | ＝1．+ AMCIREX |
| :---: | :---: |
| YFAisty | ＝1．＋Amilicey |
| YFROTY | ＝A ${ }^{\text {woIRET }}$ |
| YFAETX | ＝A MCIREX |
| YFAETY | $=$ A MEIREXX |
| YFACTYY | ANEIREYY |
| גFETSY | $=$ YFACTYY |
| YFrictix | $=$ YFACTX |

```
XFALTX =1. + A*CIREX
```

XFALTX =1. + A*CIREX
YFAi,TY = 1. + AMEIREY
YFAi,TY = 1. + AMEIREY
yFROTY
yFROTY
YFAETX
YFAETX
YFAETYX
YFAETYX
A*:IRCXX
A*:IRCXX
XF:WTYY = YFACTY
XF:WTYY = YFACTY
YF,FBKX = YFACTXX
YF,FBKX = YFACTXX
ENALX\こう = XFACTXNYFALTT + XFACTw`FACTX

```
    ENALX\こう = XFACTXNYFALTT + XFACTw`FACTX
```






```
    EvFUYY\\tilde{C}= XFAEYYY&YFACT + 2.WXFPCTY#YFACTY + XFACTMYFACTYY
```

    EvFUYY\\tilde{C}= XFAEYYY&YFACT + 2.WXFPCTY#YFACTY + XFACTMYFACTYY
    OENT INUE
OENT INUE
SUEROLTTINE ANVALS
FGFFH AR|WHL = ARCTANK YD/XD ; - PIMC AND DERIVATIVES
D(AFIETGN(:!ノV)/DU = V/(V)Q + U**U)

```

```

    GNVAL HEFSUFEO GRUNTER-CLDCKHISE FRDM YD-AXIS
    EF&NCLH ELINT AT %D = YD=0.
    EFPNL'N FIT ALEMIG ANGLE=FI/4, AHYRL = -PI/4
    I I ANWAL = 0
    Y-AK!S I ANWAL = O
    I YD~AXIS 
    ANGLE = 0
    XD-AXIS
    ANGLE = EPI
    - (X,Y)
        \XD,YD)
    X-AKIS
    ```

```

    DIMEMSIOM CTALL{2,5), ER2ALL(5)
    EQUIY'RLEFICE (CTALL<1,1): ET(1)), <CR2ALL(1); CIRZ)
    LDGIGAL NGEERV
    IF ( MDOEFW ) GO TG 10
        CDFFUTE DERIVATIVES
        ANVALME = YDI/RISQR
        ANVALY' ADRFISQR
        ANYALYX= -E.**D:AliVALY/RDSQR
        ANVALYY= -E. &DNANFHALY>RDSQR
    IF( ABS( YD ) .GT. AES( XD ) ) GO T0 20
        THEN PNGRE BETLEEN OL AND PI/4 DR 3PI/4 AND SPI/4
        BNOTNEEN TPI/4 AND EPI
        ANGLE = ATANK YD/XNJ \ NMGLE = PI + ANGLE
    ```
```

        IF< AMGLE .LT. O. > ANGLE = TWDPI + ANGLE
    20 CEMTImug
        ELSE ANLLE BETWEEN PI//4 AND 3PI/4 GR SPI/4 AND TPI/4
        ANGLE =FIDE - ATAMK XD/YD, 
        IF< YD .LT. O.) ANGLE = PI + RNGLE
    30
    SUETRACT FI/2 TO NAKE ANVAL BETHEEN D AND'3PI/2
    ANYAL = ANGLE - PIDE
    ALUUST FDE BRGNCH CUT
    IF< ANNYAL .LT, -PID4 ) ANYAL = THOPI + ANYAL
    SlIGRDITINE SNVRLS
    FDEM ENVGAL = SIN( E*GANVGL/3), DSNVAL, DDSNYAL
    CDMFINN /SUSCOM/ m** REFEAT UARIABLES HERE M***
    DIMENSIDN CTALL(2,5), CREALL<5)
    EQUIY{゙LENCE (CTALL{1,1), CT<1)》, (CR2ALL(1), CIR2)
    LGGICAL MUDERY
    AR゙S = THTH%ANVAL
    SNVAL = SINK ARG )
    I5( MONEFV)
        IUNWAI. = YHTH*COS(ARG)
        HINYMVGL = -THTHEQSSNYAL
        camtinile
        RETURN
    SUER:OTINE THYALS
    FIRM THMAL = SNVAL + C*CIRE AND DERIVATIVES
        L = %. EDR NUMERATDR
    IOMMON SUEEDM, REPEAT UARIABLES HERE w**
    DIMENTIICN ETALL<(2,5), CR2ALL<5)
    EOUIVGLENEE (CTALL(1:1); OT(1)>, (CR2pLLL(1), CIR2)
    LDGIEAL NGDERV
    THVALI{) = SNUAL
    ```


```

        TMVLLY {1) = DSNVALWANVGLY
    ```

```

        #FWfLYY(1) = DDSNVAL#(ANNALY*WZ) + USNVALmANVALYY
        THWALX (E: = THVALX (1)' CWCIREX
        TH*HLY (E) = THYALY (1) + C*CIREY
        HW,i-XWiE)=THVALXX(1) + CNCIREXX
    ```

```

        CMMIF:E M RETURN
                        END
    SLEFLUTSNE RDNALS
    FÖRM RTWOL = (E:DSQR + E%CIRE)***(1/3) AND DERIVATIVES
        E = O. FLIR NUMERATDR
    COMHLMM SIJGCDM/ %:* REFEAT YARIABLES HERE M*W
    ```
```

    DIMENFIDN CTALL<2,5), CREALL(5)
    E.JIVPLENLEE (CTALL(1,1), CT(1)). (CREALL(I), CIRR)
    LDUIOAL MINIERV
    SET CiRCLE-TEMP FUR DENGMIMATBR (NUMERATOR SET TD ZERU IN DRTA)
    DO 10 IDEFV = 1, 5
        [TALL《E,IDERV) = B*CRCALL(IDERV)
        CMNTIMUE
    EVÄLUATTE FDR NUMEFKATDR AND DENDMINATIR (NUM = 1, DEN = 2)
    ID シU NMINN = 1, E
        F'VALUE = = NSSQR + CT(HMDH)
    ```

```

        IF \HDDEKW )
            7!= DNETHRWRDVAL\MMMDM\/RVALUE
            l:
            MIEEV = E.WXD + CTX(NMIN)
            YDERV (HMDN) = E.*YD + CTY(NMDN)
            RUVPLX (NMDN) = T&*XDERG
            FUVALY\〈NMDN\ = TI*YIERV
    ```

```

                RDV;\YY{NHDN> = TEMDERUMYDERY + T1*<2. + CTYY{NHDN\)
            CINTINizE
    `0 CDNTINUE
                                    RETURN
                                    END
    SLIRKGUTIFiE FVALS〈FY,FVX, FUY,FVKX,FVYY\
    FDN゙MS TV = (KSQ**(1/3) )*SIN( 2*ANVAL/3)
    CDMMD!4 /SUBCDM. ww REPEAT VARIABLES HERE WGX
    II?METSIDN CTALL(2,5), CRERLL(5)
    ```

```

    LGIICAL HODERV
    \XiIMEMミIDN FV(Z),FVX(2),FUY{Z),FVKX{Z),FVYY(Z)
    FER NiJMERGTOR (1) GIND DENGMINGTOR (2)
    UCもら゙N=1, 己
        F(N) = RUVAL(N)*THYAL(N)
        IF(NOHERY )
            SDHFUTE DERIVATIVES
                FVY(SN) = RDVALSX(N)STHYALSN' + RDVAL(N)MTHVARX(N)
                FVY(N) = RIWALY(N):THYAL(N) + RDYAL(N)WTHYALY(N)
    ```

```

                FV\A(M) = RDYRLS(NKN)
                    TVYY(N) = RDUALYY(N)*THVAL(N) + E.mRDVALY(N)wTHUALYKN)
            +RDYAL(N)wTHYALYY(N)
            ciJMTINUE
            rgNILMJE
                                    RETURH
    Slergutine guals
    EGFM EVAL- = EVAL*F3MF5mF7 AND DERIVRTIVES
    ```

```

    DEMETSTOM CTALL(ES5), CREAIL(5)
    EOUIVPLENCE (CTALL(1,1), CT(1)), (CRCALL(1), CIR2)
    LDGICAL NODERY
    I) MENSID& F357(2),F357K(2),F357XK(2),F357Y(2),F3S7YY(2),
    A FINSIDR FSP(2); F5PK{2): FETKX(2), FSTY(2), FS7YY(2)

```

COMPUTE NUMERATERS（1）AND DENTDINATORS（2）
```

    IOEUNN=1,E
        FP(N) = FS(N)WFP(N)
        357(N) = FS(N)*F57(N)
        IF( NDDEFU' BVAL(N)mF3S7(H) , GU TG $0
        CDMFUTE. DERIYATIYES
            FSTX(N) = FSY(N)界F7(N) + FS(N)mFTX(N)
            FS7X(N) = FSY(N) mFT(N) + FS(N)mF\X(N\rangle
            F357X(N) = F3X(N)wF5P(N) + F3(N)梼F5PK(N)
            F35>Y(N) = F3Y(N)*FST(N) + F3(N)*FSTY(N)
            GVALX(N) = BVALX(N)MF357(N) + BVAL (N)mF357X<N)
            GYALY(Ni) = BYALY(N)*F357(N) + BYRL(N)wF3STY(N)
            FSPXK\N\ = F5XX(H)*F7(N) + 2.EFSX(N)OFTY(N)
                        +FS(N)WF7XN(H)
                        = FSYY(N)*FY(N) + 2.WFSY(N) 渵FTY(N)
                        +FS(N)*F7YY(N)
    ```

```

            +FS<N)=F57XK(N)
    ```

```

                +F3(H)*F5TYY(N)
            GYALKX(N) = EVALXK(N)WF357(N) + 2.mFVALS(N)wFSSTX(N)
            GVALYY(N) = + EYALYYY(N\MFS57 <M> + 2.EBYALY(N)WF35TY(N)
                BYALYY(N\MF357 <M>
    10 CONTIHLE
M . RETURN
SUצROLTINE QUALS<QY,QUX,QVY,QUXX,QUYY)
END
FERM RY = SIZEMGVAL(I)/GVRL(Z)
AND IERIVATIVES
C[MMDN /SUBCDM/ **m REPEAT VARIABLES HERE mpm
UIMENEIGH CTALL(E,5), EREALL(5)
EQUIVALENCE (OTALL(1;1); CT(1)), (CRERLL(1), CIR2)
LDGICAL NDDERV
QV = जVALく1)/GVALくこ)
IF( NOLERG )
G0 TO 10
E:DMPUTE DERIVATIVES.
FALY = 1.JGVAL(Q)
FACTSQ = FACT*FACT
FACTX = -GYALX(こ)*WFACTSQ
YTY = -GVALY(E)MFAETSO

```

```

            FGETYY = (こ.w(EWALY(Z)*Wट)WFACT - EYALYY(E))MFACTSD
            QV:S = GVALX(1)NFACT + GYAL(1)mFACTX
    ```

```

            RVYY = EVRLY゙YC1)*FACT + E. WGYALY(1)\&FACTY + GVAL<1)MFACTYY
    1 0
RETURNINLE (74

```
```

