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Abstract

Motivated by the internets of the future, which will
likely be considerably larger in size as well as highly het-
erogeneous and decentralized, we propose Decentralize-
SDN, a Software-Defined Networking (SDN) framework
that enables both physical– as well as logical distribu-
tion of the SDN control plane. D-SDN accomplishes
network control distribution by defining a hierarchy of
controllers that can“match”an internet’s organizational
and administrative structure. By delegating control be-
tween main controllers and secondary controllers, D-
SDN is able to accommodate administrative decentral-
ization and autonomy, as well as possible disruptions
that may be part of the operation of future internets.
D-SDN specifies the protocols used for communication
between main controllers as well as for main controller-
secondary controller– and secondary controller-secondary
controller communication. Another distinguishing fea-
ture of D-SDN is that it incorporates security as an
integral part of the framework and its underlying pro-
tocols.
This paper describes our D-SDN framework as well

as its protocols. It also presents our prototype imple-
mentation and proof-of-concept experimentation on a
real testbed in which we showcase two use cases, namely
network capacity sharing and public safety network ser-
vices.

1. INTRODUCTION

Some of the challenges future internets will face, i.e.,
scale and complexity, are a direct result of the enormous
success of their predecessor, the Internet. Most of the
“action” fueling these challenges has been taking place
at the network “edges” driven by ever increasing use
of “smart” mobile devices (e.g., smart phones, tablets,
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etc.) and ubiquitous access to the communication infra-
structure (especially through wireless communication).
Another major driving force behind this “evolutionary
step” towards future internets is the development and
deployment of increasingly sophisticated network ap-
plications ranging from cloud-based services, “smart”
spaces (e.g., smart home, smart buildings, smart neigh-
borhoods and grids, etc), health care delivery, law en-
forcement and emergency services, as well as the so-
called Internet of Things (or Internet of Everything).
Motivated by the need to facilitate networks, in par-

ticular, the Internet, to evolve, the Software-Defined
Networking (SDN) paradigm has been introduced. SDN’s
premise is to decouple the network control- and data
planes and thus make deploying new network services
and protocols viable especially in production networked
environments. The most widely recognized SDN model
to-date is the one adopted by the OpenFlow Standard [15]
and endorsed by the Open Networking Foundation1 (ONF),
a consortium bringing together industry and academia
to explore how SDN can play a role in network innova-
tion and evolution. SDN in general, and OpenFlow in
particular, have been receiving considerable attention
from both academia and industry. However, as it will
become clear in our overview of related work in Sec-
tion 5, SDN techniques to-date, including OpenFlow,
have mostly targeted“managed networks”and thus pro-
mote logically centralized control which is ill-suited not
only to the scale but also to the level of decentralization
and disruption that may be present in future internets.
Scalability and performance degradation resulting from

offloading control decisions from the underlying network
hardware infrastructure to SDN“controllers” have been
studied [27, 19] and proposed solutions have addressed
this issue in different ways. For example, DIFANE [28]
and DevoFlow [2] offload to the switches new function-
alities in order to reduce the load in the control plane.
Some such solutions devolve back to the switches con-
trol of some flows. However, one can argue that moving

1http://www.opennetworking.org



decisions back to the switches is undesirable and con-
flicting with the principles of SDN.
An alternative is to move control decisions closer to

the datapaths. This can also be accomplished by adopt-
ing a“physically”distributed SDN control model, which
does not contradict decoupling the control– from the
forwarding plane. Moreover, a physically centralized
controller represents a single point of failure. Onix [11]
and HyperFlow [26] propose to physically distribute the
SDN controller by means of a distributed file system
to maintain a consistent network-wide view in all the
controller “replicas”. In contrast, Kandoo [5] presents
a physically distributed control plane with a two-level
control hierarchy. It has at its top layer a logically cen-
tralized controller that maintains network-wide state.
Most approaches aiming at increasing the scalability
and robustness of the SDN control plane have targeted
“managed” networks, e.g. data centers and intranets,
where it is reasonable to assume the existence of a sin-
gle, logically centralized administrative authority, as
shown in the top part of Figure 1. However, this as-
sumption does not hold in heterogeneous and admin-
istratively decentralized internets that may include a
variety of autonomously administered networks, such
as infrastructure-less self-organizing networks (as illus-
trated in Figure 1).
In this paper, we propose Decentralize-SDN, or D-

SDN, an SDN framework that allows SDN control dis-
tribution both physically and logically by defining a
control hierarchy of main controllers (MCs) and secon-
dary controllers(SCs). The Decentralize-SDN hierarchy
can be of arbitrary depth, e.g., matching an internet’s
administrative boundaries. In “smart spaces” type ap-
plications, for example, devices within the home will
be controlled by the “home” controller independent of
the “smart neighborhood” controller and the ISP’s con-
troller. Decentralize-SDN enables logically decentral-
ized control through control delegation between differ-
ent levels of the control hierarchy as shown in the bot-
tom part of Figure 1. This is accomplished using D-
SDN’s MC-SC communication. The proposed frame-
work also enables services such as inter-domain routing
that require cooperation and coordination among MCs
via a MC-MC communication protocol. D-SDN also
defines a SC-SC protocol that allows SCs to commu-
nicate. For instance, we use SC-SC communication to
address control plane fault tolerance. Another distin-
guishing feature of D-SDN is that it incorporates secu-
rity as integral part of the framework and its underlying
protocols.
To-date only a few efforts have explored logically de-

centralizing SDN control. One notable example is DIS-
CO [10], which mainly targets control decentralization
to address inter-domain routing. The goal of D-SDN
goes beyond enabling a specific network function or ap-

Figure 1: SDN control distribution

plication; it aims at providing a general framework that
can be used to enable a wide range of current- as well as
future network services and applications. To this end,
D-SDN supports control distribution both physically–
as well as logically.
As proof of concept, we apply the D-SDN framework

in two use cases, namely: (1) network capacity shar-
ing, in which control decentralization enables nodes in
a infrastructure-less network to connect to the Inter-
net via other (connected) nodes, and (2) public safety
network (PSN) scenario which showcases the need for
control decentralization in emergency response services.
The remainder of this paper is organized as follows.

In Section 2, we describe the D-SDN framework. In
Sections 3 and 4, we elaborate on the implementation
and on the evaluation of our SDN framework, respec-
tively. Section 4 also includes the use cases adopted as
proof of concept. We review prior works in Section 5.
Finally, in Section 6, we present the final discussions.

2. D-SDN OVERVIEW

In this section, we first present an overview of the
Decentralize-SDN (D-SDN) framework. Then, we de-
scribe the protocols that support communication be-
tween the D-SDN controllers as well as D-SDN’s fault
tolerance and security mechanisms.

2.1 Overview

D-SDN defines two types of controllers: Main Con-
trollers (MCs) and Secondary Controllers (SCs). The
main difference between them is that SCs require that
MCs authorize and delegate control to them before SCs
are able to act as SDN controllers. In addition, we envi-
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Figure 2: Distribution of control from MC to
SCs to control mobile ad-hoc networks.

sion that SCs will typically be responsible for managing
SDN switches in a sub-domain within the MC’s domain.
Figure 2 shows an example scenario where an MC

controls two ad-hoc networks (MANETs) that connect
through. Mobile devices in the MANETs are SDN-
enabled and rely on the MC’s forwarding decisions. Thus,
a new flow in the MANET generates a request from the
corresponding mobile node to the MC, which responds
with the appropriate flow modification messages to the
mobile device. In the example of Figure 2, using D-
SDN, gateways can act as SCs upon MC authorization
and delegation. As a result, flow modification packets
would not need to reach the MC and could be con-
trolled directly by the corresponding SC. The ability
to control MANETs locally is important especially in
scenarios where they are not always connected to the
infrastructure.

Hierarchy of Controllers
In D-SDN, control distribution is achieved using a

hierarchy of MCs and SCs which can also be used to
improve control plane availability and fault tolerance.
Following the hierarchy, MCs can delegate control of
certain devices to a particular SC. For example, an SC
would not be allowed to write new flow entries to a
device’s flow table without a delegation from the corre-
sponding MC. Note that SCs must have been previously
authenticated by the MC or some other trusted third-
party authority before being able to participate in the
network control plane.

Delegation Process
AnMC can delegate the control to an SC with respect

to a set of SDN-enabled devices. Delegation can be ini-
tiated by an MC or can occur upon a request from the
SC. A delegation request can be triggered by different
kinds of events. For example, when a new SC is de-
ployed geographically closer to a set of devices, it could
request delegation from the MC to control these devices.

Figure 3: Communication between main con-
trollers.

Another example is a scenario in which mobile devices
in a MANET need connection to the Internet through
a gateway node. The gateway can then request autho-
rization from the MC for playing the role of an SC to
the new devices that joined the network.

2.2 Controller-to-Controller Communication

Our framework does not assume that MCs are con-
figured in advance with information about other con-
trollers. Instead, controller discovery is performed in a
dynamic fashion which allows mobile devices to act as
secondary controllers.

MC-MC Communication
Communication among main controllers is mainly ba-

sed on Hello, Update and Error messages. A Hello

message includes the controller identity. The content of
an Update message depends on the service being sup-
ported. Section 2.3 provides a concrete example of an
Update message. An Error message includes data re-
garding events such as an error on the application mod-
ule or the network operating system.
Figure 3 illustrates an sample message exchange be-

tween MCs.

1. Controllers exchange Hello messages to discover
neighbors;

2. Reachable neighbors exchange Update messages
between themselves;

3. Error messages are sent in case of an event is de-
tected.

Thus, Update messages allow network state to be ex-
changed between MCs. Note that in our framework,
each controller can have its own database. Thus, con-
trollers are not necessarily sharing a network file system
as in some logically centralized SDN control implemen-
tation.
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Figure 4: Delegation of control from main- to
secondary controller.

SC-SC communication follows a similar procedure.
Section 2.3 elaborates on particular contents for the Up-
date message in order to provide fault tolerance among
SCs.

MC-SC Communication
As previously pointed out, a network device is only

able to act as an SC upon the authorization of the cor-
responding MC through a Control Delegation mes-
sage. In addition, MC-SC communication usually hap-
pens within the same administrative domain. Control
delegation is illustrated in Figure 4 and proceeds as fol-
lows:

• Check-in Request: an SC requests authorization
for managing a specific SDN-enabled device, which
can be attached to an identity for accounting pur-
poses. The MC, upon accessing its database, au-
thorizes or denies access;

• Check-in Response: a positive feedback grants
the SC the ability to respond to further requests
of the new network device. Non granted access is
also acknowledged to an SC, which, in this case,
will not be allowed to control the SDN-enabled
device that required services.

If the MC needs to revoke control from an SC, then
it sends a Check-out message to the SC. In addition,
the MC should maintain a delegation table in order to
manage delegation requests from other SCs.

2.3 Fault Tolerance

In the case of failures, controllers can use the appro-
priate controller-to-controller protocols to elect a new
controller. In particular, in the PSN case study pre-
sented in Section 4.3, we show how SCs use D-SDN’s
SC-SC protocol to implement fault tolerance in case of
failure of the current SC.
Inspired by OpenFlow (OF) 1.3 [17], we differentiate

active controllers from read-only controllers. OF spec-
ifies such roles as master and slave, respectively. OF
includes the equal role, which is similar to the master
with the exception that there can be at most one mas-
ter per switch. Slaves do not receive messages from
a switch. For example, they neither receive packet-in

messages nor acknowledge of flow modification. How-
ever, they can become active by sending a role request
message.
The concept of active and read-only controllers is

important to allow synchronization for fault tolerance.
The event of a failed master controller can be detected
by other nodes if the master stops sending Update mes-
sages. Such messages, thus, are not only used for syn-
chronization, but also as a keep alive flag.
The content of the Update message for fault tolerance

is defined as follows:

• list of applications: application modules cur-
rently running on the controller;

• controller role and respective switches: a list
of the switches under the controllers’ administra-
tion for the master, slave and equal roles.

Even though the aforementioned controller roles are
only specified in the Openflow standard, other SDN im-
plementations would adopt a similar method.

Triggering Controller Replacement
In order to initiate fault recovery, a timeout value is

defined for receiving Update messages from the “mas-
ter” SC controller. If a failed master SC stops sending
messages, after the timeout interval, the participating
SCs will start an election protocol.
In the case that only a fraction of the controllers do

not receive Update messages, another master will be
elected only if there is enough quorum. Controllers that
still receive Update messages will not participate in the
election protocol. If a new master is elected, it will
inform the corresponding devices that will be under its
control. These devices will then remove the old master
from the master role (whether it actually failed or not.)

2.4 Security

In order to provide security services such as confi-
dentiality, integrity and mutual authentication, many
cryptographic schemes could be used. We next discuss
some trade-offs when choosing a particular cryptogra-
phic method and show for every design decision made
how the method adopted increases the resilience of our
framework to attacks such as impersonation, man-in-
the-middle and replay-attacks. Further, in Section 3,
we elaborate on the implementation adopted in our fra-
mework.

Secure Controller-Controller Communication
Secure communication among MCs, whether it is inter–

or intra-domain, can be implemented by means of public
key cryptography. In particular, an MC should possess
each recipient’s (other MCs’ and SCs’) public key in or-
der to encrypt a message. Integrity and authentication
can be provided through digital signatures, i.e., using
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the origin’s private key and, thus, requiring the recipi-
ent to have the public key of the signer.
However, some practical challenges raised by the tech-

nique described above need to be addressed. Public
key distribution schemes will need to be implemented.
An alternative would be storing the necessary keys be-
fore deployment; however, newly deployed controllers
will require changes in already deployed devices. Addi-
tionally, public key validation will be needed to ensure
that a public key received from the network is indeed
the correct one. This is usually implemented using a
Public Key Infrastructure (PKI), which then requires a
trusted entity, known as Certification Authority (CA),
to be online to respond to certification requests (i.e., a
certificate for the requested public key and identity).
PKI is not well suited to MC-SC communication be-

cause SCs can also be instantiated on end user devices.
Generation of certificates for each SC would not be prac-
tical due to maintenance costs. Moreover, it may not be
possible for an SC to access a CA, since mobile nodes
may be subject to intermittent connectivity (recall that
SCs might be nodes in a MANET).

Security Inside SDN Domains
An SDN domain is composed of MCs, SCs, SDN-

enabled devices and general end hosts. A security scheme
should take all those entities into account. We argue
that Identity Based Cryptography (IBC) [24, 1] is suited
for providing security services in an administrative do-
main.
IBC allows a user to calculate a public key from an

arbitrary string. Choosing the users’ identity as a pub-
lic key has advantages such as: (1) there is no need to
verify the public key using an online CA; and (2) a user
only needs the recipients’ identities in order to calcu-
late public keys (i.e., there is no need to ask for public
keys). In addition, cryptographic protocols are simple
and efficient under the paradigm of IBC.
Given that a user’s public key is tied to an unique

identity, the issue becomes how to obtain the corre-
sponding secret key. A Trusted Third Party (TTP)
is responsible for secret key generation, which is per-
formed by using the TTP’s secret key, also known as
master secret key, and the public key of the target user.
Note that all secret keys can be computed by the

TTP. Fortunately, in the scenario explored here, there is
a synergy present between controllers and TTPs. Con-
trollers can be considered as trusted entities, since they
provide interfaces to applications that perform manage-
ment tasks. Thus, in the context of IBC, a controller
could be responsible for generating (and possibly dis-
tributing) private keys to users in its domain.
In Section 3, we elaborate on the implementation of

IBC integrated with our framework. We also provide
details on the method used for key agreement, which

allows the use of efficient cryptographic schemes.

3. IMPLEMENTATION

The concept of SDN is centered around controlling
forwarding policies and has been thus far put into prac-
tice in infrastructure-based networks. However, in het-
erogeneous and possibly self-organizing environments,
the devices involved in data forwarding are also end
devices themselves. Consequently, end devices should
be able to perform the same functions as SDN swi-
tches, e.g., communicate with controllers and under-
stand how to handle forwarding roles. Since end devices
in infrastructure-less networks are typically portable and
do not have access to continuous power sources, the de-
ployment need to be lightweight in terms of code, stor-
age, communication, and power consumption footprint.
In this work we consider that mobile nodes can in-

stantiate a software switch, which we refer in the paper
as Virtual Switch (VS). From an implementation point
of view, a VS can be an OpenFlow software switch;
thus, a mobile node can be an SDN-enabled device that
is responsible for forwarding incoming traffic, maintain-
ing flow tables, and communicating with the controller
when needed.
Our framework is comprised of a server-side and a

client-side. The server-side exposes an interface to a
hierarchy of controllers. The client-side provides ac-
counting data to the servers as well as management of
cryptographic material that is used for providing secu-
rity services such as data confidentiality and authenti-
cation.
Applications along with the client-side of our frame-

work can run in a virtual machine attached to the VS.
Devices that run the server-side provided by our frame-
work are denoted as HSDN-enabled. Figure 5 illustrates
the device categories defined by our framework. Note
that a mobile node can be connected via wire or wire-
less to an SDN switch and run the client side of our
framework.
HSDN-enabled devices are mainly controllers and spe-

cial purpose nodes such as gateways for interconnecting
infrastructure-based and infrastructure-less networks [16].
Such nodes can play an important role in the network,
since they are responsible for extending the network
connectivity and relay upstream and downstream traf-
fic.

3.1 SDN-enabled Devices

SDN-enabled devices can be instantiated by using
OpenFlow-enabled Network Interface Card (NIC)2. Thus,
mobile nodes can deploy an embedded virtual switch
in low-latency NICs. On the other hand, one could
use software-based solutions to instantiate SDNs. With

2http://www.projectfloodlight.org/blog/2013/03/21/demo-
openflow-enabled-network-card/

5



Figure 5: Node category defined by the frame-
work: SDN and HSDN-enabled devices.

some overhead, it allows flexible and simple deployment
in production environment (e.g., customers are not pro-
vided with hardware and only install software).
Given the aforementioned trade-offs, we adopted Open-

VSwitch (OVS) for providing SDN functionalities to
mobile nodes in our implementation. OVS can be man-
aged by OpenFlow through TCP connections. A con-
cern is whether a Virtual Machine (VM) over OVS com-
promises the controller performance. In Section 4.1, we
argue that it is not generally true by showing some ex-
perimentation results. This setting is most promising
for SCs because they can be mobile devices. In ad-
dition, SCs are under a limited scope, since they only
participate in intra-domain communication and manage
certain devices upon MC authorization.
In the following Section 2.4, we discuss some of the

trade-offs when implementing security.

3.2 Security

Here, we provide further details on the particular se-
curity schemes adopted. In our proposal, MC-MC com-
munication can be implemented using Transport Layer
Security (TLS) [8] over a Public Key Infrastructure (PKI).
We do not provide specific implementation for such sce-
nario, since TLS is a well known standard. On the other
hand, we elaborate on the MC-SC and SC-SC communi-
cation as well as on secure communication between the
client- and server-side or our framework (e.g., end-host
authentication). Notice that the OpenFlow standard
defines TLS for securing the communication between
an SDN-enabled device and a controller; thus, this par-
ticular secure channel is not investigated here.

Applying IBC to SDNs
As discussed in Section 2.4, there is a synergy between

controllers and TTPs. In particular, MCs can play the
role of a TTP. As a result, our IBC implementation
inside an administrative domain defines the following
cryptographic protocols:

IDX identity of node X

s master secret key (controller’s secret key)
SX private key of node X

PX public key of node X (derived from IDX)
KX,Y key established between nodes X and Y

ctr counter
authenc(msg, k) authenticated encryption of msg using key k

enc(msg, k) encryption of msg using key k

dec(msg, k) decryption of msg using key k

mac authentication tag
e(·, ·) pairing function

Table 1: Notation.

• Setup: defines how security is bootstrapped in a
procedure that is performed once;

• Key agreement: uses pairing functions [1, 21],
identities and cryptographic material to agree on
pairwise-keys;

• Handshaking: the process of authenticating a re-
questing device (e.g., end-host device or SC). The
authenticator can be an MC or an SC.

Next, we elaborate on the aforementioned protocols
using the notation presented in Table 1.

Setup
As public keys are derived from identities, the TTP

(i.e., the controller) maps the node identity, IDX , to
a point in the elliptic curve, PX . This mapping is a
public parameter, since a node is allowed to generate
any device’s public key. The TTP generates a master
secret key s and calculates each node’s private key as
SX = sPX . This value should be either sent privately
by the TTP or pre-deployed on the device (i.e., SC or
end-host device).

Authenticated Key Agreement
Pairings[1, 21] provide practical implementation for

authenticated key agreement (AKA) over IBC, which
is an elegant alternative to non-authenticated schemes
such as the Diffie-Hellman interactive key exchange. We
informally define pairings as follows.
Let q be a prime number and Z

∗

q be a cyclic group
of the integers modulo q. Let G be a cyclic additive
group and GT be a cyclic multiplicative group of the
same order q. Then, e : G × G → GT is a map that
satisfies (1) bilinear: e(aP, bQ) = e(P,Q)ab ∀P,Q ∈ G

and ∀a, b ∈ Z
∗

q ; (2) non-degenerate: e(P, P ) ̸= 1; and
(3) computable: there exists an efficient algorithm to
compute e(P,Q) ∀P,Q ∈ G. The group G can be im-
plemented using a group of points on an elliptic curve
and the group GT using a subgroup of a finite field. In
particular, we use pairings referred to as Type 1 [21],
with the property that e(P,Q) = e(Q,P ).
The AKA procedure considered here has the main

goal of avoiding public key encryption. It means that,
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once a key is agreed between two nodes using public key
cryptography (e.g., IBC), they can use the shared key
for confidentiality and data authentication. This me-
thod is very efficient because it uses symmetric cryptog-
raphy for the most part of the overall message exchange.
Symmetric algorithms for authenticated encryption, en-
cryption and decryption are denoted in the paper as
authenc(·), enc(·) and dec(·), respectively. We refer to
our prior work [18] for further detail and examples of
algorithms.
We employ the Sakai, Ohgishi and Kasahara (SOK)

protocol [21] in AKA procedures. Thus, a private key
is used together with identities for computing a shared
key. As an example of the SOK protocol, assume users
A and B want to agree on a shared key. Consider
that they already received their private keys SA and
SB , respectively, from a TTP. In addition, each user
can obtain the public key of the other by using a pub-
lic function, denoted as φ(·). For example, user A ob-
tains B’s public key by computing φ(IDB). To agree
on a key, each user computes the pairing, which has the
user’s private key and the recipient’s public key as in-
puts. For instance, A computes KA,B = e(SA, PB) =
e(sPA, PB) = e(PA, PB)

s due to the bilinearity prop-
erty. A similar procedure can be done by the user B,
resulting in KB,A = e(PB , PA)

s = e(PA, PB)
s = KA,B .

The AKA is required by the handshaking procedure,
which we describe next.

Handshaking
In the handshaking procedure, a new coming device,

or requesting node (RN), is required to respond to a
challenge, so that the authenticator is able to verify the
devices’s identity. It is worth noting that both par-
ties should know each other’s identity for exchanging
authentication messages. This allows them to com-
pute a shared key, which is used for authenticated en-
cryption of the challenge. Thus, the authenticator can
encrypt a message to the requesting node, which de-
crypts the ciphertext to obtain the challenge that can
be encrypted again and sent back to the authenticator.
Figure 6 shows in detail this process, in which an RN
and an authenticator use a counter in order to protect
messages from replay attacks. Note that the pair RN-
authenticator can be any pairwise combination among
MC, SC and end-host devices.
Figure 7 illustrates how the agreed keys can be used

by means of symmetric cryptography. In particular, the
figure shows how the messages are securely exchanged
in order to provide the delegation of control (i.e., using
the messages defined in Section 2).

4. EVALUATION

In this section we evaluate our framework with ex-

Figure 6: Detailed handshaking procedure.

Figure 7: Authenticated key-agreement.

perimentation on HSDN devices and on two use cases:
secure capacity sharing [23] and public safety networks
(PSNs) [22]. The main goal is to verify that the pro-
posed framework is able to provide services over differ-
ent implementations and application scenarios.
Regarding the HSDN device, which is the first experi-

mentation described in this section, we investigated the
performance of a controller running a VM over OVS.
We compared this method to the setting of a stand-
alone controller.
The first use case considers a node that can only con-

nect to the Internet if a wireless gateway is available
and willing to share its resources. Mobility can trigger
a handover procedure, in which an node changes from
one gateway to another. In addition, an MC delegates
functions to SCs instantiated on network gateways, in
which QoS policies can be applied. Mobile nodes, in-
cluding gateways, are connected to an infrastructure-
less network.
In the second use case, we extend the capacity sharing

scenario in order to study SDNs over a MANET, so that
the control plane faces the challenge of dealing with
connection disruptions. In particular, the scenario of
a PSN is explored by providing resilience to failures in
the control plane.

4.1 HSDN Device Performance

7
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Figure 8: Impact of HSDN device.

We investigated the network performance of an HSDN
device in two settings: a host-only machine and a VM
over OVS. As controller, we used the Floodlight run-
ning a forwarding application. SDN-enabled devices
were instantiated in an emulated network running in
Mininet [13]. The experiments were carried out us-
ing separated machines for the Mininet network and
the controller. Regarding the scenario, we created two
interconnected networks and two ICMP flows, one for
each individual experiment. We collected 10 samples
and used a 95% confidence interval level when report-
ing our results.
Figure 8 shows the scenario and the results. The first

ICMP request presents the most significant difference
between the host-only and VM approach (about 10 mil-
liseconds, as shown in the top right graph). However, it
is only the first request, which is expected to experience
high latency in SDNs due to switch-controller interac-
tion. The other graphics (bottom right and left) show
that the second and third requests experience a much
lower difference between the two settings (i.e., host-only
and VM), since they are on the order of microseconds.
In particular, the difference of the third request was
negligible for both experiments due to flow creation.

4.2 Secure Capacity Sharing

In this section, we examine a use case where data
sources are not directly accessible via the Internet, but
through a capacity sharing application enabled by the
proposed architecture. In this scenario nodes may choose
to share part of their bandwidth to further broaden net-
work coverage. For the following use case, we assume
the network model illustrated in Figure 9, where a node
“A”, called here the “Requesting Node” (RN), wishes to
connect to the Internet and accesses, for example, the
World Wide Web. However, it is unable to connect to
the existing network infrastructure (e.g., because A is
out of range of the closest AP). Another node called

Figure 9: Upon authorization of a MC, GWs
provide services to nodes that can experience
handover.

gateway node 1 - “GW1”, advertises its gateway ser-
vices providing A the option to connect to the Inter-
net through it. Note that A can connect to GW1 di-
rectly or through a wireless, multi-hop ad-hoc network
(MANET) using some existing MANET routing proto-
col to route packets towards the GW1.
A gateway node (GW) is equipped with SDN switch-

ing capabilities as it plays the part of a software switch.
It is responsible for receiving connection requests from
RNs and authenticating them. Upon arrival of a RN
(i.e., node A in our example), a GW also requests from
the MC in its domain information about services to be
provided, actions to be taken and policies to be im-
plemented, such as checking availability of resources,
implementing packet filtering rules, authentication the
incoming RN, etc. There can be a number of GW nodes
present and they should be able to perform other func-
tions, such as handover of RNs and QoS policy enforce-
ment.
Figure 9 also shows the scenario adopted for experi-

mentation. As we elaborate next, we employ the con-
troller hierarchy of the proposed framework by using the
messages Check-in Request and Check-in Response.

4.2.1 Steps for Secure Capacity Sharing

We focus on the secure admission of the nodeA through
the gateway as well as on secure handover and the en-
forcement of QoS policies. To control the access of net-
work resources it is required not only to authenticate a
new node A, but also to ascertain membership eligibility
and bootstrap security services such as data confiden-
tiality and authenticity.
The main steps for secure network access extension

using SDN, illustrated in Figure 10, are as follows:

• Gateway discovery: GW nodes send periodic
messages, announcing their gateway capabilities.
The potential users, on the recipient of such mes-
sages will choose a GW, by sending a Requestmes-
sage to the most suitable candidate;

• Handshaking: a GW node responds to a user

8



Figure 10: High level description for node au-
thorization through main controller.

request and initiates a handshaking procedure for
node authentication;

• User check-in: the GW requests authorization
to the main controller, which queries its database
in order to approve allocation of resources to the
designated customer.

If a user is authorized, the main controller adds the new
flow-table entries to the forwarding devices on user data
path towards the Internet. The procedure of user check-
in includes the delegation of control from the MC to the
gateway with respect to user device administration.

4.2.2 Secure Handover

The scenario conceived here has an infrastructure-less
network comprised by GW nodes and users. The for-
mer is able to run the server-side of our framework and
thus, instantiate a “local” SC for the infrastructure-less
network. As a first step to orchestrate ad hoc networks
using decentralized SDNs, we explore secure handover.
In particular, a user changes from one gateway to an-
other.
A handover can be triggered by many events. Here,

we adopt the scenario in which a user notices that a
more suitable3 GW becomes available. The user itself
can send a request to the new candidate and perform a
handshaking procedure. Then, the MC can orchestrate
flow creation and removal in the new and old gateways,
respectively. The algorithm of Figure 11 shows how
secure handover is performed using our framework.
In order to demonstrate the handover, we generated

a sequence of HTTP requests to an external web server
(located outside the local network) and measured the
throughput. We collected 10 samples for each element
of the sequence and report a 95% confidence level in our

3The formal definition of“more suitable”is out of scope here.
For the sake of completeness, we use closest in range as an
example.

ALGORITHM: Secure Handover of node A from gateway
GWi to GWj

ASSUMPTION: User A has already been granted access by
MC through GWi

1. GWj announces its services

2. if GWj is a better candidate than GWi then

3. A sends a Request to GWj

4. Handshaking is performed between A and GWj

5. if A is authenticated by GWj then

6. GWj sends Check-in Request message to MC

7. MC queries node A in its database

8. if A is authorized by MC then

9. MC sends Check-in Response to GWj

10. GWj inserts new flow table entries for node A

11. GWj acknowledges A

12. MC sends Check-out to GWi

13. GWi removes the flow table entries related to A

Figure 11: Algorithm for secure handover using
the proposed framework

results. Figure 12 shows the results, in which effective
handover points to the first HTTP request after the new
gateway took over. It can be seen from the figure that
the throughput fluctuates so that the handover cannot
be observed among different HTTP requests. In this
particular case, both gateways presented similar perfor-
mance. We emphasize that our goal is not to increase
performance among gateways, but to provide seamless
handover.

4.2.3 QoS and Gateway Redundancy

Quality of service can be enforced by MCs or SCs
by using ingress policy rates. In the same scenario of
Figure 9, a gateway would prevent RNs from allocating
more than a determined fraction of the total bandwidth
provided by the ISP.
As in the handover scenario, we consider that an SC

can be a GW capable of managing its SDN-enabled de-
vice (e.g., server-side of the framework running on a vir-
tual machine atop the software switch). Thus, in this
particular example, the ingress policy rate would be ap-
plied locally by limiting the incoming wireless traffic.
We carried out experiments using one single gateway

with the ingress policy set to 3 kBps. Then, another
gateway with no restrictions becomes available as a re-
dundant channel to the infrastructured network. We
measured the throughput during sequences of HTTP
requests to a web server located in the same prefix net-
work. Figure 13 illustrates network performance when
applying ingress policy rates to the capacity sharing sce-
nario. Network performance is limited to the configured
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Figure 12: Throughput before and after han-
dover.

Figure 13: Throughput before and after the
event of activating a redundant gateway with no
QoS enforcement policy.

throughput as long as the redundant (non-restricted)
GW is not activated.
QoS policies could also be used by service providers

in order to offer differentiated services among users. Ex-
amples include scenarios in which customers that share
their resources might get incentives to do so by means of
higher ingress policies, while customers provided with
temporary shared services are subjected to lower band-
width.
Additional gateways can be used in other scenarios,

regardless of QoS policies. For example, they can be
useful in the case of a gateway with many users attached
to it, which might generate a performance bottleneck,
limiting the data throughput.

4.3 Public Safety Networks

We now showcase our proposal by applying it to Pub-
lic Safety Networks (PSNs), a more challenging scenario
where resilience to failures is an important requirement
and the heterogeneity and mobility of the devices in-
volved should be considered.
PSNs are built to detect and/or handle disaster events

Figure 14: CHORIST broadband scenario for
inter-agency communication. Source: [4]

[7, 22]. Such networks are set to provide communica-
tion and coordination for emergency responders and op-
erations. Many of the challenges in the PSN field come
from the variety of systems and agencies involved in the
crisis response and from their mobility at the disaster
site [7].
PSNs should experience rapid deployment and fault

tolerance. Interoperability is also an important issue in
this kind of networks. Different public safety authorities
should be able to communicate for operations manage-
ment.
By decentralizing the control plane, our proposed fra-

mework allows rapid deployment, reliability and inter-
operability. In addition, our testbed incorporates ad
hoc networks extending the capacity sharing scenario
of Section 4.2.

4.3.1 Decentralization and Fault Tolerance in PSNs

We envisage a scenario in which public safety author-
ities can organize themselves for exchanging valuable
information regarding an emergency situation. In this
context, for this use case, we built our proposed SDN
framework over an emulated scenario that was based
on the CHORIST architecture. CHORIST, which is a
project funded by the European Commission, defines an
architecture to address environment risk management
and citizens’ safety. It is considered a seminal work that
proposes a network architecture that includes a rapidly
deployable broadband scenario [4] at which authorities
and emergency responders can exchange messages in
the case of public safety event. We showcase our pro-
posal over such a scenario, illustrated in Figure 14. In
this figure vehicles are capable of serving as GWs to a
network of different agency actors (e.g., firefighters and
police officers).
As for SDNs, decentralization and fault tolerance are

key features expected in such a scenario. The former
is required because agencies could be subjected to dif-
ferent administrations and policies. Moreover, it would
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not be efficient to run a centralized controller acting
as an operation center in the ad hoc network due to
delay and disruption connectivity. Regarding fault tol-
erance, failures would impact intra- and inter-agency
communication. We next describe the adopted method
for deploying such a scenario.

4.3.2 PSN Testbed

Our testbed instantiates SCs at the agencies’ vehi-
cles. A single agency can have many decentralized SCs
that exchange messages with other agencies’ SCs. Even
though an MC can be optionally deployed in an opera-
tion center, we consider it would not be available any-
way. Our goal is to demonstrate decentralization and
fault tolerance in a single agency network4. We also con-
sider that no infrastructure network is available. Thus,
users (e.g., firefighters) have devices connected via a
mobile ad hoc network managed by an agency’s SCs.
Given that an MC cannot orchestrate the network,

SCs should rely on our framework in order to continue
operating correctly in the event of link failures. Figure
15 describes the proposed scenario for implementing tol-
erance to failures. For the purposes of this experiment,
Hello and Update messages were used as a single mes-
sage (here denoted as Hello only). Another method
would be considering Hello for controller reachability
and then, Update for exchanging of specific data, as our
framework enables. However, this evaluation includes
a heterogeneous scenario in which connection-oriented
protocols are not desirable due to the fact that the net-
work might suffer delays or disruptions.

Methodology and Results

The experiments were carried out using four con-
trollers and one switch. A single node was set as mas-
ter for the switch. All the nodes, including the switch,
were configured in a wireless ad hoc network. We inte-
grated the election protocol proposed in [12] with our
framework. However, other similar protocols could be
considered.
Before presenting the results, we elaborate on the

main parameters of the system. Let th be the time
between periodic Hello messages sent by the master
controller. Let tout be the timeout, or in other words,
the time a non-master (i.e., role equal or slave as de-
fined in Section 2.3) controller waits for receiving the
next Hello message. Given that 0 < th ≤ tout, the
worst case scenario for controllers to detect a failure
is when the master actually fails just after sending a
Hello message. The best case scenario happens when
the master fails immediately before sending the next

4Inter-agency communication would be implemented by
means of the capacity sharing use case, using vehicles as
gateways.

GOAL: Evaluation of fault tolerance in a MANET, in which
SCi is the active controller. SCj takes over after SCi failure.

ASSUMPTIONS: (1) MC does not interfere with the
process of fault tolerance (e.g., MANET is disconnected
from broader network); (2) SCs are authorized (a priori,
by the MC) to take any control plane activities inside the
MANET; (3) A single SC, here SCi, is set as master for
SDN-enabled devices.

1. SCs exchange periodic Hello messages with their iden-
tities and roles for each SDN-enabled device, if any
exists, under their scope;

2. SCi fails (e.g., ran out of battery);

3. An election protocol is triggered among SCs due to a
timeout for receiving Hello messages from the master

controller;

4. The elected controller, say SCj , requests the adminis-
tration of the corresponding SDN-enabled devices and
effectively replaces the failed controller;

5. Role Reply messages from devices confirm that SCj

took over.

Figure 15: Scenario for fault tolerance among
the SCs inside a MANET.

Minimum 2.3
Maximum 6.7
Average 4.2 ± 0.5

Table 2: Time in seconds to recover from a fail-
ure (tout = 5 and th = 3).

Hello message, which results in a detection time of ap-
proximately tout−th. Thus, the closer the values of tout
and th are, the faster it is to detect a failure.
In our experiments, we used tout = 5 seconds and

th = 3 seconds. We avoided similar values for th and
tout because controllers would experience overhead when
detecting failures that actually never happened.
We collected 20 samples and computed a 95% confi-

dence interval. We used a random failure time at each
sample. Table 2 shows the recovery time, which is not
only the time to detect a failure, but also the time it
takes for the new master to take control of the switch.
The minimum time (i.e., 2.3 seconds) is close to the best
case scenario of the failure detection mentioned earlier.
This shows that the scenario proposed in Figure 15 can
be efficient. On the other hand, the maximum time can
be slightly greater than the timeout if our fault toler-
ance scheme experiences delays or losses. That might
occur in a wireless environment such as the one imple-
mented in our experiments.

5. RELATED WORK

An important challenge that arises when offloading
control from the networking hardware is the controller
placement problem [6], which attempts to determine
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both the optimal number of controllers and their lo-
cation within the network topology, often choosing be-
tween optimizing for average and worst case latency.
The link latency used for communication between the
controller and switches is of great importance when di-
mensioning a network or evaluating its performance [2].
The work in [19] presented evaluations to show how the
controller and the network perform with latency issues
on the control link. They concluded that the switch-
to-control latency, has a major impact on the overall
behavior of the network, as each switch cannot forward
data for an interval of time, until receiving the message
from the controller that inserts the appropriate rules
in the flow table. This interval can grow with the link
latency and impacts dramatically the performance of
network applications.
Offloading back to the switches new functionalities

in order to reduce the load in the control plane was
a method proposed in a few previous works, such as
DIFANE [28] and DevoFlow [2]. However, this approach
might be conflicting with the principles of SDNs.
An alternative would be to move control decisions

closer to the datapaths. Previous work such as [11, 26,
25] propose a logically centralized but physically dis-
tributed control plane by means of a distributed file sys-
tem. These approaches consider that all the controllers
run the same applications and are under a central ad-
ministration, since they share a common synchronized
filesystem. This is strong a assumption, that can lead to
overhead and delay, thus limiting responsiveness which
can lead to suboptimal decisions. Such trade-offs on dis-
tributing the control plane under a logically centralized
scheme are investigated by Levin et al. [14].
Distributed control and the need for dynamic assign-

ment of switches to controllers are addressed in [3],
where a mechanism to dynamically handover switches
from one controller to the other as needed is proposed.
Kandoo [5], on the other hand, proposes a hierarchi-
cal distribution of the control plane, where a logically
centralized controller maintains the network-wide state.
DISCO [10] is a distributed multi-domain SDN control
plane architecture that enables end-to-end delivery net-
work services, including QoS. It separates intra-domain
and inter-domain information, each performed by a spe-
cific part of the architecture.
However, these approaches have been proposed for

datacenters and infrastructured networks where the dif-
ferent instances of controllers share huge amount of in-
formation to ensure consistency. These approaches fall
short when distributing control over heterogeneous net-
work environments. In the case of heterogeneous and
possibly self-organizing environments, the devices in-
volved in data forwarding are also end-devices them-
selves. Consequently, end-devices should be able to
perform the functions such as, communicating with con-

trollers and handling forwarding rules. Moreover, most
of previous works have been focusing on increasing scal-
ability, while our solution considers not only this aspect,
but also fault tolerance on the control plane, security
and the enabling of new services.
Fault tolerance itself is a topic that still lacks inves-

tigation in the context of the control plane. Issues on
this topic have been addressed recently, however, the
focus has been on the data plane. In [20] a new pro-
graming language was proposed to provide constructs
for writing programs in terms of paths through the net-
work and explicit fault-tolerance requirements, guaran-
teeing that traffic flows along the paths dictated by the
program. Authors in [9] argue that centralizing fault
tolerance management at the data plane in the con-
troller would lead to unacceptable performance. Their
approach, similar to MPLS global path protection, was
implemented as a modification in the Openflow protocol
to allow the partitioning of fault management function-
ality between controller and switches.

6. CONCLUSION

We proposed Decentralize-SDN, a general framework
that can be used to enable a wide range of current- as
well as future network services and applications. D-
SDN supports control distribution by defining a hierar-
chy of controllers. Main controllers can delegate func-
tions to secondary controllers, which can use D-SDN for
fault tolerance. In addition, security services such as
confidentiality and authentication are integrated with
the proposed framework. We evaluated the D-SDN fra-
mework using two use cases: network capacity sharing
and public safety networks. For future work we envisage
new network services and applications integrated with
D-SDN, such as inter-domain routing and load balanc-
ing.

7. AVAILABILITY

The proposed framework is available for download
from

http://inrg.cse.ucsc.edu/community
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