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ABSTRACT

The 1inear systems approach is used in the present study to formulate deterministic models for ana-
1yzing several types of groundwater flow problems. The stochastic nature of groundwater Tevels and the
causal relationships between precipitation, river stages and groundwater leveis are also analyzed. The
specific cbjectives are the following:

1) To develop a procedure for predicting the response of an aguifer system under different hydrologic

stresses by considering only the cause-and-effect relationships of the system.

2. To apply the above procedure for predicting the response of the groundwater system in field situ-

ations.

3) To investigate the utility of the above procedure to replace the traditional type curve solution

for pumping test analysis.

4) To investigate the causal relationships between different hydrologic variables affecting ground-

water levels.

A generalized Tinear model is used to analyze groundwater flow in a stream-well-aquifer system., A
procedure is developed to predict aquifer response by considering the cause~and-effect relationships of the
groundwater flow system. In this procedure, historical records of humping rates, groundwater levels and
stream stages, and estimated storage coefficients are used as inputs. The utitity of this procedure for
analysis of regional aguifer systems is demonstrated by using both field and hypothetical data and satis-
factory results are obtained. The procedure developed in the present study does not require predetermined
transmissivity and storage coefficient values. The present procedure is Tess subjective and appears to be
more reliable than the type curve method for determination of the aquifer transmissivity and the storage
coefficient from pumping test data.

The causal relationships between precipitation, river stages and groundwater levels are investigated
by using the tests based on regression theory and the Tikelihood approach. Stochastic models for ground-
water levels Qre developed after incorporating these causal relationships. This procedure is found to

yield better stochastic models for groundwater levels.
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CHAPTER 1
INTRODUCTION

The demand for water is rapidiy increasing due to growth in population and urbanization. In many
regions, groundwater is an important source to meet this increased demand and hence proper redional plan-
ning and utilization of groundwater resources demand our attention. During the past few years, consider-
able effort has been directed toward the analysis of these groundwater resources. In view of the large ex-
penditures involved in these aquifer evaluation studies, better aguifer modeling techniques are of vital
importance.

One of the central problems in the evaluation of groundwater resources is the analysis of the causz-
and-effect relationships governing the movement of subsurface water. Fluctuations in groundwater levels
and storage are complex phenomena as they are affected by precipitation, streamflow, evapotranspiration,
surface detention, infiltration, pumpage and characteristics of the aquifer. A direct field investigation
of these phenomena is highly expensive and time consuming. Conseguently, several types of closed form
solutions, analog models, digital computer techniques anc stochastic models have been devised to analyse
thase relationships.

In the past few years, digital computer models based on numerical methiods of anglysis have gained im-
portance for evaluating groundwater resources. Although the principles of groundwater flow and the Eech»
niques of numerical modeling are well established, there are several Timitations on the data and manpower

requirements and computational expenditure for developing these models. Bredehoeft and Young (1970)

have stated: 'The Timited resources available to the project precluded any detaiied fleld studies of the
hydrologic, legal, and economic relationships necessary to represent a specific area accurately.' Bathala,

Spooner and Rao {1978} have investigated the problems encountered in formuiating digital models, especially

those related to the data, manpower and computational expenditure. They have concluded that the results
from digital models developed by using Timited available data should be interpreted with caution, Several
other investigétors have also emphasized the restrictions imposed by the lack of data and budgetary con-
straints.

In view of these considerations, there is a need for developing less expensive methodologies for the
evaluation of groundwater resources. It would be highly desirable if these methodologies could use es-
sentially the historical record of groundwater levels, pumping rates, precipitaticn and streamflow. There-

fore, the development of such simpier methodologies 1s the main objective of this study;

1.1 Regional Aquifer Models

Most complex regfonal aquifer flow problems have been analysed using analog models or numericai-

digital computer techniques. A detailed discussion of these modeling techniques, their relative merits
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and several case studies may be found in Prickett (1975). In the recent past, linear systems approach and

stochastic modeling techniques have been found to be useful to solve several types of groundwater flow

problems. The salient features of these techniques are reviewed in this section.

1.1.1  Application of Linean Systems Analysis fo Groundwater Flow Problems

A great majority of engineering problems have been analysed by assuming Tinearity, atleast within
certain spacified ranges. Also, exact solutions of the behavior of a linear system can usually be found
by standard techniques. The linear systems approach has been applied extensively to problems in electrical
engineering {Cheng, 1959). In the past few years several researchers have recognized the utility of this
method for analysing groundwater flow problems especially those related to stream-aquifer systems.

Any system which is stationary and satisfies the laws of superposition and proportignality can be
considered linear (Cheng, 1959}. One of the important thecrems in linear systems analysis is the “con-
volution theorem.® This theorem enables us to evaluate the response of a Tinear system to an arbitrary
excitation in terms of its response to a unit impulse. The convoiution theorem can be expressed in the

form of the "convolution integral® (Eq. 1.1) or the "superposition integral" (Eq. 1.2} as

M

y(t) = J x(t) U(t-r)dr (1.1}
0
t

y{t} = J 't} P{t-1ide {(1.2)
G

where, x(t) = system input,
%' {t) = time rate change of the system input,
U{t) = system unit impuise respense Ffunction,
2{t) = system unit step function,

and y(t) = system output.

The convolution integral (Eg. 1.1) is also known as the Faltung integral. The relationship between the

unit impulse response function, U(%t) and the unit step function, P(t} is given as

u(t) = 9 fﬁﬂ : (1.3)

Several types of input-output relationships of a groundwater flow system are Tinear. thus the Taws
of superposition and proportionality are valid. For example, the resultant drawdown at any well in a
multiple well system can be obtained by superimposing the effects of each pumping wall., Sclutions to these
problems are often obtained from those of analogous problems in 1inear flow of heat discussed in Carslaw

and Jaeger (1959}. These relationships can be expressed in the form of the integrals shown in Egs. 1.1

and 1.2 and can be used o evaluate the cutput of an aquifer flow system to a given input such as pumpage

and streamflow.
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The problem of a stream-aquifer interaction is analegous to that of the tinear flow of heat in a
semi-infinite solid. The convolution relationship and expressions for the unit impulse response function

and the unit step function for the heat conduction problem have been derived by Larslaw and Jdaeger (p.305,

1959). Several researchers have appiied these derived impulse response relationships to analyse different

aspects of stream-aguifer flow problems. Pinder et al., {1969) determined the diffusivity of a homogenecus

isotropic aquifer from the response of the aguifer to fluctuations in river stage. A tinear model that

could be used to calculate the recharge of an ephemeral stream was developed by Moench and Kisiel (1970).

Venetis (1971) examined the interaction between recharge and depietion of groundwater levels. Hali and
Moench (1972) considered four highly idealized cases involving finite and semi-infinite aquifers, with or
without a semipervious stream bank. Theoretical eguations were presented for the instantaneous unit i~
pulse response function, the unit step response function and its derivative for all the four different
cases.

The well known Theis equation (Theis, 1935) was derived from the solution of an analogous probiem in
heat conduction. In its original form, the Theis equation was presented in the form of the convolution
integral. An analytical expression for the unit impulse response function for this problem has been given

by Carsiaw and Jaeger (p. 261, 1959). Moench (1871} demonstrated the utility of this impulse response

function simulating the water level variation due to pumping from the Cambrian-Ordovician aquifers of the
Chicago region. He also identified the unit impulse response function for a leaky artesian aquifer from

the basic derivations given by Hantush and Jacob {1955). However, in all his computations, Moench used

predetermined values of aquifer transmissivity and storage coefficient (Suter et al., 1958).

Maddock (1972, 1974a) has used linear systems theory and Green's functions for the solution of aguifer

flow problems invoiving multiple well systems and stream-aquifer interflow due to pumping. Morel-Seytoux

and Daly {1975) and Morel-Seytoux (1975) extended Maddock's approach and presented modified computational

procedures.

1.1.2 Application of Stochastic Modeling Technigques to Groundweten FLow Problams

As mentioned earlier, groundwater levels are considerably affected by hydrologic stresses as precipi-
tation, streamflow, evapotranspiration and pumpage. These stresses are often considered to be stochastic
processes. Consequently, the groundwater levels may also be considered to be a stochastic process. In
the past few years, several investigators have characterized the variations in groundwater levels by using
stochastic modeling techniques.

Eriksson (1970) was probably the first hydrologist to apply methods of spectral analysis for analysing

hydrogeological time series. He developed a stochastic model of the water balance to give astimates of
mean annual infiltration by using groundwater levels from a riparian esker, a glacicfiuvial deposit, and

Tocal streamflow, air temperature and precipitation records. Jackson et al., {1973) employed the methods




4
of time series analysis to examine climatological and hydrological variables associated with a groundwater
discharge area in Manitoba, Candada. The hydroiogical variables such as evapotranspiration and infiitration

were "adequately" modeled by a first-order Markov process. Rao et al., (1973, 1975) made a detailed in-

vestigation of the stochastic modeling of groundwater levels in relation to rainfall and streamflow. They
considered both univariate and multivariate wmodels and concluded that valid univariate models with excel-
tent one step-ahead prediction capabilities can be developed for modeling the groundwater level process.
Gelhar (1974) developed three different analytical models viz. Tinear reservoir, Dupuit aquifer and Laplace
aquifer tc describe the spectral response characteristics of phreatic aquifers subject to time variable

accretion and fluctuations in an adjacent stream stage. Bathala et al., (1976) have noted that the cross

correlation studies between rainfall, groundwater Tevels and river stages were quite useful in introducing
recharge and base flow into a deterministic groundwater model.

The general principles of spectral analysis and its applications may be found in Jenkins and Watts

(1968). Different stochastic modeiing techniques are illustrated in Box and Jenkins (1970); and Kashyap
and Rao {1976).

1.2 Critigue and Motivation

Digital computer models and R-C networks are well suited for analysing complex regional aquifer flow
probiems. But the utility of these models is highly restricted by the data requirements and economic
Timitations. In the case of R-C networks, the hardware (resistors, capacitors, and other electronic
equipment) and the time taken up For assembly of the model ave expensive. Alterations to the network will
cause considerable delay and additional expenditure. In the case of digital models, smaller time steps
and closer grid spacing, which are usually required to arrive at an adequate or accurate solution, in-

crease the computational expenditure excessively. Bredehoeft and Young (1970) pnointed out that it costs

about $400 per study consisting of & or 7 computer runs using a 2000 node Finite difference network. Some
of these aspects of cost and effort involved in the development of digital computer models were investi-

gated by Bathala et al., (1978). The main cbjective of this study was to explore the feasibility of

constructing a digital model for the aquifers underlying medium size communities and to explore the dif-
ficulties that may arise due to limitations on the data, computational expenditure and availability of
skilled manpower. The glacial aquifer underlying Lafayette and West Lafayette, Indiana, covering an area
of about 26 sq. miles, was selected as a test site. A digital computer model was formulated by using a
rectangular finite difference grid system consisting of 24_c01umﬂs and 33 rows with f92 nodas, Only the
historical record of water levels, pumping rates and pumping test data were used in developing this mode’.
These data were not sufficient either to prepare reascnably accurate piezometric surface maps ov to esti-
mate the aguifer properties satisfactorily. However, considerable effort and expenditure was involved in
the development of this model. About 1000 skilled fundergraduate students guided by & graduate vresearch

assistant ab Ph.D. level) man-hours were resuived for the preliminary phase in the model deveTlopment.




5

This phase consisted of data acquisition from past records, prepavation of piezometric maps and flow nets,
delineation of aquifers, analysis of pumping tests and estimation of aquifer properties. The effort ex-
pended in the specification of the aguifer characteristics such as hydraulic cenductivity, storage coef-
ficient, piezometric head, depth to bedreck and aguifer thickness at each nodel point of the finite dif-
ference grid is proportional to the number of nodes in the grid. About 300 skilled man-hours were spent
on this phase in the study. The initial computer trial runs and calibration of the digital model were
tedious and time consuming. These trials and the final computer runs requived sbout 2500 hours at the
skill level of a graduate research assistant. The cost distritution of different computer runs as a func-
tion of number of nodes in the grid system using a CDC 6500 digital computer is shown in Table 1.1. The
cost per single run for the Model X (3,055 nodes) is about three times as high as that for the Model ¥
(792 nodes}. The above costs are hased on an averags rate of $250 per hour (Purdue internal rate struc-
TABLE 1.1
COST DISTRIBUTION OF DIFFERENT COMPUTER RUNS

ftem MODEL - X | MODEL ~ ¥
Grid size {square) 500 ft 1600 ft
Ho. of nodes 3,065 792
Core storage (Octal) 110,000 67,000
Central processor time | 1,100 Sec 400 Sec
Cost per run $75 - $90 $25 ~ $40

ture) of central processor time. The major practical Timitation to adopt larger number of grids (finer
mesh) was the computing cost. The approximate overall computer related expenditure corresponding to dif-
ferent stagesturﬁng the development of the digital model is presented in Table 1.2, It was concluded
from the above study that the data requirements and budgetary constraints play a major role in the formula-
tion and operation of the digital models. The study alsoc suggested the need for developing less expensive
methodologies for estimating aquifer capacities.

Aquifer problems which can be analysed by using the basic theory of well hydraulics are comparatively
Jess expensive and can yield highly valuable results if they are formulated with sound professional judge-
ment and analytical discretion. With appropriate recognition of hydregeologic controls, there are many
practical ways of circumventing analytical difficulties posed by compiicated field conditions. However,

the use of these techniques have been restricted to relatively uniform aguifers of small areal extent.
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TRBLE 1.2
COMPUTATIONAL COST OF MODELING

S.No. Ttem Approx. Cost
1 Data processing and preliminary computer runs $ 2,000
2 Calibration of the Digital Model $ 4,500
3 Development of Stochastic Models § 80O
4 Estimation of Aquifer Capacity (Final Runs) $ 2,900
5 Miscellaneous $ 500
Total $10,700

The linear systems approach which has been gaining favor for the past few years appears to be an efficient
tool for developing less expensive and comprehensive models for regional groundwater resource evaluation.
However, there is a common drawback with most of these deterministic models presently used. As far as the

authors are aware, these models [except those on stream-agquifer interactions {Pinder et al., 1969)1 use

the predetermined values of aguifer transmissivity and storage coefficient as the primary input variables.
It is difficult to obtain this information where there is lack of suitable pumping test data. It is,
therefore, highly desirable to couple the theory of well hydraulics with the linear systems approach to
develop a modet which considers only the cause-and-effect re]atioﬁships of the §roundwater system.

Another aspect that is of interest in the development of aguifer flow models is the stochastic nature
of the groundwater levels. Rainfail is the major source of recharge to the groundwater basin in many
cituations. The amount of this recharge is dependent on the infiltration charaéteristics of the so0il. The
depth of water levels below ground surface also affect recharge in terms of time of travel and intermedi-
ate losses. Where circumstances are favorable, surface streamflow also interacfs with the groundwater
system. When groundwater levels are near the surface, the effects of evaporatién and transpiration may be
significant. Pumpage from wells constitute the major artificial discharge of groundwater. The groundwater
Tevels will go down when the pumping rates are higher than the recharge rates. In essence, groundwater
Tevels in an aquifer system are affected by several stochastic processes such as precipitation, infiltra-
tion, evapotranspirvation, streamflow and pumpage. Consequently, groundwater levels also constitute a
stochastic process.

Seyeral investigators (Sec. 1.1.2) have formulated stochastic models for groundwater level processes
by considering the hydrologic variabies such as precipitation, streamflow and eﬁapotranspiration as inputs.

The time series of precipitation and streamfiow are also used as inputs in formutating deterministic models
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for evaluating groundwater resources. Therefore, before using any of these variables as inputs into

these medels, it is necessary to investigate if these processes are really the cause of the variations in
groundwater levels. This can be done in several ways. For example, when groundwater Tevels are relatively
close to the surface, it is possible to identify the dependency of these Tevels on variations in precipi-
tation by examining the time series relationships or by water balance studies or by performing cross cor-
relation studies. The above technigues can also be applied when a well is located relatively close to a
river which is hydraulically connected with the aguifer. Obviously, variations in groundwater levels are
directly proportional to the pumping rates. Based on this preliminary information stochastic or determin-
istic models can be formulated by using streamflow, precipitation and evapotransporation as input variables
at the appropriate locations in the groundwater system.

On the other hand, when groundwater levels are at relatively greater depths below the surface, it 1s
difficult to determine if these levels are affected by precipitation at all. Examination of the time
series or the water balance studies or the cross correlograms may not yietd reliable information about the
relationship between the groundwater levels and the precipitation. The above siatement is also valid when
the causal relationship of the water Tevels in a well located at a relatively long distance away from a
stream 3s to be investigated with reference to variations in the stream stages. Under these circumstances,
the causal relationship of the different hydrologic processes such as precipitation and streamflow with
the groundwater levels must be investigated in a different manner than by simply examining the time serfes
or correlograms. Alternatively, the causal relationship among different variables affecting a process
must be investigated before formulating any model.

Therefore, in the present study, it is proposed to investigaté the causal re?ationship.between pre~

cipitation, stream stages and groundwater levels by using some statistical tests.

1.3 Objectives of the Present Study

Based on the foregoing discussion the objectives of the present study are as follows:
1) To develop a procedure for predicting the response of an aquifer system under different hydrologic
stresses by considering only the cause-and-affect relationships of the system.
2) To apply the above procedure for predicting the response of the groundwater system in field situations.
3) To investigate the utility of the above procedure to replace the traditional type curve solution for
pumping test analysis.
4} To investigate the causal relationship of different hydrologic variables affecting groundwater levels.
The results of the present study are organized as follows. The Yinear systems formuiation of gen-
eralized aquifer flow problems is presented in Chapter 2. A procedure for srediction of aquifer response
hy considering only the cause-and-effect relationships of the groundwater system is discussed in Chapter 3.

This chapter aisc deals with the use of the above procedure for analysing pumping test data. Numerical




results from several types of aguifer flow problems which are analysed by using the present procedure are
included in Chapter 3. Chapter 4 is concerned with the definition of causality, general principles of
formulating. stochastic models, method of parameter estimation and the investigation of causal relationships
among different hydrotogic variables. Application and numerical results of the stochastic models formu-

Jated in this study are also presented in Chapter 4. Discussion and conclusions are given in Chapter 5.




CHAPTER 2
LINEAR SYSTEMS FORMULATICN OF
GENERALIZED AQUIFER FLOW PROBLEMS

Most deterministic models used for the evaluation of groundwater resources need predetermined values
of the aquifer transmissivity and the storage coefficient as primary input variables. It is often diffi-
cult to obtain this information due to lack of adequate pumping test data. Therefore, one of the primary
objectives (Sec. 1.3) of the present study is to develop a procedure for estimating the aquifer response by
considering only the cause-and-effect relationships of the groundwater Tlow sysiem. A linear systems ap-
proach is used in this study to investigate the above problem. The basic relationships used in the present
approach and the theoretical formulatien of the problem for different types of aguifer flow systems ave ex-

plained below.

2.1 Basic Relationships

The basic principles of linear systems theory and the concept of convolution were briefly explained in
Sec. 1.1.1. A brief review of the existing literature regarding the application of linear systems anaiysis
to groundwater flow problems was also presented {Sec. 1.1.1). The basic relationships governing the solu-

tion of a fewqpertinent groundwater flow problems by using the Tinear systems approach are given below.

7.1.1 Stream-Aguifer Intercction withoul Pumping

The convolution relation giving the response of an aquifer at a specified distance from a stream can
be expressed (Venetis, 1970) in two ways similar to the convolution integral and the superposition integral

expressions given in Egqs. 1.1 and 1.2. These expressions are

et

h(x,t} = J n{0,7) U(u,t-1)d=s (2.1}
0
t .

nlx,t) = JD 30021 p(y, t-r)de (2.2)

n

where, h(x,t} = piezometric height at distance x for any time t (L),

h(0,t) = piezometric height at the crigin (river stage) for any time t (L),
U{x,t) = unit impulse response function of the system (T“l),
and P{x,t) = unit step response of the system, dimensioniess.

When n{x,t) and h({0,t) are discrete time series, Egs. 2.1 and 2.2 can be expressed in the equivalent

forms as (Eagieson et al., 1966),

h(0,1) UN-1+1)a {2.3)
1

I e~1=

hOGN) =
T
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h(x,N) = ah{0,1) P{x,N=i+1) (2.4}

i

[ERa o=

.i

where, ah(0,1) is the change in piezometric height at the ovrigin (river stage} at the ith

time step, N is
the upper limit of summation, 1 is the variable of summation, and A is the time interval.
The expressions for U(x,t) and P{x,t} (Egs. 2.1 and 2.2) are based on the type of hydraulic connection

between the stveam and the aquifer. Hall and Moench (1972} have considered four different cases; (i) the

semi-infinite aquifer, (i1) the finite aquifer, (iii) the semi-infinite aquifer with semipervious stream
bank and {iv) the finite aguifer with semipervious stream bank. When the stream bank is pervicus and semi-
infinite, the problem is analogous to that of a plane source of heat in a semi-infinite solid. The unit

impulse response function and the unit step response for this case have been given by Carslaw and Jaeger

(p. 305, 1959) and can be expressed as

2
_ X expl-x"/4vt
o) = S (2
and Pl{x,t) = erfci{x/vVlvt} {2.5)

it

where, erfc [-] = the complimentary error function,

aquifer diffusivity {equal to T/$),

v =

T = gquifer transmissivity {L2?~1)’

§ = storage coefficient (dimensionless),

% = horizontal distance from the stream bank (L),
and t = time (T).

Equations 2.5 and 2.6 can be written in discrete form as follows:

% exp{—xzfﬂuia)

Uix,i) = {2.5a)

P(x,i) = erfc{x/vivia) (2.6a)
The velationships for U(x,t) and Pi{x,t) for other cases of stream-aguifer boundaries have been sum-

marized by Hall and Moench {1972}.

2.1.7 Single Wedl in an Infinite Aguifer

o) Nonleaky Artesdan Condilion

When a well fully penetrating a nonleaky artesian aguifer of infinite areal extent is pumped, water is
continuously withdrawn from storage within the aguifer and the cone of depression progresses radialiy out-
ward from the well. The noneguilibrium eguation for the time-distribution of drawdown at any distance from

the pumping well was derived by Theis {1835} from the solution of an analogous problem in heat conduction

{Carsiaw and Jasger, p. 261, 1959%. In its basic form, the nonequilibrium eguation can be exprassed as




f z
t &p - iy o ]
sr,t) = J ) e e (2.7)
0 AxT(t-7)

where, s{r,t) = drawdown as a function of distance and time {L),

H

q(t) = pumping rate as a function of time (L3/T),

distance from pumping well to ebservation point (L),

r

and t = time after pumping started (T).

H

By comparing En. 2.7 with the convolution integral (Eg. 1.1) the unit impulse response function for a well
in an infinite aguifer, U(r.t} can be written as shown in Eg. 2.8 {Mgench, 1871).

"
o]- 17

U{r,t) = ————ro {2.8)
AnTt

When s{r,t) and q{t) are discrete time series, Eq. 2.7 is expressed in the equivalent form as
Pl
r S
e"p{" ATIR-T+1)4 }

N
s{rol) = § q(i) A (2.9)
i=1 ArT(H-1+1)A

which is more convenient for computational purpases.
When the well is pumped at a constant rate 4, £q. 2.7 can be reduced to the Theis equation (Eg. 2.1C)

(Theis, 1935) after carrying out the necessary steps of integration as detailed in Appendix A.1,

@ -y
s(r,t) = E%J € o (2.102)
i A\
where, u = reS/ATE . (2.10b)

7 bl
In Eq. 2.10, the integral J <§$w dv s & function of the Jower 1imit u and is known as the "exponential
u

integral." In groundwater terminolegy, the exponential integral is symbolically expressed as Wiu) and
stands for the "well function for nonleaky artesjan aquifers.” The well function (or the exponential inte-
gral) is expanded in a convergent series as shown finm Eg. 2.11 and is extensively tabulated {Abramowitz and

Stegun, 1965).

0o~y 2 u3 u4

e u
W(u) = Ju € gy = (-0.5772 - Tnu+u - pipr gyt gt ) (2.11)

Values of W(u), in terms of practical range of u for application in groundwater flow problems are found

elsewhere {Wenzel, 1842: Todd, 1959; Johnson, 1966; and Walton, 1970). For small values of r and large

values of t, u is smail, so that the series in Eg. 2.11 can be truncated after the first two terms {Cooger

and Jacob, 1946). As a result the well function (Eg. 2.11) can be approximated as given by Eq. 2.12 for

values of u less than 0.01. This is commonly known as “Jacob's method” (Cooper and Jacob, 1946).
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W(u) = EH{ELE%IEJ (2.12)
' )
b) Leaky Artesian Condition
When a cenfined aquifer is overlain by a confining bed of slightly permeablie material, the vertical

Teakage into the aquifer must also be considered. Hantush and Jacob (1955%) derived the following expression :

{Eq. 2.13) for the drawdown around the pumping well by using an extension of the analysis done by Theis
(1935),

s(r,t) = 75 W(u.R) (2.13)

r
ST P /T
P' = hydraulic conductivity of the aquitard, L/T,

I

where, R

and m' = saturated thickness of aguitard, L.
W(u.R) stands for the "well function for leaky artesian aquifers with fully penetrating well without
water released from storage in the aquitard and constant discharge conditions." This well function is ex-

prassed as,

1

{%.5772 +in U+ [- Ey(-u ] oty LIQ(R)wi

R%/4

_UZ of E (-’1 H‘H'!‘i n-m+1 I{ } } (2"24)
n=1 m=1 (n+2)' L4

2 2
Wlu,R) = 2K0(R) - IG(R) ["'E-(" %ﬁﬁ] + axp “(%E}X

where, KO(R) is the modified Bessel function of the second kind and zere order and IO(R) is the modified

Bessel function of the first kind and zero order.

2.1.3 Multiple Well System

When a homogeneous and isotropic aguifer of uniform thickness is pumped by several fully penetrating
walls, the drawdown at any time due to pumping of these wells is given by {Maddock 1972; and Morel-Seytoux,

19757,

a{d,t) =T dr (2.15)

B

where, M = number of wells,

kth

s{k,t) = drawdown at the well at time t (L),

th el at time ¢ (L3771,

a{j,t) = pumping rate at the j

1

and X,y = spatiat coordinates of the wells (L}.
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When'there is no previous groundwater development in the area, the initial and boundary conditicns at the
drawdowns are shown in Eg. 2.16.
s(x,¥,0) = 0, and s (sw,i=,t) = 0 (2.16)

The following assumptions are made in the above formulation,

{1} The aquifer is homogeneous, isotropic and of infinite areal extent.

(2} The aquifer thickness is uniform and the wells are fully penetrating the aquifer,

{3} The groundwater flow in the aquifer is approximately two-dimensional, i.e., vertical flow is

insignificant.

(4) The aquifer is confined and nonleaky.
I s{k,t) and q(j,t) are discrete time series, Eq. 2,15 can be reduced to the form as shewn in Eq. 2.17
by using the Theis equation (Eq. 2.102) and the method of superposition. The details of the mathematical
derivation for Eq. 2.17 are shown in Sec. A.3 of Appendix A.

M

N
s(ko) = T 7 plk,d.1) q{d.N-1+1) (2.17)
3=1 9=1

i

[}

In Eg. 2.37, s{k,N} = drawdown at the kth well at the end of the Nt time step due to pumping from

M owells (L),

h h

well at the it
th

q{j,1) = pumping in the it time step (L3771,

and 8(k,j,i} = response coefficient for the i~ time step relating the response at well k to unit
pumping at well j (7T L"Z)ﬂ
The p-coefficients in Eq. 2.17 are expressed in a form given as {Maddock, 1972}

B(k5391) = a{kwj:i) for i=1

= gl{k,j,i) - alk,j,i-1} for i>1 {2.18a)
where, alk,i,1) = 1%T'Wiﬂk,j{i}3= (2.18h)
w[ukjj(i)} = wall function given by Eg. 2.11 with appropriate subscripts,
' Z s

r
A
uk,j(1) = Tt . {7.18¢c)

O distance between the K and j‘th well {L),
= radius of the well {if k=j),
and t; = time at the ith step {T).

Equatien 2.17 is identical with the "algebraic technological function" derived by Maddock (1972) by
using the partial differential equation governing the aquifer system and the method of Laplace transforms.
Maddock has also shown that the g-coefficients in the functional relationship {Eg. 2.17) exist even for
aquifer systems with irregularly shaped boundaries and nonhomogeneous parameters, but did not expliicitly

suggest methods for computation.
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-

In general, if there are M wells in an aguifer system, Eq. 2.17 will have (MEN} B-coefficients at the
N observation {Maddock, 1675).
The g-coefficients given in Eq. 2.18a can be computed theoretically for any time step if the well
gecmetry and the aquifer parameiers {T and § values) are known. A more general method of estimating the
B-coefficients for any aquifer canfiguration by using the predetermined values of the aquifey transmissivit

and the storage coefficient has been developed by Maddock {1974h).

2.1.4 Stneam-Well-Aquifer System

The pumping wells are often located very near the streams which may be hydraulically connected to the§
aquifer. The drawdown s{x,t) at any distance x from a stream due to pumping from M fully penetrating wef1§

s given as (Maddock, 1974a)

t
s(x,t) = j G(x,dst=t)} q(d,t)de (2.19)§

G

e~ =
-

J
where, G(x,Jj,t-<) is the Green's function related to the well geometry, distance from the river, the
aquifer transmissivity, the storage coefficient, the boundary conditions, the initial condftions and the
type of partial differential equation governing the groundwater flow.

The above problem can also be solved as shown in Eg. 2.20 by treating the river reach as a special
well and by using the erinciple of superposition {Morel-Seytoux, 1975 and Morel-Seytoux and Daly, 1975),
M £

t
) = JO a(5,e) B(3,t-c)dr + JO 6. (1) K (%, 5-1)ds (2.20)

where, U(j.t) = the unit impulse response function for the'jth well (similar to Fq. 2.8),

qp(x,t) = the recharge from the river into the aquifer at a distance x and time t,

fi

and k (x ty = the unit impulse response function for the stream~aquifer interflow.
Equat?en 2.20 car be reduced to a form similar to that of Eq. 2.17 and the resulting response coefficients

cah be computed numerically {(Morel-Seytoux, 1975; and Morel-Seytoux and Daly, 1875) by using the predeter-

mined vaTues of the transmissivity and the storage coefficient.

2.2 Theoretical Formulation

Pumping wells located near a stream hydraulically connected to an aquifer draw most of their discharge
from the river. Under favorable conditions, the groundwater system is recharged by precipitation. Conse-
quentiy. the drawdowns in these wells are related to pumpage, fluctuations in the river stage, the ver-
tical recharge, the aquifer properties, the initial conditions, the boundary conditions and the type of
theoretical relationship governing the flow in the aquifer system. Therefore, any model developed to

study the water level changes in these wells should consider all these aspects., Maddock {19742} and

Morel-Seytoux {1875) have developed (Sec. 1.1.1 and Sec. 2.1} generalized relationships (Egs. 2.19 and
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2.20) for analysing the groundwater level changes in a stream-wetl-aquifer system without considering the
effects of vertical recharge. In this section, a geneval relationship similar to, but slightly different
from that of Eq., 2.20 is used for analysing the flow through a stream-well-aquifer system.

Consider a multiple well fiald with M fully penetrating wells and intersected by a hydraulically con-
nected stream as shown in Fig. 2.1. Let the irregular grid system divide sections of the aquifer having
different values of transmissivity and storage coefficient. Let there be a real or imagined well, pumping,
nonpumping or recharging, at the center of each of these subdivided sections. If the groundwater flow is
approximately two-dimensional, and if there has been no previcus groundwater development in the aquifer
system, the drawdown in the kth well at a distance x from the viver can be expressed by ustng the basic
relationshios given in Sec. 2.1 and the theory of Tinear systems igﬂggg;_lgﬁgl, as

M t

. )
s{x,k,t) = 7§ J qlj.t-1) U{k,j,r)dr + J ahéE“T P(x,k,t)de {2.21)
J=1+0 ]
where, s{x,k,t) = drawdown in the K well Jocated at a distance x from the river at time t (L),
ali.t) = pumping rate in the jth well at time t (i3 T“l)g
h{t) = stage in the river at time t (1.},
Ulk,3,t) = unit impulse response function of the kth well due to pumping at the jth well at time t

(L%,

k]

and P{x,k,t) = unit step response of the kth well lTocated at a distance x from the yiver at time t
{dimensionless].

Equation 2.21 can be written in the discretized form, following the methods presented by Eagleson et
al (1966) and Maddock (1972), as

M N N
S(X,k,N) E 2‘ q(JsN”'H“l} B(ksjsi) + F Ah(N"T+1) SP(Xaksi) (?tzz)
j=1 i=1 i=1 )
_ oth .
shere, N = N phservation (T},

th th th

Blk,i,1) = aquifer response coefficients of the k well at the 17 time step due to pumping from j

well {T L“z),

B e step (L/T),

ah{1) = change in the stream stage at the i
and BR(x,k,i) = stream-aquifer response coefficients of the kth well Jocated at a distance x from the
stream at time t {dimensionless),

In Eq. 2.22 the p-coefficients are related to the well radius, the distance between the wells, the
‘ransmissivity and the storage coefficient of the subsections (Fig. 2.1), the initial conditions, the boun-
jary conditions, the time period since the start of pumping and the theoretical relationship governing the
wguifer flow system. The BR-coefficients are based on the distance from the river to the point of obser-

ration, the aquifer diffusivity, the initial and boundary conditions of the stream, the time period from

she start of pumping and the theoretical relationship governing stream-aguifer interaction.




(a) PLAN VIEW

PRECIPITATION

(b) SECTION - XY

Gl = GROUND LEVEL PS = PIEZOMETRIC SURFACE
GWT = GROUNDWATER TABLF CL = CONFINING LAYER (SEMI-PERMEABLE)
NPL = HONPUMPING LEVEL L = LEAKABE

FIGURE 2.1 GENERAL AQUIFER SYSTEM
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The relationship shown in Eq. 2.22 is very fiexible in the sense that it can be used, after making
suitable simplifications, to solve different cases of aquifer flow problems. A faw of these different

cases are presented next.

2.2.1 Stream-Well-Aguifen System with Vertical Leakage

Let us consider that the agquifer in Fig. 2.1 is overlain by a semi-permeable confining bed of thick-
ness m' and vertical hydraulic conductivity P'. Let the rate of vertical leakage be proportionate to the
difference in head between the water table and the piezometric surface of the aquifer. If the aguifer is
assumed to be of semi-infinite extent on both sides of the river, the coefficients s8(k,j,i) and 5R(x,kgi)
given in Eq. 2.22 can be expressed as shown in Egs. 2.23 and 2.24 by using the basic vrelationships pra-

sented in Sec. 2.1,

B(kajsi) = u(ksj:i) for i=1
= 0{k,3,1) - ofk.d,i-1) for i>1 (2.23a)
where, alknd i) = —2— Wlu, (1), R, 1. (2.23b)
4’” |< j 3\] ’\}

In Eq. 2.23b, W[uk j(i},Rk j] is the same as the well function for leaky artesian aquifers shown in Eg. 2.14

with appropriate subscripts, and the expressions for Uy (1) and Rk are given as

53 5
2._
P37k,

Mios b

31 = (2.24)

r

Ris = SN T — (2.25)
/ T, 3/ (P3/m3)

where, TL .= {?k+Tj)/2 and g@,j = (Sk+Sj)/2.

ARV

h

The above relationships (Egs. 2.23 to 2.25) are formulated by assuming that the drawdown in the kt weld

h

due to pumping in the jt wetl are affected by the average values of transmissivity (?L } and storage coef-

»d
ficient (5% j) of the respective subsections.
3
When the stream aquifer boundary is semi-infinite and pervious, the expression for 8q is the same as

that in Eq. 2.6, and can be written in the notation of this theoretical formulation as

*y
ga{x.k,1) = erfc = (2.26)
5kt
5 k
where, X, = distance of the M welt from the river (L),
Tk = transmissivity of the subsection containing the kth well (12/?),
5. = storage coefficient of the subsection containing the kth well {dimensionless).

k
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th subsection

In Eq. 2,26, the transmissivity (Tk} and the storage coefficient (Sk) refer to that of the k
only.

Substituting Egs. 2.23 and 2.26 in Eq. 2.22, the velationship for the stream-weli-aquifer system with
vertical leakage can be expressed as

MoN

. . , i : 1 .
sOGKGH) = T T qld.-i41) W[uk (i), R ] - wfu G- R ]
s o x P ksJ = ;(93 k:rJ
j=1 i=1 4w??’3 4%Tk,§
N xk
+ 7 shiN-i+1) erfc (2.27)
i=1 ff?-\:kt_i

where, v = aquifer diffusivity, Tk/Sk, and w[uk’j(1ul), Rk,j] = } for i=1.

2.2.2 Multiple Well System without Verntical Leakage

When there is no river present in the well field shown in Fig. 2.1 and when the aquifer is cverlain
by an impermeable confining bed, the problem reduces to that of analysing the groundwater flow in a mul-
tiple well system without vertical leakage. [f the aquifer is assumed'to be of jnfinite areal extent, the
relationship governing the flow of groundwater in this system is the same as that presented by Maddock
(1972). The expression for s{k,N) can be obtained by ignoring the second term on the right hand side of
Ee. 2.22, which will be the same as Eg. 2.17. The a-coefficients ars given by Eg. 2.23z and the related

expression for al{k,i,i) is

alk,j,i) = ——— -{i)} (2.28)

where, w[uk j(iﬂ is the well function for nonleaky artesian aquifers (Eg. 2.11) with appropriate subscripts
and Uy, i{%) ts given by Eq. 2.24. The specific relationship between the drawdowns and the pumping rates is

given as
Moo 1
(k) = § o §alduN-iel){ 2wy
j=1 =1 4Ty

. 1 .
gj(a)l - o, w[uk,j(wulﬂ (2.29)

where, Wlu, S(i-1). = 0 for i=1.

2.2.3 Other Possdible Cases of Groundwaten FlLow Susiems

Several other possible cases of groundwater flow systems can be formulated by making suitable simpii-

fications in Eg. 2.22. A few of these cases which are of practical importance are discussed below.

a) Stream-hquiber Interaction without Pumpding
When there i3 only an observation well near a river, the relationship governing the groundwater level
fluctuations due to change in the viver stage can be easily derived from Eq. 2.22. This relationship is

shown as
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s(x,N} = )
;

Il I~12

an{N-i+1) g {x,1). _ (2.30)
1 R

The BR—coefficieﬂts are given by Eq. 2.26 without the subscript k. Several iypes of stream-agquifer fiow

nroblems have been analysed by Pinder et al. (1969); Moench and Kisiel (1970} and Hall and Moench (1972}

using the relationship given in Eq. 2.30.

by  Non-Steady Radiaf Flow in an Infinite lLeaky Agquifer

If we substitute M=1 in Eq. 2.27 and assume that there is no river, then Eq. 2.27 reduces to that of
radial fiow around a single pumping well located in an infinite aquifer with vertical leakage from the

overiying confining bed. This problem has been aralysed by Hantush and Jacchb (1955}.

e} Non-Steady Radial Flow in a Nenleaky Antesdan Aquifen

By substituting M=1 and ah(.}=0 in Eg. 2.22 we obtain a relationship which can be expressed in the

presant notaticn as

. g(1) g(N-i+1) (2.31)

s(roN) =
i

i~ =

h time step, and (i) and a{i)

where, s{r,N) is the drawdown at a distance v from the pumping well at the Nt
are respectively the aguifer response coefficients and pumping rates as functions of time.

If the aquifer is assumed to be of infinite areal extent, confined and nonleaky, Eq. 2.31 represents
the drawdown around a single, fully penetrating pumping well.

In Egq. 2.31, g-coefficients are given as

(1)

1]

@5 for i=1

= ws 7oy _q for 11 {2.32)

. ?
where, o, = w(ui)/4wT, W{ui) is the well function for nonleaky aguifers (Eg. 2.11) and u; = ros/ATL..
Equation 2.3) is nothing but the Theis equation {Theis, 1935) expressed in a discretized form, Deri-
vation of Eq. 2.31 from the basic Theis relationship (Eq. 2.7) is given in Secs. A.1 and A.2, Appendix A.

Anothar discretized form of the Theis equation can be obtained from Egs. 2.8 and 2.9 as

s{r,¥) = Ui} g{N-i+1)a (2.33)

[{Jf e ==
—

i

where, U{i) 1is the unit impulse response coefficient and can be expressed as

2
u(i) = EXP(%‘-’?‘{S')/iinTti. (2.34)

.i
When the pumping rates are discrete time series, the values of s(r,N) can be computed from Eq. 2.31
1% the p-coefficients are known. Similariy, £q. 2.33 can be used to compute drawdowns if the unit impulse

response ceefficients (U-coefficients) are given. In the present study (Chapter 3) a procedure is
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presented to compute g-coefficients by using the observed pumping rates and drawdowns. The retationship

between the g-coefficients and the U-coefficients is given in Sec. A.4, Appendix A.




CHAPTER 3
A PROCEDURE FGR THE PREDICTION OF AQUIFER RESPONSE ARD ITS APPLICATIONS

The theoretical formulations presented earlier (Sec. 2.2} are used in this chapter for the prediction
of aguifer response. Two steps are involved in this process. The first step is the "calibration” of the
model, wherein the aguifer response coefficients (& or BR values) are estimated by using the historical
record such as drawdowns, pumping rates and stream stages. The second step is the "prediction” of the
aquifer response due to future pumping stresses, variations in river stage, etc. The results cbtained
during the process of calibration are used for predicting future drawdowns. The details of the calibration
and prediction steps are explained below for a few types of groundwater flow problems. The method can be

extended to analyse regional aquifer fiow systems as demonstrated for a hypothetical preblem in Sec. 3.5.

3.1 Multiple Well System in a Nonhcomogeneous Aquifer

Consider a hypothetical aquifer system with three zones of different aquifer properties as shown in
Fig. 2.1. Assume that a well is located in each zone with the distances as noted. These wells can be
operated in any manner for pumping or recharging the aquifer or can be left unpumped for cbservation of
water level changes. The initial static water levels and a time history of pumping rates and the corre-
sponding water levels are available at uniform time intervals for all the wells. The following assumptions
are made in the analysis:
1) The aquifer is homogeneous and isotropic within each zone.
2} The aquifer is confined, infinite in areal extent and is of uniform thickness.
3) The wells fully penetrate the aguifer and the vertical leakage is negligible.
4}  The input record is sampled at uniform time intervals.

Under these assumptions, the drawdown in any well due to pumping from the three wells is given by

either Eq. 2.77 or Eq. 2.29. When M=3, Eg. 2.17 is written as

[#5]

N
s{kaN) = T 7 8{kJj,1) q(i.N-i+1) (3.1)
J=1 i=1
where, the response coefficients g(k,j.1) are given by Eqs. 2.23a, 2.28, 2.24 and 2.25.
The main purpose of this method is to compute these B - coefficients using the historical values of

pumpages, q(j.i) and the drawdowns, s(k,i) and to further use these computed 8 - coefficients for pre-

diction of drawdowns under future pumping stresses.

3.1.1  Calibration
Equation 3.1 is expanded for the first two observations as shown below in customary vector notation

in order to explain the calibration procedure.

21
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ZONE
(1,55,)

ZONE 11
- (T,55,)
ZONE 111 .. *ayﬁf”’rz,z
(T,05,) - 58
WELL-2

WELL-3 ”\\<;if’3$ 3,2 \\
N\
3,3

DATA FOR ILLUSTRATIVE EXAMPLE NO. 1

WELLT DISTAMCE, rk j(FT)
RN 3_Tk(sft/day)l Sk |
0.5 [103.081106.89 4,000 0.0001

103.08f 0.375; 45.28 6,000 0.01
3 1106.891 45,281 0.4 /7,000 0,005

Mo —i

FIGURE 3.1 HYPOTHETICAL WELL FIELD {I.E. NO. 1)
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First Observation (N=1)
s(1,1) B(1,1,1) B(1,2,1) 8(1.3,1 [q(1,1}
s(2,1) )= [8(2,1,1) g(2,2.,1) 8{2,3,1) {q{2,1) ‘ (3.2)
)i

5(3,1) 8(3,1.1) 8(3.2,1) 8(3,3,1) 1q(3.1)

Second Observation {N=2)

q(1,2))
. g(1.1)
s(1,2)]  [B01,1,100801,1,2)18(1,2,1)18(1,2,2)18(1,3,1)1 {B(1,3,2) o)
2.2

s(2,2) = I8(2,1,1)|8(2,1,2) | a(2,2. 1) 6(2,2,2)| 8(2,3.1) |8(2,3.2) {I(z . (3.3)

s(3.2) R(3,1,1)18(3,1.2)18(3,2,1)}8(3,2,2)18(3,3,1)18(3.3,2) e

q(3.2)
q(3,1)

In Eg. 3.2, there are nine 8 - coefficients to be determined from three equations. Equation 3.3 consists
of eighteen g - coefficients of which nine are carried over from Eq. 3.2. Assuming that the nine & -
coefficients of Eq. 3.2 are known, there will be nine more B - coefficients to be determined from Eg. 3.3
with three equations.

Thus in general, for any time step N, there will be M2 unknown B - coefficients where, M is the num-
ber of eguations {number of wells} available. Obviously this is an underdetermined system with morve un-
knowns than the number of equaticns. Therefore, 1t is very difficylt to directly determine these 8 -
coefficients From the above eguations. A possible alternative is to examine the analytical expressions
for the B - coefficients used in Eq. 3.1 and te find some means of reducing the number of unknowns to
equal the number of equations.

L) Einst Observation (N=i=1)

The B - coefficients in Eg. 3.7 can be expressed for the first ebservation as

B(ksja1} = —J_——-———w[uk J(}}] (3-4)
4wTk9j i

where, w[uk j(}ﬂ is the well function for nonleaky aquifers for the first observation and can be expanded
as shown in Eq. 2.11 or can be approximated by using "Jacob's method" as given in Eq. 2.12 with appropriate

subscripts. For illustration. £q. 3.4 can be written in a simple form using Jacob's approximation as

2,25 T, , t

B{k,3,1) = L 5 Kol (3.5a)
s I M Sk
C %k i
= ——1n ij — {3.58)
'I“ . b3 S . .
KoJ KyJ

where,
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- 2.25ﬁ} .
D= {known for a given probiem), {3.5¢)
2J v, '
k,J
Tk,j = (Tk-l'Tj )/29
-and
Sk,j = (Sk+Sj}/2.

However, when calculations are made with the aid of a digital computer the well function (Eg. 2.77) gan'be
incorporated into the formulation using a sufficiently large number of terms.

Substituting Eq. 3.5b into Eg. 3.2 we have

v [ | 47\ | T\,
Fs(1.1 £ (o T/S)? (0, 5 eipee] B TnfDy 5 s | o
{1.1) T, 100, T, 0L 5, LRI AR R

7,47, \! T,4T
o ATy oo, i 2 3Ty
R o 1"‘(["2,1 3 +‘“s““)E T {0, 5 Tzfsz)h 1 *“( 2,3 s3+sz) <Gppp (3:6)

A,

2 271 2

}
T +T T,
3 1 2C 32 2 2C

5(3.1) Tnid In{D == Tn(D T./S.)1 19

) T +TT 3 T8 +S %T3+T2 3,2 53 9 ‘ T3 3.3 3737 ] 3,1’
which sti11 contains six unknowns, viz. TT’ Tg, T3 1 S and 53 As there are only three equations, any
three of these unknowns can be solved if the values of the other three could be reasonably estimated. In
the present study the following method is used to solve for these unknowns.

Determination of Transmissivities and Storage Coefficients: The unknowns in Eg. 3.6 are the trans-

missivities and the storage coefficients of the three aquifer zones considered in Fig. 3.1. Therefore,
Eq. 3.6 can be solved for the transmissivities T], T2 and T3 if the values of the storage coefficients
S]’ S2 and 53 can be reasonably estimated. The alternative way is to.solve for the storage coefficients
SEB S2 and 33 by substituting estimated values of transmissivities T}, T2 and T3 into Eq. 3.6.

In the present study. the values of the storage coefficients for the different aguifer zones are
estimated by examining the geclogical maps of the ares and "well-Togs" which are usually available. These
estimated vatues of storage coefficients are substituted into Eq. 3.6. The resulting set of equations
will contain only three unknowns, viz., T], T2 and T3, which can be determined by a simuitaneous solution.
However, these equations are nonlinear and the number of eguations increases linearly with the number of
wells. When the number of equations is large, special iteratiﬁé techniques are needed to sclve these
equations even with the aid of a digital computer. The successive substitution method, the Newton-Raphson

method and the secant method are the most commonly used iterative techniques for soiving a system of non-

linear equations. A few of these methods are illustrated in Carnhan et al., (1969). In the present

study. the secant method (Wolfe, (1959) is used to solve the system of nonlinear equations. A Tisting of




25

the subroutine for the secant method, "SECANT" is given in Bathala (1976). The method of solutiorn and the
convergence criteria are also briefly explained in the above Tisting.

After solving for the unknowns, T], T2 and T3 in Eq. 3.6 as explained above, these values are sub-
stituted into Eg. 3.5a and the coefficients 8{(k,j,1) for the first chservation are computed.

AL} Second Obsernvation (N=2, {=1, 7]

The drawdown relationship for the second cbservation is given in Eq. 3.3, In this ecuation, the & -
coefficients corresponding to the first observation (f(k.j.1) vatues) are known. The unknown 8 - coef-
ficients (8(k.,J.2) values) are those corresponding to the second time step (i=2}. These coefficients are

written as

8(k.3.2) = —=— W[y (2] - s(dn1) (3.7)

4FTk’j

Equation 3.7 can be simplified and sclved once again for the unknowns T1s T, and ?3 following the same
procedure as expiained for the first observation. These values of TT’ TZ and T3 are then substituted into
£Eq. 3.7 for computing the 8(k,j,2} coefficients.

L) Subsequent Observations (N>3, 4=1, 2, ..., N]

For subsequent observations, B - coefficients are expressed in a form similar to Eq. 3.7 as

a1 ) .
glk,j,i) = Zﬁ?k i Wiukgj{l)} - 8lk,i-1). (3.8)

LRY

The same procedure as explained for the case with N=2 is followed as the values of 3{k,3.i-1) are known
from the previous observations. This process is repeated until the end of the calibration period.

The calibration procedure explained above will result in one set of transmissivity values (T(j).
j=1,2,3 wells) for each observation. These values are averaged for the appropriate wells to obtain the
“averaée transmissivity" of the different subsections {Fig. 3.1}.

The values of the storage coefficients used for the different aquifer zones in the above computations
need not be very accurate as it is well known that even large errors in estimated storage coefficients
will result in comparatively small errors in the computed transmissivity values. A sensitivity anslysis
of the present procedure for different variations in the storage coefficient values is presented in the

TTlustrative Exampie No. 1 in this section to substantiate this observation.

3.1.2 Prediction

An impertant purpose of this method is to use the results obtained from the calibration step for
predictfng the aquifer response due to future pumping stresses. As discussed earlier (Sec. 2.2) the g -
coefficients are functions of time from the beginning of pumping., In addition the other variables such
as well geometry. aquifer properties and the theoretical relationship doverning the groundwater flow

should be considered, Therefore, the B ~ coefficients computed for different observations during cali-
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bration cannot be directly used for predicting aguifer response due to future pumping stresses. However,
the average transmissivity values which result at the end of the calibration pericd for the different
aquifer subsections can be used for computing the B - coefficients during the prediction period. This
procedure is explained below.

Let NC be the number of observations and At be the time interval used for calibration. It is re-
quired to predict the aquifer response due to an anticipated pumping scheme with NP values measured at the
same time interval At. Considering once again the aguifer system shown in Fig. 3.1, the drawdown in any

well due to future pumping demand can be expressed as

N
(ksN') = s{k,NC) + D) 8, {kiJ,17) q{3,N'-71+1) - {3.9)

T 1{=NC+] B

H =50

S
P i

where NC < §' < (NC+¥P),

NC = no, of observations used for calibration,

HIY = no. of observations used for prediction,

sp{k,N‘) = predicted drawdown in the kth well at the N'-th observation,

s{k,NC) = drawdown in the kth well at the end of the calibration period,

Bp(k,j,ii) = aquifer response ccefficients of the kth wall due to pumping from the jth well at the
iith step during prediction [(NC+1) < 11 < (NCHNP)I,

and qp(jsii) = futyre pumping rates as a function of time.
The expressions for Bp - coefficients in Eg. 3.9 are similar to those in Egs. 2.18 and can be ex-

pressed in the present notation as

Sp(kajnii) = gf{k,3,11) - a{k,j,i1-1) {3.10a)
where,
 aa ] L.
Oi{k:\}s-f't) = ——-_,—W b4 -(11} ¥ {3»10[))
T ['< . [ k,J ]
N
w2 5
+ s kod "k.d
uy j(11) = N2 . {3.10c)
k.3 i
—l = t 1
Tk,j {Tk%Tj)/z,
T& = gyerage transmissivity value of the aquifer subsection containing the ktifl well which is obtained

from calibration,

n

and Té average transmissivity value of the aguifer subsection containing the jth well which is obtained

from calibration.
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3.1.3  Iffustaative Example No, 1

The procedure explained above is il1tustrated below by using a hypothetical numerical example. The
assumed well configuration and the aquifer properiies are shcwn‘in Fig. 3.1. The weils 1,2 and 3 are
respectively of 12 in., 9in., and 9.6 in. diameter and penetrate the complete thickness of the aguifer.
The distances between these wells are as shown in Fig. 3.1. The storage coeffictents for the aquifer
zones I, Il and I3 are respectively assumed to he 0.0001, 0.071 and 0.005. The aguifer transmissiviiies
are 4000 sft/day, 6000 sft/day and 7000 sft/day respectively 1in the aquifey zones I, Il and 1I1I. Only
daily data are used for analysis in this example.

A pumping period of 40 days is considered and the time series of the daily pumping rates in the three
wells are shown in Fig. 3.2. These pumping records show that wells 1 and 3 are recharging the aquifer
during some part of the pumping period. The same wells are also inoperative for several different days.
However, well 2 is usad throughout for pumping only.

Drawdowns that would vesult in the three wells due to the assumed pumping scheme (Fig. 3.2) are
caleuiated using the Theis equation (Eq, 2.70) and the method of superposition. These drawdowns herein-
after referred to as "theoretical drawdowns" are plotted in Fig. 3.3. In addition B ~ coefficients are
computed for all the observations using the assumed values of well geometry, the transmissivities, the
storage coefficients and the Egs. 2.23a, 2.28, 2.24 and 2.25. These values are designated "theoretical
g8 - coefficients.”

The pumping scheme shown in Fig. 3.2 and the theoretical drawdowns given in Fig. 3.3 are considered
as the time history of input variables for this example. The theoretical 8 ~ coefficients are used for
comparison with the 8 - coefficients which will be obtained from calibration and prediction.

Computational Procedure: A split sample of the data, consisting of a part of the time history of

pumping rates (Fig. 3.2) and drawdowns {Fig. 3.3) starting from the beginning of the pumping period is
usad for calibration. The later part of the pumping data are used for predicting drawdowns. These pre-
dicted drawdowns are then compared with the covresponding history of time-drawdown data (Fig. 3.3) thus
verifying tﬁe\proceéureq The numerical computations are carried out with the aid of a digital computer.
A Tisting of the computer program is given in Bathala (1976). In all these computations, the well func-
tion (Eq. 2.11) is calculated by using a standard subroutine for calculating the exponential integral.

A sensitivity analysis of the procedure is also performed by assuming different storage coefficients
for the three agquifer zones shown in Fig. 3.1. These values are given in Table 3.1 and are designated
Cases 1-5. The storage coefficient values Ffor the three aquifer zones in Case 1 are the same as those
given for the well field (Fig. 3.1). The storage coefficient Qaiues used in the model for the other
cases and the percentage errovs with reference to the assumed values are shown in Table 3.1. The details

of different samples of data used for calibration and prediction are given in Table 3.2.
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TABLE 3.1
DIFFERENT SETS OF STORAGE COEFFICIENTS USED IN SENSITIVITY ANALYSIS (I. E. NO. 1)

Well CASE-1 CASE-2 CASE-3 CASE~4 CASE-5
GIVEN -
Number % % % % %
’ SA S ERROR S ERROR S ERROR S £RROR S ERROR
(Zone) {ABS) (ARS} (ABS) {ABS) {ABRS)
1 0. 0001 0.001 0 0.000075 25 0.00005 50 6.003 200 0.0002 100
2 0.0% 6.01 0 0.07 ] 0.0075 25 0.001 90 0.05 400
3 0.005 0.005 0 0.005 0 0.00375 25 0.003 40 0.001 20

% ERROR = (SA-S)X?OO/SA

TABLE 3.2
DETAILS OF OBSERVATIONS USEDR IN CALIBRATION AND PREDICTION

DETAILS CASE 1 | CASE 2 | CASE 3 | CASE 4 | CASE 5

Observaticons used .
1-20 1-20 {7 1-20 1-10 1-10
for calibration

Observations used
21-40 2140 21-40 11-40 11-40

for prediction

For exampfe, in Case 4, the sensitivity analysis is performed by assuming the aquifer storage coef-
Ficients as 0.0003, 0.001 and 0.003 (Table 3.1} respectively for the zones I, II and III whereas. they
are actually assumed to be 0.0001, 0.07 and 0.005 in Fig. 3.1. Therefore, the absolute percentage errors
due to these discrepancies in the storage coefficient values used in Case 4 are 200, 90 and 40 respec-
tively for the different aquifer zones. Also for Case 4, the model is calibrated by using the first ten
day record of pumping rates (Fig. 3.2) and the theoretical drawdowns (Fig. 3.3). The computed values of
transmissivities, 8 - coefficients and drawdowns resulting during this calibration period are compared
with the respective theoretical vatues and an error analysis is presented. The average transmissivity

yalues resulting at the end of the calibration period are used for computing the 8 - coefficients and




30

predicting the drawdowns during the pumping period 11-40 days (Table 3.2). These computed 8 - coeffici-
ents and the drawdowns are compared respectively with the theoretical 8 - coefFicients and the drawdowns
for the same period and the results are analysed. This procedure for sensitivity analysis is repeated for
each of the different cases iisted in Table 3.7.

Calibration Resuits: A comparison between the assumed transmissivity values for each well and the

computed transmissivities during the calibration period for the different cases is presented in Fig. 3.4.
From these results it is clear that the computed transmissivity values resulting from Case ! are the same
as those initially assumed for the different aquifer zones. Consequently, where the storage coefficients
used during the calibration period are the same as the assumed values (Fig. 3.1) the secant method used
for solving the nonlinear simultanecus equations (Sec. 3.1.1) 15 very efficient. The transﬁissivities
computed during the calibration for the other cases differ from the assumed values for each observation
and show eéither a decreasing or increasing trend with increasing time. However, as we are interested in
the 8 - coefficients only, there is no need to attach much importance to the magnitude of transmissivities
computed at each cbservation. The average transmissivity values obtained for the different aguifer zones
at the end of calibration are compared with the respective assumed values (Fig. 3.1) and these results

are tabulated in Table 3.3. The average transmissivity values resulting from Case 1 are the same as those
assumed for the well field (Fig. 3.1). However, the average transmissivities computed from the other
cases (Cases 2-5) arg slightly different from the assumed values with the exception of the average trans-
missivity computed for the aquifer zone I1 (Well 2) in Case 5. The percentage errors between the assumed

and the computed average transmissivities are given in Table 3.3.

TARIE 2.2
TABLE 2.3

AVERAGE TRANSMISSIVITIES COMPUTED AFTER CALIBRATION {I. E. NO:. 1)

GIVEN CASE~1 CASE-2 CASE~3 CiSEw4 CASE~-5
Well T
Mty A

ber {sft/day)

lemror!, T ERgeR r ER%OR r ER%&R T lepior
(sft/day) (ABS) (sft/day) (ABS) (sft/day) (ABS) (sft/day) (ABS) {sft/day) (ABS)

1 4000 | 4000 0 3748 6.3 4101 2.5 1 3950 1.3 3778 5.6
2 6000 6069 0 6560 9.3 5408 2.9 6173 2.9 3362 56.0
3 7000 7000 0 7747 10.7 £638 18.5 6710 4.1 6295 16.1

o = WT
% ERROR = (T,-T*)x100/T,

i
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The different values of 8 - coefficients computed during the period of calibration for different
cases are presented in Fig. 3.5. The corvesponding theoretical 8 - coefficients are also plotted in
Fig. 3.5 for comparison. A1l these plots of B - coefficients show an exponential decay with increasing
time. These B - ccefficients become asymptotic to the time axis as the pumping period increases. The
computed g - coefficients are close to their theoretical counterparts. In particuyltar, the computed B -
coefficients resulting from Case 1 are the same as those of the theoretical vatues.

The theoretical drawdowns and those computed during calibration for different cases are depicted in
Fig. 3.6. The computed drawdowns for different cases do not differ from the corresponding theoretical
values by more than about 25 percent.

A general conclusion from the study of these plots (Figs. 3.4, 3.5 and 3.6) is that the discrepancies
between the theoretical and the computed values for the different cases considered are small. Therefore,
in order to analyse these discrepancies in a quantitative manner, it is more appropriate to examine some

of the typical values presented in Tables 3.4, 3.5 and 3.6,

'

TABLE 3.4

COMPARISON OF THEQRETICAL AND COMPUTED RESULTS AFTER CALIBRATION,
{WELL NO. 7, CASE 1, I. E. NO. 1)

Transmissivity at Well Neo. 1 = 4000 sft/day (given)

. . Transmissivity g - Coefficients Drawdowns
Time since (sft/day) a(%,3,1) (Ft. below SWL)
pumping (day/sft) k=1, =2
started ABS PER | ThesretT S PER 755 PER
(Days) COMPUTED | ERROR cal Computed | “eppor | THEORETE™ | cowpute | ERROR
osy | ooaosy | T e (x1075)
i 7600 0.0 7569 §.569 0.0 597 1501 i
2 4000 0.07 1.101 1.701 0.22 16.55 16.55 0.0
3 4000 0.06 0.645 0.645 0.19 16.92 16.92 0.03
1 4600 0.06 0.458 0.458 0.16 17.18 17.18 0.04
5 4000 0.05 0.355 0.355 0.12 18.62 18.62 0.04
6 4000 0.08 0.250 0,290 0.18 19.95 19.95 0.05
7 4000 0.14 0. 245 0. 245 1.25 16.53 16.53 0.07
8 4600 0.75 0.213 0.213 7.50 15.84 15.84 0.13
9 4000 1.12 0.187 0.187 8.22 15.86 15.86 0.20
10 4000 0.83 0.168 0.168 7.19 15.02 15.92 0.24
1 4600 0.75 6.152 0.152 6.66 2.41 2.4 1.68
12 4000 0.8 0.138 6.138 8.10 2,32 212 2738
13 4000 6.83 0.127 0.127 8.90 1.98 1.98 289
14 4000 0.80 0.118 0.118 8.35 1.89 1.69 3.20
15 4000 0.78 0.110 0.110 7.81 " 1.84 1.84 3.45 °
16 4000 0.00 0.103 0.103 5.33 1.80 1.80 3.42
17 4600 6.13 0.097 0.097 4.24 9.32 9.32 0.64
18 £000 0.14 0.09] 0.001 5.71 9.57 9.57 0.56
19 4000 6.07 0.086 0,066 8.16 3.71 3.7 0.46
20 4000 0.09 0.082 0.082 7.60 9.82 9.82 0.39
SHWL = static water level

Avg. computed fransmissivity at Well No. 1, Ti = 4000 sft/day
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Typical values of computed transmissivities; B - coefficients and the drawdowns resulting after
caitbration for Case 1 {well 1) are given in Tahle 3.4 along with their theoretical counterparts and per-
centage errors. The percentage ervors between the assumed and the computed transmissivity values are of
the order of 10"5. The discrepancies between the theoretical and the computed & - coefficients are also
negligible. The maximum absclute error between the theoretical and the computed drawdowns is smaiter
than 3.5 percent.

A comparison between the theoretical and the computed values of transmissivities, 8 - coefficients

and the drawdowns for Case 4 {well 3) is shown in Table 3.5. The percentage ervors between the theoretical

TABLE 3.5

COMPARISON OF THEORETICAL AND COMPUTED RESULTS AFTER CALIBRATION
(WELL NO. 3, CASE 4, I. E. NO. 1) o

Transmissivity at Weli No. 3 = 7000 sft/day (given)

Transmissivity g - Coefficients Drawdowns
Time since (sft/day) B{k,3,I} {Ft. below SWL)

Do ted THEORE §gf\{/5ft()) R s . TES PER
started ABS.PER, HEGRET COMPUTED PER. . .
(Days) COMPUTED ERROR -5 -5 FRROR THECRETICAL | COMPUTED ERROR

(X107 {Xx10 )

1 7883 T4.1 8.755 £.858 1.2 4,18 4.18 0

Z 7877 12.5 1.002 0.944 5.8 4.65 4,61 0.8
3 7738 10.5 0.58¢ 0.559 4.7 4.92 4.86 1.2
4 7587 g.4 0.416 0.401 3.6 5.11 5.04 1.4
5 7383 5.5 0.323 0.315 2.5 6.48 €. 34 2.3
6 6711 4.7 0.264 g.272 3.0 8.93 B.57 4.0
7 8101 12.8 0.223 0.242 8.3 8.35 7.98 4.5
8 5611 1.8 0.193 0.219 13.4 7.64 7.31 4.3
g 5215 25.5 0.170 0.201 17.9 7.66 7.36 3.9
10 4891 30.1 0.152 0.185 21.6 7.70 7.44 3.5

SWL = static water Tevel ,
Avg. computed transmissivity at Well No. 1, T3 = 6710 sft/day
Per. Error = {Theoretical Value-Computed Value}X100/Theoretical Yalue

values and the computed results are very small in comparison to the percentage ervcrs between the assumed
- storage coefficients and those used in calibration. In addition, for a given time step, there is a de-
creasing trend in the absolute percentage error between the theoretical and the computed of transmissivity
values, B8 - coefficients and drawdowns. For example, referring to the results presented in Table 3.5,

the error between the actual and the computed transmissivity at the 9th observation is 25.5 percent where-
as that between the theoretical and the computed 8 - coefficient is 17.9 percent and that for the draw-
downs it is oniy 3.9 percent. Therefore, the large errors in the assumed storage coefficients will result

in comparatively small errors in the computed transmissivity values and 8 - coefficients and even smaller
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errovs in the computed drawdowns. Typical values of theoretical and computed drawdowns and the percentage
arrors for the first ten time steps resulting at weil 2 for all the cases are shown in Tahle 3.6, These
results indicate that the absolute error between the theoretical and the computed drawdowns for any time
step is less than about 12 percent in comparison with the errors in the storage coefficient values used in
catibration (Table 3.1} which range from 0 to 400 percent.

Prediction Results: The average transmissivity values for the different aquifer zones ysed for com-

puting the § - coefficients and drawdowns during the prediction period in the different cases of sensitivity
analysis are given in Table 3.3. The details of the number of obsevvations used for prediction under dif-
ferent cases are shown in Table 3.2,

The theoretical B - coefficients and the predicted B ceefficients for the different cases are pre-
sented in Fig. 3.7. Figure 3.6 shows a comparison between the theoretical and the predicted drawdowns for
the various cases. Once again, for Case 1, the errors between the theoretical and the predicted values
of g - coefficients and drawdowns are practically zers. The predicted drawdowns plotted in Fig. 3.6 for
different cases also show reascnably close agreement with the theoretical drawdowns.

The prediction results for Case 4 (well 3) are tabulated in Tabie 3.7 along with the theoretical

TABLE 3.8
COMPARISON OF THEORETICAL AND COMPUTED DRAWDOWNS {FT. gELOW NPL) WELL NO. 2, I. £. No. !

Time — m . CASE-3 CASE-4 CASE-5
Since TH%giET CASE-T CASE=2 ' S
pumpthg ABS.PER. ABS.PER.| . [ABS.PER.| o |ABS.PER.| ABS .PER.
?2§r§§¢ S s 1"grrOR | ° | ERROR ERROR ERROR ERROR
! 5T B3] 0 ET3[ 0 57330 53370 ETETD |
7 5g4 | 5.84] 0 tarl 0.02 | 5.82| 0.3 |5.73| 1.8¢ | B.97] 2.20 I
3 6.14 | 6.141 0 e 14l 0.0z | 6.11] 0.50 |5.98 2.67 | 6.33) 3.14 =
4 6.35 | 6.35] O 35| 003 |6.32 0.57 (6.16] 3.12 | 6.58} 3.60 =
5 o606 | 9.60f O agl o010 | oas| 1.26 je.75] 8.80 110.66) 11.04 =
5 to83 110831 ©  |10.sal 0.03 [10.70| 1.23 [9.91) 8.53 |11.72] 8.13 &
7 o1 lotsl o {ioiso] olor {1015, 1.46 |9.25) 10.20 111.30} 9.67 =
8 626 | 8.360 0O e 3l 0.23 | s.27) 1.08 [7.75| 7.23 | 8.74) 4.57
9 g.o6 18.38] 0 635l 031 | s.30 0.96 |7.83) 6.57 18.660 3.40 l
10 842 | 8.430 0 a0l o045 | 8.36| 0.85 {7.93] 5.93 | 8.63 2.44
£.79 | 4790 0 2740 o0.09 | 4.60| z.23 |4.63] 3.38 | 4.55| 5.08
%% 4.67 | 4.87] O 283l o7 | 4070 2.00 |4.70) 3.5 | 4.€3) 4.90
33 4.93 | 4,83 O s ool oles | 5.02) 1.60 (a.76] 3.48 | 4.69) 4.96 =
34 408 | 4.98] 0 a0l oce | 5070 tv.ea [4.82) 3.26 | 4.72| 5.2 c
35 503 | 5.030 0 297l 108 | E.10| 1.51 l4.88| z.94 | 4.75) 5.53 5
%6 609 | 6.00] O 604l 0.86 | 6.13] 0.68 |5.74] 6.65 | 6.07] 0.31 =
57 el ledel o 631l o9z | 6.20] 0.55 |5.83) 5.50 | 6144 0.3 2
S8 sa0 | 5.400 0 eaal 108 | 5.41| 0.24 [2.96| 8&.21 | 5.52 2.18 =
39 £a0 | 5.340 O §26| 116 | 5.35 0.22 |4.91] 8.01 | 5.43) 1.75 1
40 531 | 5.31] 0 2 oel 1723 | 5i32| o.18 |a.e9l 7.87 | 5.39] 1.43

PERCENT ERROR = (sA-s}x?GO/sA

NPL = Nohpumping level
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values of 8 - coefficients and drawdowns for time steps 11 through 30. The absoiute error between the
theoretical and the predicted B - coefficients for all the observations is constant ahd 1s egual to 3.2%.
The veason for this constant error is obvious. The differences between the theoretical and the predicted
drawdowns ave larger for a few observations, but the maximum absolute difference is Tess than about 0.6
ft. A comparison of the theoretical and the computed drawdowns at well 2 is presented in Table 3.7 for
the differént cases. These results are given for time steps 31 through 40 only. The predicted drawdowns
of Case 1 are the same as the theoretical drawdowns and those resulting from the other cases are reason-
ably close to the theoretical drawdowns. The absolute error between the theoretical and the predicted

drawdowns resulting from different cases (Table 3.6) ranges from 0 to 9 percent.

TRBLE 3.7

COMPARISON OF THEORETICAL AND COMPUTED RESULTS AFTER PREDICTION**
(WELL NO. 3, CASE 4, I. E. NO. 1) '

Time

: 8 - Coefficients, 6{k.J.1) Drawdowns

;;;g?ng (day/sft) k=3, j=1 (Ft. below SWL

startaed Theeref&c&] Compfgﬁd AggégﬁR“ Theoretical | Computed A%géggg'

{days) (X107 (e )
13 0.138 D.142 3.2 7.69 7.10 7.63
12 0.126 0.130 3.2 7.49 6.93 7.56
13 G.116 0.120 3.2 7.40 £.85 7.46
14 0,107 G.311 3.2 7.34 &.80 7.36
15 0.100 £.103 3.2 7.3 &.77 7.3%
16 0.093 D.0%6 3.2 7.28 6.73 7.54
17 0.088 G.0%5% 3.2 g8.95 8.4z 6.00
18 0.083 0.085 3.2 9.14 §.59 6.03
19 0.078 0.081 3.2 g.24 g.69 5.04
el 0.074 0.077 3.2 9.32 8.76 6.05
21 0.071 0.073 3.2 1.49 1.5% 1.62
22 G.067 “0.060 3.2 1.10 1.18 7.00
23 0.064 0.066 3.2 (.89 1.00 12.00
24 0.062 0.064 3.2 0.75% $5.88 16.94
25 (3.059 (.4a51 3.2 0.65 G.79 21.67
26 0.057 o 0.058 3.2 .57 §.71 25.04
27 0.055 0.056 3.2 0.50 0.63 25.70
28 0.053 0.054 3.2 2.13 2.26 6.06
29 0.051 0.052 3.2 4.85 4.7 2.80
30 0.049 0.051 3.2 5.03 4.85 - 3.55

#% pPpediction results for steps 31-40 are not presented in this table

The above results indicate that the method of solution presented hevein is satisfactory for pre-

dicting aquifer response.

3.1.4 Application %o _a Field Situation

The wtility of the present method is demonstrated below by using the time-drawdown data resulting

from a pumping test. In mest pumping tests, drawdowns from the pumping well and a neighboring observation
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well are measured. These two wells can be considered to be a multiple well system and the present method
(Secs. 3.1.1 and 3.1.2) can be used to compute B - coefficients and to predict drawdowns.

A pumping test was conducted at the well field owned by the Milton Public Water Supply Co., MiTton
(Pike County, I11inois) on November 24, 1969. The pumping test data, and other details were obtained
from the I119nois State Water Survey, Urbara, I1iinois.

There are four wells in this well field and the pumping test was conducted at well 4. The time-
drawdown data from the pumping well and a nefghboring observation well (well 3} were recorded.

Well 4 is 12 in. in diameter, 53 ft. deep and is Tocated 30 ft. south and 2,250 ft. east of the north-
sast corner of Section @, 7.85., R.2W., Pike County {ITtinois). Well 3 is of 8 in. diameter, 63 ft. deep
and §s Tocated 10 ft. west of well 4. The generalized graphic logs of these two wells are shown in Fig.
B.1, Appendix B. The aquifer material consists mostly of broken rock, limestone, and shales. The time~
drawdown data for this pumping test is tabulated in Table B.1, Appendix B. This data shows that a step
drawdown and recovery tests were conducted at well 4. Well 4 was pumped at a constant rate of 30 gpm for
the first 150 minutes and was then allowed to recover for the next 30 minutes. The well was then pumped
at three different rates; 10, 20 and 3G gpm, from 181 to 210 minutes. The time-drawdown data for the
observation well (weil 3) include only values for the first 150 minutes (Table B.1). These drawdowns were
recorded at larger time intervals.

The procedure illustrated in Secs, 3.1.1 and 3.1.2 is used to analyse the time~drawdown data given in
Table B.1 by considering wells 4 and 3 to be a multipie well system in an infinite aquifer. The pumping
rates in well 4 during the test period are plotted.in Fig. 3.8. The time-drawdown data {Table B.1) which
was recorded at nonuniform time intervals are interpolated to obtain drawdowns at uniform time intervals
of five minutes. These interpolated drawdown values are plotted in Figs. 3.9 and 3.10 for wells 4 and 3
respectively. A uniform time interval of five minutes is used in all the computations and the total num-
ser of observations are 42,

Calibration: The model is calibrated by using the pumping and the drawdown data corresponding to
the first 15 time steps. The estimated storage coefficients and the average transmissivity values that
resulted at the end of calibration are shown in TabTle 3.8. The computed B - coefficient values for the
first 15 time steps are plotted in Fig. 3.11. These plots also show an exponential decay simiiar to the
theoretical g - coefficients presented in ITlustrative Example No. 1 {Sec. 3.1.3). The B - coefficients
for the case with k=1 and j=2 are the same as they should be.

4 comparison between the observed and the computed drawdowns of wells 4 and 3 are shown in Figs. 3.9
and 3.10 respectively. There is close agreement between the observed and the computed drawdowns. For
example, the computed drawdown in well 4 at the 10th observation is 6.72 ft. as compared with the chserved

drawdown of 6.94 fL., an error of about 3.2 percent. The highest discrepancy betwesn the cbserved and
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TABLE 3.8
ESTIMATED STORAGE COEFFICIENTS AND
COMPUTED AVERAGE TRANSMISSIVITIES (MILTON)

Well No. s TH{sTt/day)
4 0.0001 916.8
3 0.0001 1658.3

the computed drawdowns occurs at the 4th observation in well 3 (Fig. 3.10) where the error is about 10
percent. As these discrepancies between the observed and the computed drawdowns are small, the calibration
is considered satisfactory and the average transmissivities computed at the end of calibraticn {Table 3.8}
are used for computing B - coefficients and predicting drawdowns for further observations.

Prediction: The 8 - coefficients computed for the observations, 16 through 42 are plotted in Fig.
3.12. Once again the values of the g - coefficients are the same for the case where k=1, j=2 and k=2,
j=1. A comparison between the predicted and the observed drawdowns of the wells 4 and 3 are shown in
Figs. 3.9 and 3,10 respectively. These plots show close agreement between the observed and the predicted
drawdowns at both wells. The discrepancies between the observed and the predicted drawdowns corresponding
to most of the time steps are very small with the error being less than about 10 percent. However, the
maximum discrepancy is seen at the 38th observation {well 4, Fig. 3.9) where the predicted drawdown 1§
2.10 Tt. as compared with the observed value of 2.80 ft., an error of about 33 percent. The observed
drawdowns in well 3 (Fig. 3.10) were not recorded for the pumping period beyond 150 minutes. The predicted
drawdowns shown in Fig. 3.10 for time steps beyond 150 minutes reflect the drawdowns that could be ex-

pected during this period in this well.

3.7 Multiple Well System in a Homogeneous fguifer

Oftan wells are located close enough that the aquifer properties do not vary appreciably within an
aguifer flow system. Under these conditions the aquifer response coefficients can be computed even if the
water levels in only one of the wells and pumping rates from all the wells are known. The method of
solution can be extended to solve for both T and $ values simultaneously if the drawdowns in two wells and
pumping rates from all the wells are available.

Consider a homogeneous aquifer region with three wells where the distances and the well radii are as-
sumed to be the same as those shown in Fig. 3.1. Since the aguifer is homogeneous, T¥ = T2 =T, =T and

3
51 = 52 = 83 =S in Eq. 3.6. The aralysis is based on the same assumptions stated in Sec. 3.1.
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3,2.1 Drawdowns in One of the Wells and Pumping Rates grom ALE The Wells arne Known

Using Eq. 3.6, the drawdown in well 2 is written for the first observation as

5(2,1) = YUin(p, ; /Sy 4 + n(D, , T/S)a, -
E 3 2 9 3.,

* Eﬂ(nga T/S)q391},
In Eq. 3.11, there are two unknowns, viz. T and S. The value of 5, reascnably estimated as explained
in Sec. 3.1.1, i substituted into Fg. 3.11 and then solved for the unknown T. The coefficients Rlk,3.1)
are then obtained from Eq. 3.5a. Once again it is stressed that the Jacob’s approximation is introduced
into Eqs. 3.5a and 3.71 only to make the illustration simpler. The calculations are performed with com-
nlete well function (Eg. 2.11) introduced {nte the governing equatfons as fllustrated in Bathala (1976).

The above procedure {s fepeaied for subsequant observations as explained in Sec. 3.1.71. The tranps-

missivity values resylting at the end of each observation during calibration are used to calculate the
average transmissivity of the homogeneous aguifer. This transmissivity value is then used to compute B -

coefficients and eventually the drawdowns during the prediction period as explained in Sec. 3.1.2.

3.2.2 Drawdowns in Any Two Wells and Pumplig Rdies {nom ALL Zhe Wells are Known

Once again using Eq. 3.6, the drawdowns s(1,1) and s(2,1) respectively in wells T and 2 are written

as
s(1,1) 1“(31," T/S) % Tﬂ(Dgﬁz T/S) i ‘En(l}-iag T/5) [Q‘g!]
| i
= b |
i I
(2,1} (D, | T/S) § In(D, , T/5) | In(D, , T/s) {a; 4

Eq. 3.12 contains two unknowns, viz., T and S and can be solved simultaneously from the two equations
using a suitable iterative technique as discussed in Sec. 3.1.7. The procedure is repeated for subsequent

observations as explained earlier.

3.3 Analysis of Pumping Test Data

Pumping tests are often carried out on a single well in order to compute the transmissivity and the
storage coefficient of an aguifer. The pumping rates and drawdowns in the pumpad we'll are measured for
different time intervals during the test. Where circumstances are favorable, the drawdowns are also
measured in a neighboring observation well. A recovery test or a step drawdown test usually follows the
first stage of pumping.

The time-drawdown data from these tests are usually analysed by the well known "type curve" method

of solution (Todd, 1959 and Walton, 1970} using standard type curves for different aguifer conditions,

well penetration, etc. This method 1s usually tediocus and the results are subject to the accuracy in plot-

ting the time~dvawdown graphs, mode of superposition and other human errors. The procedure explained
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herein can be used as an alternative to the type curve method for the determination of the aquifer trans-
missivity and the storage coefficient. The present analysis fs Timited to using the time-drawdown data

from either the pumping well or the observation well just as in the type curve method.

3,3.1 Determination of the Tranamissdvity and the Stondge Coefficient from Pumping Test Data

Consider a pumping well and an observation well fn an aquifer which is reasonably large in areal ex-
tent. The wells are assumed to be deep enough so that the effect of partial penetration is negiigible.
The agquifer is overlain by a relatively thick confining layer such that the vertical leakage can be ig-
nored. The we11s are located close enough that the aquifer enveloping these wells can be assumed homo-
geneous and isotropic. Under these assumptions, the drawdowns either in the pumped well or the observation
well can he expressed by using the Theis equation (Eq. 2.10). The pumping rates and drawdown data are
usually measured at discrete time steps and, therefore, it s more convenient to express Eq. 2.10 in the
discretized form as shown in Eg. 3.13 following the results of Maddock (1972} and the derivation given in

Appendix A.
N
s(r.h) = ‘El q(1) 8(N-i+1) (3.13)
i=

in £g. 3.13, B(i) are the aguifer response coefficients and are expressed as

a{i) = o for i = 1
. (3.14a)
oy T Oy for 1> 1
oy = e W(U,) (3.14b)
i 4T i ’
where, N(ui) is the well function for nonleaky artesian aquifers as shown in Eg. 2.711 and,
u, = ¥PS/4Tt, (3.14c)

Assuming that the drawdown data from the observation well are used for analysis, the drawdown at the
first observation can be given as in Eg. 3.15 using the relationships givern in Egs. 3.13 and 3.14.

Pl 2. 12

qi V\’S S
-0.5772 - ln\m— 3 a7 tl} ...... (3.15)

&l

rZS ) 1

+ —
4T 1y 2.21

s(r,1) =

1
In Eq. 3.15, the vatues of T and S are unknown. The equation can be solved for T by substituting an esti-
mated values of $ as explained earlier. This procedure is repeated for subsequent observations by solving
for the transmissivity value.

As all these pumping tests are usually carried out for short periods {2 or 3 days) it can be assumed
that the aquifer transmissivity and storage coefficient do not change significantly during this period,
which must alsc be assumed if the fype curve procedure is used. Therefore, if the storage coefficient

value used in calculations is reasonably correct, the transmissivity values obtained for all the
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abservations should be fairly constant. If there is a decreasing or increasing trend in the resulting
transmissivity values, the entire procedure should be repeated for & different value of S. The trial that
yields a fairiy-coﬂstant sequence of transmissivities for all the observations is the covrect matching
solution. The value of S corresponding to this trial and the average value of T are the aguifer storage
coefficient and the transmissivity respectively. However, the above procedure is not valid if there
is a transition from artesian to water table condition during the test or if the storage coefficient
changes significantly due to delayed gravity dratnage from an unconfined aquifer.

The procedure explained above {s illustrated By analysing several field pumping tests conducted at

different Tocations in the United States.

3.3.2 Case Histonies of Pumping Test Analysis

al Mibton, TELinods

The Mitton Public Water Supply Company conducted a pumping test on well 3 of their well field from
17:45 AM., June 5 to 3:43 P.M., Jupe 7, 1969. The detaiis of this well are given in Sec. 3.1.4. A part
of the time-drawdown data which is of interest in the present analysis is tabulated in Table 3.2, Appen-
dix B. This time-drawdown data which were measuved at nonuniform Time increments are interpolated for
three minute intervals, and the resulting drawdowns are plotted in Fig. 3.16. A uniform time increment
of three minutes is used and this vesulted in 54 observations for that part of the pumping period consid-

ered in this analysis. The details of pumping rates and other related particulars are given in Table 3.9.

TABLE 3.9
DETAILS OF PUMPING TEST ON WELL 3, MILTON

Diameter of pumping well = 8 in.

Pumping period considered: 11:45 A, to 2:27 P.M., June 5, 1969
Pumping rates 1- 64 min. o = 105 gpm
65-100 min. = 101 gpm
101-162 min. = 100 gpm
Time increment considerad in the study = 3 min.
Total number of observations = B4
Observations used for calibration s 1« 2]
Observations used for prediction = 27 - 54
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The drawdown data and the pumping rates corresponding to the Tirst 27 observations are used for

analysis., During this period the pumping rate was constant at 105 gpm. The storage coefficient values

used in various trials for calibrating the model are shown in Table 3.10. The computed transmissivity
values resulting from different trials are plotted in Fig. 3.13. The transmissivities computed from trial
1 {$=0.1) show a steep increasing trend with increasing time whereas those of trial 2 ($=0.02) show a mild
increasing trend. The plots of computed transmissivities for the fourth and fifth triais (S = 0.001 and
0.005 respectively} show decreasing trends with increasing time. The transmissivity values that resulted
from trial 3 (5=0.012) are fairly constant throughout calibration period and therefore this can be con-
sidered as the best matching solution. The average of transmissivity values computed at the end of cali-
bration for different trials are given in Table 3.10. As the result of trial 3 is the best matching
solution, the aquifer transmissivity and the storage coefficient are respectively 473 sft/day and 0.012.
B - coefficients are computed for each cbservation for all the trials and these are convolved with
the pumping rates to obtain the computed drawdowns. The 8 - coefficients obtained for trials 1, 3 and 5
are shown in Fig. 3.74. A comparison between the observed and the computed drawdowns for a few typical

trials is shown in Fig. 3.15. It is obvious that the computed drawdowns from the trial 3 are very ciose

TABLE 3.10

STORAGE COEFFICIENTS AND COMPUTED AVERAGE TRANSMISSIVITIES
WELL 3, MILTON

Datails Trial 1§ Trial 2 { Trial 3* | Trial 4 | Trial 5
Storage coefficient 0.1 0.02 0.012 0.01 0.005
Transmissivity 785 491 473 467 463

(sft/day)

* the best matching solution
to those observed during the test. The discrepancies between the computed and the observed drawdowns for
the different trials are given in terms of percentage errors in Table 3.11. Once again, it can be observed
that the absolute percentage errors between the cbserved and the computed drawdowns of trial 3 are smaller
than those of the other trials for several cbservations. These results again confirm that the best match-
ing solution is obtained from trial 3 and the aquifer storage coefficient and the transmissivity are re-
spectively given as 0.012 and 473 sft/day.

Comparisen with the Type Curve Solution: The values of the aquifer transmissivity and.the storage

coefficient computed from the above procedure are compared below with the traditional type curve method of

sotution.
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!

: TABLE 3.71
COMPARISON OF OBSERVED AND COMPUTED DRAWDOWNS RESULTING FROM CALIBRATION, WELL 3, MILTON

. Trial 1 Triai 2 Triai 3 Trial 4 Trial b
< |Time |Observed ($=0.1) (5=0.02) (5=0.012) (520.01) (5=0.005)
25 | iy | goums | EOTP | ggs  peg. [ [OTP | ABS . PER. | [°P |ABS . PER. COMP- | s pER. | S0P | ABS . PER.
5 00y Perror |00 | ERROR (D20 1 ERROR | DiD | ERROR | pi) | ERROR
T2 3 T 5 | 7 B 19 110 | 11 |1z | 13

T 9% T 2 38 3 N 2050 N R 7 4 1 I R 12 8 1 VR 2 S0 K N

2l 6 | 26.77 |27.40) 2.3 [26.58| 0.7 |z6.41| 1.4 |26.35] 1.6 [26.16| 2.3

3) o | 28028 |29.23] 3.8 |eslos| 0.9 |eziz7| 1.8 |e7ie8l 2.1 (2r.39) 5]

af 12 | 29.05 [30.45| 4.8 |29.06| 0.0 |28.75] 1.1 |28.64] 1.4 |28.29| 2.6

5115 | 29.73 [31.34] 5.4 |29.86| 0.4 [20.51] 0.7 |29.40| 1.1 {29.01) 2.4

6| 18 | 30.27 {32.00| 5.7 |s0.50| 0.8 |30.14| 0.4 [30.02| 0.8 [29.61] 2.2

70 21 | 30.74 |32.52| 5.8 |31.04| 1.0 [30.67| 0.2 |30.55| 0.6 [30.13] 2.0

gl 24 | 31.21 |32.94| 5.5 |31.50f 0.9 |¥1.13] 0.3 [31.01] 0.6 {30.58] 2.0

of 27 | 31.63 (33.27| 5.2 |31.96] 0.9 |[31.58] 0.3 {31.42| 0.7 |30.98] 2.0
10| 30 | 31.94 {33.54| 5.0 [32.26] 1.0 |3tcet] 01 [stiye| 0.5 [31.37) 1.8
1|33 | 32.z6 |33.77) 47 |az.ssl t.o (3224 01 |32013) 04 (31071) 1.7
12| 36 | 32.56 |33.96| 4.3 [32.87| 0.9 |3z.54] 0.0 [32.43) 0.4 [32.03) 1.6
130 30 | 32.81 |32.12] 4.0 3313 1.0 [22.82) 0.1 {32.72) 0.3 [32.33] 1.5
140 42 | 32.87 |34.26| 4.2 [33.36] 1.5 |[33.08] 0.6 [32.98] 0.3 (32.61] 0.8
15| 45 | 32.86 |34.37| 4.6 [33.58] 2.2 [33.31] 1.4 {33.22| 1. |32.86] 0.0
16| 48 | 33.44 134,47\ 3.1 |33.78] 1.0 [33.53] 0.3 [33.44] 0.0 |33.11] 1.0
17| 51 | 33.49 |34.55| 3.2 |33.96] 1.4 [33.78| 0.7 |33.65| 0.5 (33.34 0.5
18| 54 | 33.57 |34.62| 3.1 {3413 1.7 [33.93] 1.1 |33.85{ 0.8 [33.55| 0.1
19/ 57 | 33.96 |34.68) 2.1 |34.29| 1.0 13411 0.4 |34.04] 0.2 [33.76) 0.6
20| 60 | 34.36 |34.74| 1.1 |34.44| 0.2 |34.28] 0.3 |34.21] 0.4 [33.96] 1.2
21163 | 3264 |34.79] 0.4 [34.58] 0.1 [a4.44] 0.6 |34.38] 0.7 |34.15] 1.4

Drawdowns observed in well 3 (Table B-2, Appendix B} during the first stage of pumping are nlotted
against time on logarithmic paper as shown in Fig. 3.16. This time-drawdown graph is superposed on the
nonteaky artesian type curve (Fig. 4.2, Walton, 1970) because there was no indication of leakage during
the test. Match point ceordinates and the computations are given in Fig. 3.16. The values of the trans-
missivity and the storage coefficient computed from the type curve method are respectively 527 sft/day
and 0.0026. |

The values of the computed drawdowns resulting from trial 3 (Col. 8, Table 3.11) are also plotted in
Fig. 3.16 for comparison with the observed time-drawdown graph. It can be seen that it is difficult to
differentiate between the observed and the computed time-drawdown graphs and the same match point could be
obtained even by using the computed results from trial 3. A comparison of the results obtained from the
present procedure and the type curve method is shown in Table 3.12. The transmissivity value computed
from the type curve solution is in close agreement to that obtained from the present.method. However,
there is a large deviation between the storage coefficients obtained from the two methods. It is to be
pointed out here that the storage coefficient value cannot be determined accurately from the type-curve

solution due to lack of early time-drawdown data.
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TABLE 3.12

COMPARISON OF RESULTS FROM THE PRESENT PROCEDURE AND
THE TYPE CURVE METHOD, WELL 3, MILTON

DETAILS PRESENT PROCEDURE | TYPE CURVE METHOD
{TRIAL 3)
Storage Coefficient 0.012 0.0026
Transmissivity 473.4 527 .4
(sfL/day)

hl  Gridley, TLEinodis

A group of three wells Tocated within the corporate limits of the village of Gridley {Mclean County.
I11inois) were used for a pumping test on July 2, 1953. The effects of pumping well 3 were measured in
observation wells 1 and 2. Pumping started at 9:45 A.M. on July 2, 1953 and was continued at a constant
rate of 220 gpm until 6:02 P.M. The generalized graphic lcgs of these wells and the time-drawdown data

are given in Walton (P.226-229, 1970).

In the present study, only the first 100 minutes of time-drawdown data measured at the observation
welt 1 are considered for analysis. The generalized graphic log of well 1 1s shown in Fig. B.1, Appendix
B. The time-drawdown data are Tisted in Table B.3. The distance between the pumping well (well 3) and
the observation well (well 1) is 824 ft. A time increment of 5 minutes 1s used in this analysis and this
resulted in 20 observations. The pumping rates and the drawdowns corresponding to all these 20 observa-
tions are used for analysis.

The different storage coefficient values assumed for different trials and the average transmissivities
resulting at the end of calibration are given in Table 3.13. The computed transmissivity values from
each of the trials are plotted in Fig. 3.17. These plots indicate that trial 3 ($=0.000025) yields trans-
missivity values which are fairly constant throughout the calibration period. Therefore, the aquifer
transmissivity and the storage coefficient are respectively 1347 sft/day and 0.000025. A type curve

solution for this time-drawdown data is given in Walton (p.228, 1970) and the results are shown in Jable

3.13. The aguifer transmissivity and the storage coefficient vatues computed from the present procedure
are in close agreement to the results obtained from the type curve method. The computed drawdowns re-

sulting from the various trials are compared with the observed values and these ave plotted in Fig. 3.18.
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TABLE 3.13

STORAGE COEFFICIENTS AND COMPUTED AVERAGE TRANSMISSIVITIES
FROM DIFFERENT TRIALS, GRIDLEY, ILLINGIS

DETAILS TRIAL T{TRIAL 2 [TRIAL 3 JTYPE-CURVE
METHOD

Storage Coefficient}0.00001710.0000150.000025} 0.00002

Transmissivity 1404 1250 1347 1350
{¢¥t/day)

¢l Guand Tafand, Nebaashka

Two classical pumping tests were conducted near Grand Island, Nebraska, during the summer of 1931 and
the resyulis of these tests were reported by Wenzel {1936). In each test a single well was pumped and the
resulting drawdowns were measurad in several observation wells drilled along Tines radiating from the
pumped welil. In the present study, a part of the time-drawdown data measured at an observation well during
the first pumping test is considered for analysis.

Pumping test 1 was conducted on well 83 from 6:05 A.M. July 29 to 6:04 A.M. July 31, 1931. Pumping
was continued at a constant rate of 540 gpm. The resulting drawdowns were measured at several observation
wells during the above test and were presented as time-drawdown graphs in Wenzel (1936). A part of the
time-drawdown data for observation well 5 are obtained from these graphs at hourly intervals and are Tisted
in Table B.4, Appendix B. Observation well 5 1s Tccated at a distance of 229 ft. from pumping well 83.

& generalized graphic log of a well located in the vicinity of the test site is shown in Fig. B.1, Appen-
dix B.
The time-drawdown data are analysed by making different trials as shown in Table 3.14. The trans-

missivity values computed for different observations during calibration are pletted in Fig. 3.15. The

TABLE 3.14

STORAGE COEFFICIENTS AND COMPUTED AVERAGE TRANSMISSIVITIES
FROM DIFFERENT TRIALS, GRANG ISLAND, NEBRASKA

wde
DETAILS TRIAL T | TRIAL 2 | TRIAL 3 | TYPE-CURVE
METHOD
Storage Coefficient (.001 0.061 0.08 0.084
Transmissivity 64,162 43,835 24,461 23,638
{sft/day)

** the best matching solution
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trapsmissivity plot resulting from trial 3 is fairiy constant for all observations. The average trans-
missivities computed at the end of calibration for different trials are depicted in Table 3.14. From the
above resuits it can be concluded that the aquifer transmissivity is 24,467 sfi/day and the storage coef-
figient is 0.08. The results obtained from the typs curve method are shown in the last column of Table
3.74. These results are comparable to those computed from trial 3. A comparison between the observed and

the computed drawdowns For the different trials is shown in Fig. 3.20. For most of the observations, the

computed drawdowns resulting from trial 3 are closer fo the observed drawdowns.

3.4 Stream -~ Aguifer Interaction Without Pumping

3.4.1 Intreduction

The response of an aguifer to fluctuations in stream stages have been analysed by several investigators
{Sec. 1.7.71 and 2.1.1). The linear sysiems approach has been used in most of these investigations and the
solutions have been concerned mainty with the determination of aquifer diffusivity. This approach is re-
peated again for completeness and the procedure used for predicting the aquifer rasponse due to Fluctu-

aticns in river stage is not much different from that given by Pinder et al (1989).

The relationship governing the groundwater Tevel fluctuations due to change in river stage is given
in EBg. 2.30.

s{x,N} =

H s i

sh{8-141) Bp(x,1) . (2.30)

i=1

The B coefficients are given by Eq. 2.26 and can be written in the present notation as

Bg(x,i) = erfc{x/f4vtf] {3.18)

After substituting Eg. 3.16 into Eg. 2.30 we have in the present notation

M
h{x,N} = _E Ah(N=-i+1) erfc - (3.17)

i=1 ¢4vti

where, h(x,N) is the groundwater level at a distance x from the river at the Nth observation, Ah{i) is the
change in the stream stage at the ith observation, v is the aquifer diffusivity and ti is the time at the
1th observation. The time series of fluctuations in groundwater Tevels and river stage, and the distance
from the river bank to the point of observation are known in advance. The aquifer diffusivity value is
not usually known. However, Eq. 3.17 can be solved for v at each observation by using observed ground-
water levels and river stages and the procedure illustrated in Sec. 3.1.1. The diffusivity value computed
a% a given observation is substituted in Eq. 3.16 and the Bp - coefficient is calculated. This procedure

is repeated until the end of the calibration period. An average value is computed by using the diffusivity

values determined at each observation during calibration.




Y

The BR - coefficients corresponding to the prediction period are computed by using Eq. 3.16, the
average diffusivity, the distance between the river bank and the point of observation and the appropriate
time of observation. The variations in stream stages corresponding to the predicﬁ@on period can be computed f
using stochastic modeling techniques (Secs. 4.2 and 4.3.3). The Bp - coefficients are then convolved with i
the change in the predicted stream stage using Eq. 2.30 to compute future groundwater Tevels.

The above procedure is illustrated in the following case study.

3.4.7 Case Study: Duwwns Bridge, Kankakee River Basin

Groundwater level data were measured at three different Tocations, namely Davis Bridge, Dunns Bridge
and Shelby Bridge near the river in the Kankakee River Basin System of the State of Indiana. In this
study. the water levels measured in the well N~1, near Dunns Bridge, and the related river stages are used
for analysis.

Dunns Bridge is located about 1500 ft. north of the southwestern corner of Séc. 14, T.32N., R.5W. as
shown in Fig. 3.21. Well N-1 is drilled about 90 ft. away from the north bank of the river, and the river
gage is located 750 ft. downstream. Daily river stages and groundwater levels measured at this jocaticn
from October 24 to November 7, 1972 are tabulated in Table B.5, Appendix B.

Groundwatar levels and river stage shown in Table B.5 are used to compute By = coefficients as ex~
plained in Sec. 3.4.1. The average aguifer diffusivity value computed from calibration is 3690 sft/day.
The storage coefficient of the aquifer in the vicinity of the test site is estimated to be 0.2. Therefore,
the transmissivity of the aguifer is 738 sft/day.

The values of BR - coafficients computed for each observation during calibration are plotted in Fig.
3.22. These values increase with increasing time. A comparison between the observed and the computed
water Jevels in well N-1 is shown in Fig. 3.23. Thers §s good agreement between the chserved and the
computed water levels.

BR ~ coefficients and groundwater levels in well N-1 can be computed for further observations of the
Kankakee River Stage using the average transmissivity, the estimated storage coefficient and the relation-

ships given in Egs 3.16 and 3.17.

3.5 Application of the Present Procedure to a Hypothetical Regional Aguifer Problem

5.5.1  Intaoduction

Several types of groundwater flow problems have been analysed in the previous sections by using the
procedure developed in the present study for prediction of aquifer response. The primary objective of
this study is to extend this procedure o the analysis of regional aquifer flow problems. The utiiity of

this method for vegional aquifer fiow problems is demonsirated by using hypothetical data.
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3.5.2 Iflwstaative Example No. 2

Consider a nonhomogeneous aquifer region intersected by a hydraulically connected stream as shown in
Fig. 3.24. The aquifer region is subdivided intc five homogeneous zones based on the geology of the area.
Zone I is the river valley portion and is mostly composed of alluvium. Zones II-V form the terraces and
consist of different grades of sands, gravels and clay lenses. The aguifers underiying the zones III,IV
and V are of a confined nature and those in Zones I and II may be congidered as unconfined.

It is assumed that six pumping wells are already existing in this area and it is proposed to drill
four more wells o meet future water demands. The location of these wells is showﬁ in Fig. 3.24. The re-
lative positions of the wells are measured with references to an arbitrary origin and are given in Table
3.15. Other particulars such as well radii, distances of the wells from the river, the groﬁnd elevation

and the static water levels at each well are tabulated in Table 3.15.

TABLE 3.15
INITIAL DATA FOR THE ILLUSTRATIVE EXAMPLE NO. 2

MUIFER | WELL | COORDINATES w.r.t. DISTANCE WELL GROUND LEVEL STATIC WATER
ZONE RG. ARBITRARY ORIGIN FRGOM RIVER RADLUS (ft. above MSL) LEVEL REMARKS
X(FL) T Y{ft) 1 (ft.} {inches) {ft. above MSL)
I i 4,000 § 8,500 300 6.0 520.34 513.21 Existing
I 2 5.000 § 6,000 400 4.0 521.65 512.9G Existing
I 3 4,500 | 6,000 200 3.0 527,90 512.92 Existing
II 4 3,000 | 4,000 2,700 6.0 546.84 521.50 Existing
11 5 3,500 | 3,500 2,500 5.0 545.25 522.61 Existing
I11 6 10,000 | 4,500 3,100 8.0 584,67 527.81 Existing
1 7 6,000 § 4,000 350 5.0 522.16 Proposed
I1 8 4,000 | 4,000 1,800 4.0 5438.5% 522.59 Praposed
I 9 5,700 | 6,500 200 4.0 519.78 512.87 Proposed
Iy 0 9,500 | 9,000 4,750 £.0 587.81 531.23 Proposed

Datum of River Bed Level = 504.14 ft. above M5L

Assumptions: The following assumptions are made in addition to those already stated in Sec. 3.1.
1) The viver bank is pervious and semi infinite. The river stage is constant within the reach considered
for study.
2) The two major sources of recharge to the aguifer are the river and the occasional artificial recharge
through the wells.

Procedure: Based on the above assumptions, the theoretical relationship given in Eq. 2.22 can be
used to analyse this aquifer flow problem. As the vertical leakage 15 assumed to be insignificant, the 8 -

coefficients are given by Bgs. 2.23a and 2.28, The expression for BR - ¢coefficients {5 the same as in
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Eq. 2.26. The procedure explained in Secs. 3.1.1 and 3.1.2 for the prediction of aquifer response can be
used after incorporating suitable terms for the stream-aquifer interaction.

A monthly time increment is used in the analysis and a pumping period of 60 monfhs is considered for
the study. The data corresponding to the first 25 months are used for calibration. The later part of the
data is used for prediction. Only wells 1-6 are assumed to be existing during the calibration period and
all the ten welis are in operation during the prediction period.

Hypothetical Input Data: The input data required for analysing this problem are the pumping rates

and drawdowns in all the wells, and river stages measured at the gaging station {Fig. 3.24). The monthly
aumping rates and river stages for the 5 year period considered in the study are assumed after examining
the data used in a few case studies of regional aquifer flow problems. The monthly drawdowné that would
result due to these assumed pumpages and river stages are computed using the appropfiate theoretical re-
tationships presented in Chapter 2.

the time sevies of pumping rates assumed for all the wells are plotted in Fig. 3.25. These records
show a seasonal trend with increasing pumping rates from year to year. The negative values in these plots
indicate that the wells are occasionally used for recharging the aguifer. The zero discharges can be the
result of malfunctioning of the wells. The monthly river stages assumed for the 60 months period are shown
in Fig. 3.26. These river stages do not show any pronounced seasonality. These assumed pumping rates
(Fig. 3.26) and vriver stages (Fig. 3.26) are hereinafter referred to as "observed pumping rates” and 'ob-
served river stages™ respectively.

Drawdowns that would vesult in all the wells due to the observed pumpages and fluctuations in river
stage are calculated using the Theis equation {Eg. 2.10), the relationship for stream-aquifer interaction
(Eq. 2.4) and the method of superposition. The aguifer transmissivity and storage coefficient values used
in these calculations are shown in Table 3.16. These values are designated "observed drawdowns™ and are

plotted in Fig. 3.27.

TARLE 3.16
TRANSMISSIVITY AND STORAGE COEFFICIENT VALUES USED IN THE ANALYSIS (I.E. NO. 2)

7ONE Used To Generate Hypothetical Data | Used For Calibration And Prediction
TransmissivityiStorage Coefficient Storage Coefficient ABS. PER
TH(sft/day) (SH) (SC} ERROR
H 30,000 0.2 0.1 50
11 25,000 .05 (.05 G
T11 18,000 0.01 0.001 g0
Iy 35,000 0.6005 0.0001 30

PERCENT ERROR = (SH~S)X1@G/SH
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Calibration and Prediction: The observed pumping rates, river stages and drawdowns (Figs. 3.25 -

3.27) corresponding to the first 25 month period are considered for calibration. The storage coefficients

used during the calibration and prediction periods are shown in Table 3.16. These vatues are different
from those used to compute the hypothetical data because in a field situation, the estimated storage coef-
ficients are not likely to be the same as the true values. The absolute errors between the storage coef-
ficients used to generate the hypothetical data and those used for calibration and prediction vary from
zero percent to 90 percent as given in Table 3.16.

Typical values of # - coefficients and BR - coefficients computed during the calibration period are
slotted in Figs. 3.28 and 3.29 respectively. The average transmissivity values computed at the end of
calibration for the different aguifer zones are given in Table 3.17 along with the percentaée error with
reference to the transmissivity values assumed to generate the hypothetical data. The average transmis-

sivity value computed for Zone I is close to the assumed value. The absolute percentage errors between

the assumed and the computed transmissivities for the other three zones are considerably large.

TABLE 3.17
AVERAGE TRANSMISSIVITIES COMPUTED FROM CALIBRATION (I.E. NO. 2)

AQUIFER ZONE I IT 111 1y

Avg. Trans. (sft/day) | 31,200 | 37,980 | 39,650 | 59,790
Ta

Abs. Per. Error 4.0 51.9 120.3 70.8

Percent Error = (TH"TA)X]OO/?Q

The B ~ coefficients and the Bp - coefficients resulting from calibration are used to compute the

drawdowns for the first 25 months. These drawdowns are compared with the observed values as shown in

Fig. 3.30. The computed drawdowns for all the wells are close to their observed counterparis. Some of
the elementary statistics of the error between the observed and the computed drawdowns for a few wells

are shown in Table 3.18. The statistics of the observed and computed drawdowns corresponding to the first
25 months are also given in Table 3.18 for comparison. The mean, variance and the mean square of the ob-
served drawdowns are reproduced by the computed values during the calibration period. For example, at
well 4, the mean and the mean square of the computed drawdowns are 6.33 fi. and 46.4 ftg as compared to
6.31 ft. and 46.8 ft? respectively of the observed drawdowns. The statistics of the computed drawdowns

from the other wells not shown in Table 2.18 are also close to the corresponding statistics of the observed
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TABLE 3.18
STATISTICS OF OBSERVED AND COMPUTED DRAWDOWNS AND ERRGR SERIES

WELL 1 WELL 4 WEL]L. 7 WELL 10

STEP|STATISTIC Obs. [Comp. |Errord Obs. {Comp. |Errory Obs. [Comp.|Errori Obs. }Comp.|Ervor

E IMean 9.30} 9.18] 0.13| 6.31] 6.33]-0.02] -0.76]-0.81| 0.37] -1.51|-1.51} 0.0
-
% |varfance | 15.24 14.74| 0.04] 7.36] 6.64| 0.07| 15.06{17.30| 0.14| 14.42/16.59] 0.20
% (Mean Sq. [101.2 | 98.4 | 0.05| 46.8 | 46.4 | 0.06| 15.0 |17.27{ 0.13] 16.12{18.21] 0.19
£ |Mean 17.17{ 17.54|-0.37] 19.63] 18.72] 0.91} 13.68| 8.21| 5.47| 13.63] 7.19| 6.44
l,.....
o

Eé Variance 9.77] 10.453 0.05] 33.63] 29.18{ 0.24] 26.13113.39] 6.28| 31.74;13.48; 6.7C
s

& |Mean Sq. 1304.4 |317.9 | 0.19]418.7 }378.9 | 1.06{212.5 {80.5 {36.0 [216.6 |64.80749.9

Error = Observed Drawdown - Computed Drawdown

Negative drawdowns indicate that the water levels are above the datum

drawdowns. The mean, mean square and variance of the error series are very small in comparison to those

of aither the observed or the computed drawdowns. It is evident from these resuits that large discrepan-
cies between the assumed and the computed transmissivities cause comparatively small evvors betwsen the ob~
served and the computed drawdowns during the calibration period. As the discrepancies between the observed
and the computed drawdowns are smail, the calibration can be considered to be satisfactory. However, if
there are large discrepancies, the calibration trials should be repeated by using refined estimates of
storage coefficients until there is close agreement between the observed and the computed drawdowns.

The estimated storage coefficients (Table 3.76) and the average transmissivities {Table 3.17) com-
syted from calibration are used to predict drawdowns for the observations 26 through 60.

Typical vatues of 8 - coefficients and BR - goefficients computed during the prediction period are
shown in Figs; 3.3] and 3.32 respectively. These coefficients are convolved with the pumping rates and
river stages during the prediction period for calculating the predicted drawdowns at different wells.

These predicted drawdowns are plotted in Fig. 3.30 along with the respective observed values. The pre-
dicted drawdowns of wells 1-6, 8 and 9 are close to the observed values. The discrepancies between the
observed and the predicted drawdowns of wells 7 and 10 are slightly large. However, the predicted draw-
downs from these two wells follow the general trend as their observed counterparis. A comparison between
the statistics of the observed and the computed drawdowns, and of the error series corresponding to the
prediction period for wells 1, 4, 7 and 10 are shown in Jable 3.18. These vesults show that the mean, the

variance and the mean sguare values of the observed and the predicted drawdowns from wells 1 and 4 are very
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c¢lose. The statistics of the predicted drawdowns from the other wells except those of wells 7 and 10 are
atso close to the statistics of the respective observed drawdowns. However, there are Targe discrepancies
between the statistics of the observed and the predicted drawdowns of wells 7 and 10 as can be seen from |
Table 3.18. These large discrepancies can be attributed to the errors between the assumed and the estimate
storage coefficients (Table 3.16) and those between the assumed and the computed average transmissivity
values {Table 3.17). For exampie, 1n zones III and IV, the error between the assumed and the computed
aquifer properties (T and S values) are as high as 70 or S0 percent. It is obvious that these errors are
causing large discrepancies hetween the observed and the predicted drawdowns of well 10. However, it is
interesting to note that these large discrepancies in the agquifer properties in zones IIT and IV are not:
affecting the predicted drawdowns of wells such as 1, 2. 3 and 5 which are located away from well 10.
Consequently, 1t can be concluded that the prediction performance of the present approach is satisfactory

and this procedure can be used successfully for analysing regional aquifer flow problems.




CHAPTER 4
CAUSALITY AND THE CONSTRUCTION OF
STOCHASTIC MODELS FOR GROUNDWATER LEVELS

Groundwater levels are affected by hydrologic processes such as precipitation, evapotranspirvation and
river stage. Therefore, these variables are necessary as inputs in formulating models for the evaluation of
groundwater resources. A preliminary investigation of the nature of the relationship between groundwater
levels and these causal variables will be of considerable help in introducing them appropriately into ground-
water models. Usually these causal relationships are investigated by examining time series plois, by gross
water budget analysis or by cross correlation studies. However, these wethods may not yield reliable in-
formation under certain circumstances such as when water levels are at a great depth below the ground sur-
face. In this chapter, some statistical methods are used to investigate these causal relationships. Sto-
chastic models are also developed for the prediction of groundwater levels using pasi groundwater leveils,

precipitation and river stage data.

4.1 The Concept of Causality

The concept of causality is commonly used in experimental sciences where it is possible to verify
whether change in one variable is the cause for change in another. This is usually investigated by varying
one of the variables of the experimental process while keeping the others at a censtant value and observing
the changes in the process. However, in dealing with the technigues of model construction hased on hydro-
Togic variables that are the end products of complex atmospheric processes, this experimental procedure
cannot be adopted. Therefore, the pattern of influence among the different hydrologic processes cannot be
completely explained by the conventional concept of causality. However, a definition of causality which is
weaker than that employed in the experimental sciences can be introduced o investigate the causal relation-

ship among the different hydrologic variables. One such definition has been given by Kashyap and Rao (137¢)

and 1s presented helow.

"y, will be said to be causal for y; (and denoted by Yp yl) if the accuracy of the forecast of yl(t)
obtained by using the history yl(j), J<t, and yz(j), j < t, is greater than that obtained using only the
past history of yz."

The above definition can be formalized as explained (Granger, 1963) below.

A variable Yo is called causal for a variable ¥y and denoted by the relation Yo+ ¥q if the following
inequality is satisfied:

covlyy (t) 1y (t-3), yplt-d)s § > 11 < covly(t)yy(y-3), 3 » 11 (4.1)

The implication of the above explanation and the inequality 4.1 for modeling is given by the following

theorem (Kashyap and Rao, 1976). Theorem: “y2 + ¥y 444 the coefficient a, 2(D} in the minimum forecast
4
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erroy equation for yl{t) in a family of models involving at most two variables Y1 and Yy is nonzero.™

A general form of the minimum forecast error equation can be expressed as,

() = Jos yy(k-3) + f8, y,(k-2) (4.2)
where, o and B, correspond to the coefficients al,Z(D)’ and j and % are the lags at which yl(.) and yz(.)
are  significant.

Thus, when there are only fwo variables say yl(t) and yz{t), it is relatively easy to check for caus-
ality. The variable yl(t) is first modeled by using only its past values. Next we model it using both its
past values and the past values of yz(t). If the coefficients of the yz(,) terms in the second model are
statistically significant, we deduce Yo > ¥y in the sense of Granger (1963}). However, the procedure for
checking the causality of more than two variables will be more complex. Therefore, we will deal with only

pairs of variables in the present study.

4.1.1 Teats fon Causalily with Two Variables

let ¥q and Yo be the two variables of a complex process. It is required to forecast ¥y and hence to
test if Yo *+ ¥q- This could be accomplished in several ways. A possible approach is to fit two different
autoregressive models for yl(t), one of the models having the past values of ¥q only and the other model
having the past values of both ¥Yq and Yo The residual variances of these tws models are compared by using
regression theory, and tested to examine if the addition of the yz(.) terms in the second model significantly
affects the residual variance. This method is not general enough for the following reasons. (1) The auto-
regressive model in the observed variables may not always be the most appropriate modei. A log transformed
model or an integrated autoregressive (IAR) model could be more appropriate. (2) When the yz{.) terms are
added in the second model, the terms such as yZ(twl} or 1n[y2(t~i)écaﬁ be considered without any definite
rule. Resuits based on a mode! with incorrect structure are not valid in general. (3) The regression
theery and the associated statistics are valid only if independent and identically distributed (11D) obser-
vations are used for both regressed and regressor variables, Therefore, one should work with the whitened
series derived from ¥y and ¥o processes.

Based on the above argument, let us consider the validated univariate models for both Yy and Yy 23

shown in Eqs. 4.3.

y(8) = (6" ¥y(E-1) +wy(2) (4.3a)
volt) = (oy)" Yp(t-1} + uy(t) (4.3)
where, (ei)T = [ai,l’ a5 9o ceu]
v (1) = Iy, (61), yyle2), L1

-
Hi

- symbolical representation for transpese

1.2.

dn
il
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In Egs. 4.3, w?(.) and WE(') are the two "Whitened processes" %o be used fuor testing the causality. It is

necessary that the models shown above (Egs. 4.3; be formulated by using the data observed during the con-
current periods only.

If Yo > Yo then there myst exist at least a j and % # 0 so as to satisfy
wl(t) = g, Wz(t"J) + nlt) (4.4}

where, n(.) is an IID sequence with zero mean. If the coefficients o5 in Eg. 4.4 can be shown to be signif-
icantly different from zero for any j, then we can say that Yo * ¥y- This can be done by using any of the

tests given below {Kashvap and Rao, 1978).

Test 1: Based cn Hypothesis Testing {Regression Theory)

Suppose there are N observation pairs {wl{t), wz{t}, t=1,2,..., N}, Let " represent the cross-cor-

retations between wl(.) and WZ(’) at any lag j. The relationship for £ is given in Eq. 4.5,

MO I ? wo () Wy {t=3)| [ i ? w )] | hzs wz(t? (4.5)
J 83 =541 1 Z . N-J =341 1 N-] t=511 2 J
If uj = 0, then
e 2
{N-3-1) {}“ﬂmg} - F {1,v) {(4.6)
_ lmrj €

where, Fg(l,v) is the critical statistic of the F-distribution at v degress of freedom and € level of sig-
nificance. If we fix a suitable probability of Type I error such as (I-¢), where ¢ = 0.05 or 0.01, then

we get the corresponding threshold d from the table of F-distributions. The decision rule can be written

in terms of rjz as given below:

rjz < d/(N-j-1+d) accept hypothesis (uj=0)
2 (4.7)
es" > d/ (N-j-1+d} reject hypothesis (aj#O)

Test 7: BRased on the Likelihood Approach

The modified 1ikelihood values Jis 1= 1,2, for class l(aj=D) and class 2 (aj#O) are computed as shown

in Egs. 4.8.
N, B
dy = =5 In N_tzl Wy~ (t) (4.8)
3, = - Lqnld § w2 (8) (1mr, 2)] - 1
2777 MWLM 3

The hypothesis that aj=0 is accepted if Jl > J?. The alternate is accepted if J2 > Jl. Further details on

this test may be found in Kashyap and Rao (1976).

4.2 Construction of Stochastic Models

In the present study, the stochastic difference eguation models of the hydrologic or the meteorologic

processes such as precipitation, temperature, streamflow and stream stages are considered. The general
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form oF the stochastic difference equation which can be used to model the above processes is discussed
below.

let Y{k) represent the monthly value of the variate Y in the kth instant, k = 1,2,3,...,N. Let the
variate Y be significantly correlated with the other variates, say X and Z. In a physical sense, we may
consider that the variate Y represents the mean monthly stages in a river, whereas the variates X and Z
stand respectively for the mean rainfall and the mean monthly groundwater levels in the vicinity of the

stream gaging station. A general representation for Y(k} is a stochastic difference equation which relates

Y{k) to its past values, Y(k-1), Y{k-2), ... and the past values of the variates X and Z as shown in Fa. 4.9.
;0 (k-3) ;1 { ) ;2 ( ) {K} {4.9)
Y{k) = g, + a, Y(k-j) + a; A{k-J + a. Z(k-] + o{K .
R DEIE R R R

In Eq. 4.9, ¢{k) is the random input and may be represented as shown in Eq. 4.10 if it is correlated,

n

g(k) = ) 23 o w(k—ja) + W(k) (4.10)
J3w1 3

where, n = n0+n1+n2+n3+2 = the total number of parameiers, and W(.) = independently and identically distri-

buted random variables with zero mean.

The integers Ny i=0,1,..., and the coefficients as in Eq. 4.9 are unknown and may be slowly varying
functions of time k. The random input z{k) may be attributed to that part of the variate Y which is not
accounted for by the variates X, Y or Z. Once again, in a physical sense, z(k) could stand for the unex-
plained components of the physical process such as evaporation and induced infiltration, which also infliuence
the stages in a river to some extent. Since the random input z{k) may be subsequently correlated, at Teast
to a lesser degree, with v(k), it is customary to represent it as in Eg. 4.10. In Ec. 4.10 the segquence
W(.) consists of independently and identically distributed random variables with zero mean. Usually the
probability distribution of W{.) is not normal. The coefficients o5 and the integers Ny i=0,1,... have
to be estimated with the aid of the observed values of the variates, Y, X and Z.

If the variate Y exhibits significant periodicities, then it is customary to include the sinusoidal

trend functions in the stochastic difference equation 4.9 as

ny ny n,
Y{k) = g, + z a: Y(k-3) + z oy Kk=j.) + z a, Zlk=j,) +
0 5o i1 Vg, e 2
"3 ‘ O DR P (2ﬁ34k
jzﬁl uj3 W(k~33} + jz=1 [ﬁj4 sini-1s E + 734 cos |z Wilk) . (4.11)
“3 4

The relationship shown in Eg. 4.11 is a general stochastic difference equation that can be used to

represent most of the hydrologic and meteoroioyic processes. The commonly -used autoregressive (AR), moving
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average {MA), and the autoregressive moving average (ARMA) models are all special forms of the general

stochastic difference equation, 4.11.

An autoregressive model for y(k) which is related to three of its past values is written as

vk} = ag + agy(k-1) + ayy(k-2) + ogy(k-3} + w(k) (4.12)

where, w(k} is the ideal one step-ahead prediction error encountered in predicting y(k}. The w{k) series

is called the "whitened process" devived from y after the model is validated as explained in Sec. 4.2.2.

4.2.1 Ponameten Estimotfion

The unknown coefficients o5 83 and Ty j=1,2, ... and the integers PP i=0,1,2, ... {Fq. 2.11)
can be estimated from the given observations y(k), k=1, 2, ... Nusing a suitable criterion of performance.
In the present study the least square criterion is selected. The method used for parameter estimation is

discussed in Kashyap and Rao {1973, 1976).

For modeling a given process, a number of models are analyzed with different values of the integevs

[P

i i=0, 1,2, ... in the general stochastic difference equation, 4.11. Appropriate sinusoidal trend

functions ave included on the basis of the results obtained from the autocovariance and the power spectral
'a':lszs'
33

for each model are estimated by using the real time recursive prediction algorithm discussed by Kashyap

analysis of the observed values y(k), k = 1, 2, 3, ... N. The coefficients G50 By and v

and Rao (1973, 1976). The residuals and the estimated parameters from the different models are then tested

by using several validation tests. The general criteria for validating the models is explained next.

4.2.9 Validation of Modefs and Selection Critenia

A model can be considered as validated if it adequately represents the purpose such as forecasting, for
which it is designed. However, the validity of a model can be specified only in relative terms and in com-
parison with other models considered for the process. We can envision two different approaches to the prob-
iem of Qa?idatioﬂw The first of these has analytical basis behind it whereas the second approach is based
on simulation results.

In the first approach, the validity of the assumptions underlying the model is tested by using the
usual theory of hypothesis testing. In many cases, the only important assumption is that the disturbance
sequence.w(,) he of zero mean and uncorreiated sequence. The estimates of the disturbances or equivalently
the.resj&uals are obtained by using the given medel and the available observations. The assymption that
the residuals are uncorreiated is checked after reformulating the probiem as a choice between two hypotheses
H0 and Hln The hypothesis HO’ usually called the null hypothesis, declares the residuals to be independent
and of zero mean. The hypothesis Hl’ usually called the alternate, declares the successive rasiduals to be

dependent and obey an autoregressive process, If the fiypothesis Hy is accepted at a suitable prespecified




74
Tevel of significance, then the corresponding wodel is accepted. On the other hand, if H1 is accepted, the
model is considered to be unsatisfactory. The residuals are also analyzed to discover the nature of the
serial dependence among them. [f there is a sinusoidal trend component in the residuals, then this infor-
mation can be used to modify the model, by including additional sinusoidal trend functions. The detaiis
of the specific methods of hypothesis testing used in the present study are explained in Sec. 4.3.4.

In the second approach used to validate a model, we can compare the characteristics of the model out-
put, such as correlograms, spectral densities and extreme value characteristics, with the corvesponding
characteristics of the ohserved data. The various statistical characteristics of the model output can be
obtained either by analysis or by simulation. The model is accepted if the discrepancy between the charac-
teristics of the simulated and the observed data is within one or two standard deviations of the correspon-
ding characteristics.

For a given process, there may be more than one model that satisfies all the validation tests. Under
such circumstances some criteria are needed for the model choice. In the present study, the final models
were selected on the basis of the following criteria. (i) The number of parameters in the modei should be
as few as possible, but at the same time the residuals and the estimated parameters should satisfy all the
21§ 2

vatidation tests., (i) I 6w = )

variance of the signal, then the ratio 8w2/852 should be as small as possible.

i
(w{k})2 is the residual variance and 552 = %- b {y{k}-y)© is the
k=1

4.3 Investication of the Causal Relationship between Groundwater Levels, Precipitation and River Stages

In this section, the causal relationships between precipitation, river stages and groundwater levels

are investigated by using the tests for causality explained in Sec. 4.1.1. Only pairs of variablies, i.e.
either precipitation and groundwater Tevels or river stages and groundwater levels are included at a time
or checking the causality. The generval procedure explained in Sec. 4.2 for the construction of stochastic
models is used for the development of modeis for rainfall, river stages and groundwater level data individ-
ually. These models are validated and the residuals (whitened process) are used to check for the causality
as explained in Sec. 4.1.1. The final models for the groundwater level processes are then formulated using
the individual stochastic models and the causal relationship either with precipitation or with river stage

data.

4.3.1 Data Used in the Study

Monthly values of rainfall, river stages and groundwater levels observed at Lafayette and West lLafay-
ette, Indiana were used in the present study.

Rainfall data are recorded at several gaging stations in Lafayette and West Lafayette. in the present
study, the rainfall dala measured only at twoe gaging stations are considered for analysis. These stations

are, (1) the Purdue Agronomy Farm, West Lafayette and (11) the 0'Neall Farm, Lafayette. The Tocation of
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these two gaging stations are shown in Fig. 4.1. The rainfali data from the Agronomy Farm are availtable
since 1954 and that at the 0'Heall Farm dates back to 1918. The monthly rainfall data from these stations
were obtained from the publication, "Climatological Data," of the U.S. Department of Commerce.

The river stage data used in this study were those observed at the Wabash River which separates the
twin cities, Lafayette and West Lafayette as shown in Fig. 4.1. The stage gage is Tocated in Lafayette
(Fig. 4.1) with the datum of the gage at 504.14 Tt. above mean sea level. The mean monthly stages of the
Wabash River were collected from the "Daily River Stages” (Weather Bureau, U.5. Dept. of Commerce) and the
data dates back to 1914.

Several observation wells are used in tafayette and West Lafayette by the H.S. Geological Survey to
measure groundwater levels. Although these welis are never used for pumping, the static water levels mea-
sured from these wells are significantly affected by pumping in neighboring wells., The water levels from
these walls are measured with reference to the land surface datum at irregular time intervals and are pub-
Tished in Water-Supply Papers {U.S. Geological Survey}. These water levels were avefaged over a month to
obtain monthly values. In this study, the monthly average values of groundwater levels measured only at
three observation wells are considered for analysis. The location of these wells are shown in Fig. 4.1
and are designated Te-4, Tc~7 and Te-9. Ohservation well Te-4 is located in Lafayelte and is very close to
the Wabash River. Wells Tc~7 and Tc-9 are respectively situated in West Lafayette and Lafayette and both
are away from the Wabash River. Details of these obsevvation weiiss the values of the land surface datum
and the periocd of available data are given in Table 4.1.

As mentioned eartier (Sec. 4.2) only concurrent data are used to investigate the causality between
any two variables. Due to this, all the available data could not be used in the analysis. Details of the
specific length of data used for modeling different hydrologic processes are given in Table 4.1 along with
the other particulars. Plots of these data for the periods shown in col. 7 of Table 4.1 are presented in

Fig. 4.2.

4.3.2 Statistical Chanactiiistics of the Data

Some of the elementary statistics of the hydrologic data used in this analysis ave presented in Table
4,2. The mean of the precipitation values observed at the Purdue Agronomy Farm is sifghtly tower Than that
of the precipitation from the 0'Neall Farm. However, the variances of the data from both these stations are
approximately the same which indicates that there is not much variability in monthly rainfall beitween West
Lafayette and Lafayette. The monthiy Wabash River stages show large fluctuations as the variance of this
series is very high in comparison to its mean. The water levels in well Tc-4 are very near the ground sur-
face as compared to those of well Tc-7 or well Tc-8. At well Tc-4 the average depth of water from the Tand
surface is 16.61 ft. as compared to 73.96 ft. at well Tc-9 and 168.06 ft. at weil Tc~7. The variance of

the water levals measured at well Tc-4 s approximately six times as great as that of the water levels
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TABLE 4.2
STATISTICS OF DATA USED IN STOCHASTIC MODELS

PRECIPITATION {(IN) ¢ GROUNDWATER LEVELS
STATISTIC HABRH BV ER (Ft. below Land Surface Datum)
‘ DURDUE AG 0 ' NEALL )
i i {Ft. above datum) .
FARM FARM Well Te-4 | Well Te-7 ) Well Te-9
Period of Dats 1954~73  [1947-'62 1954-173 1954-773 1954773 1947-'62
Mean 3.04 3.28 4.64 16.61 168.06 73.9¢
Variance 4.04 3.88 .21 22.28 4.28 3.46
Skew. Coeff. 1.05 1.16 HIRE] 0.64 .13 0.51
Coeff. of 1.23 4,87 3.04 5.2G 2.58 3.18
Kurtosis
Minimum 0.08 G.12 0. 4C 1.40 168.23 69, 85
Maimum 11,70 11.60 13.80 33.60 173.25 80.08
Median 2.72 2.91 3.60 16.50 168.2% 73.90

observed in well Te-7 or Tc-9. This shows the general effect of the Wabash River stage on increasing the
Fluctuations in well Te-4. The Wabash River stages and the rainfall data from the Agronomy Farm and the
0'Neall Farm are highly skewed, whereas the water levels in wells Tc-4, Te-7 and Tc-9 are not as nighiy
skewed as indicated by the skewness coefficients given in Table 4.2,

The means and standard deyiations of the observed data in individual months are plotted in Fig. 4.3.
In these plots, the first month is January and the Tast month is December. The wonthly means of the pre-
cipitation data, the Wabash River stages and the water levels in well Tc-4 can be seen to change over the
year. GConsequently, a seasonal patiern exists in the above processes. However, the wonthly means of water
Tevel data from wells Te~7 and Tc-9 are fairiy constant over the year and do not exhibit any pronounced
seasonality. The monthly standard deviations of the Wabash River stages and of the water levels in wall
Te=d, Te-7 and Tc-9 exhibit proncunced seasonal patterns. The seasonal patierns of the monthly standard
deviations of the precipitation data are not clearly perceptible.

The histegrams of the precipitation data, the river stages and of the water tevels in the different
wells are shown in Fig. 4.4, These plots indicate that the histograms of precipitation data from the Pur-
due Agronomy Farm and the 0'Neall Farm are approximately the same and both are highly skewed. The histo-
gram of the Wabash River stages is also highly skewed whereas those of water Tevels from Wells Te-4, Tc-7
and Te~9 ave approximately symmeirical. There is a predominance of months when the precipitation is less
than shout 4 inches. Similariy. the frecuencias of Uabash River stages being less than about 5 fi. are
nigh. The histogram of well Tc-4 shows a predominance of small fluctuations in water Tevels. The water

levels in wells Te=7 and Tc-9 do not fluciuate as frequently as those of well Tc-4.
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The autocovariances and the power spectra of the data used in the study were also examined. The com-
putational details of the estimation of auotcovariances and power spectral densities are found in Jenkins

and Watts (1968Y, and are also discussed by Dixon {1971). The autocovariances and power spectral estimates

are normalized by dividing each of the values by the yvariance of the appropriate series. The resulting cor-
relograms and power spectral densities are shown in Fig. 4.5. The correlograms of observed precipitation
data from both the stations indicate the presence of an annual cycle. The prominance of the annual cycie
is also apparent in the power spectral density plots of the precipitation data. The correlograms and power
spectral densities of the Wabash River stages and of the water levels in well Tc-4 indicate the existence
of strong annual periodicity and some concentration of power at low frequencies. The water level data ob-
served from wells Tc-7 and Tc-9 do not show any significant annual periocdicities as evident from their cor-
relograms and power speciral density plots in Fig. 4.5. The comparatively strong annual cycle in well To-4
may be attributed to its proximity to the Wabash River. The correlograms of the observed water levels in
wells Tc-7 and Tc-9 indicate the highly correlated nature of the respective water levels,

The above results regarding the correlograms and the power spectral densities of the observed data
clearly indicate that the models fitted to the observed data must account for the annual périodicities
and the low frequency affects. .

The cross correlation among the time series of the groundwater ievels, precipitation and the YWabash

River stages ave examined by computing CYosS covariances as explained in Jenkins and Watis {1968). The

computational details of cross covariances ave found in Dixon (1970) and a discussion of the hydrological
applications is given in Kisiel (1969). Plots of cross correlograms of water levels in the different wells

and the precipitation data are shown in Fig. 4.6. In these plots the 95% confidence 1imits (Box and Jenkins,

1970) are indicated as o-standard error Timits and are given by 2/, where N is the number of months of
the data used in the computation. These cross correlograms indicate that the groundwater levels in the
Lafayeite~West Lafayette area ave significantly correlated with the precipitation series, in the sense that
these cross correlation coefficients are higher than the 2~standard ervor limits at several lags. For
examp]e; the water Tevels in well Tc-7 are significantly correlated with the precipitation at the Agronomy
Farm at a positive lag of 20 months and at negative Tags of ¢ and 21 months. However, the highest cross
correlation between these water levels and precipitation is about 0.18 at a tag of about 9 months, which
.indicates that the present change in groundwater levels is primarily influenced by the rainfall that had
occurred about'nine months previously.

The cross correlograms of the groundwater Tevels and the Wabash River stages are plotted in Fig. 4.7.
The 95% confidence limits are also shown in these plots. These cross correlograms indicate the highly
periodic relationship between the different hydrologic variables considered in the study. The cross cor-

relogram between water levels in well Te-& and the Wabash River Stages indicates significant positive
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correlations at lags of 1, 12 and 24 menths, and negative correlations at Tags of 6, 18 and 30 months.
Hewever,.the cross correlation at lag zers is the most predominant of all, which indicates that the well
Te-4 responds to the river stages within a few days. The cross correlograms for water levels in well Tc-7
and well Tc-9 also show significant correlations with the Wabash River stages. As these wells are located
far away from the Wabash River, these cross corrvelograms exhibit certain iag period, which indicates that
the present change in water levels at these wells is influenced by the Wabash River stages that was observed

several months previously.

4,3.3% Univarniate Modebs {orn Groundwoter Levels, Precipitation and River Stages

In this section, univariate models of the form of relationship shown in Eq. 4.3 are fitted to ground-
water levels, precipitation and river stages. For example, a univariate model for Wabash River stages is
formulated by using its past values and appropriate sinusoidal trend functions representing the predominent
periodicities. The general procedure explained in Sec. 4.2 is used for the construction of these stochas-
tic models. Several types of univariate models are tried for water Jevels in the different wells, precipi-
tation data from the Agronomy Farm and the 0'Neall Farm and the Wabash River stages. The parameters in

these models are estimated by using the least sguare criterion as discussed in Kashyap and Rao {1973, 1976).

The residuals resulting from these models are tested for "whiteness." The best fitted univariate nodels
for the groundwater levels, precipitation and the river stages are presented in Table 4.3. The parameteyr
estimates and their standard erver of the different models are given in Table 4.4. These standard errors
are very small in comparison to their corvesponding parameters. Consequently all the estimated parameters
are considered significant. Models AGF and ONF for monthly precipitation are dependent on the precipitation %
from the preceding two months and on the sinuscidal trend functions with periodicities of 12 and 6 months. |
n model WAR for Wabash River stages, the effect of the annual cycle is stronger than that of the semi-

annual cycle. The water levels in well Tc-4 (Model H1) at any given month are related to the water levels

in the previous two months, and also te those of the seventh preceding month. Tha sinuscidal trend functions
with periodicities of 12 and 6 months are also included in this model., In model HZ2 for water levels in :
well Tc-7, the autoregressive parameters are predominant as compared with those of the sinusoidal trend
functions. It is interesting to note that the water levels in well Tc-7 are signigicantly related to those
of the tenth preceding month. Model H3 for water levels in well Tc-9 is an autoregressive model with four

terms.

4.3, 4 Validation Tests on Resdduals

The residuals wg(k), NB(R), ws(k), %X(k), wy(k} and wz(k) for the different univariate models can be
obtained by using the observed data and the corresponding stochastic difference equatfons shown in Table
4.3, For example, the residuals, WY(.} of model H2 can be computed using the relationships shown in Egs.

4.13,
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TABLE 4.3

PRECIPITATION AND RIVER STAGES

SYMBOLI  DATA STATION MODEL [
AGF | Precipitation|Purdue Agro- y(k+1) = 3.016 + 0.024 y(k) - 0.016 y{k=1) + 0.232 Sin m]k
namy Farm - 1.160 Cos wqk - 0.042 Sin wok = 0.202 Cos w,k + Uy (k)
ONF |Precipitation|0'Neall Farm ylk+l) = 2,944 + 0.086 y(k) + 0.022 y(k-1) + 0.594 Sin gk
-~ 0.804 Cos wylk - 0.297 Sin mzk - 0.019 Cos wok + wB(k)
WAB |River Stages |Wabash River ylk+1) = 3.270 + 0.253 y{k) + 0.049 y(k-1} + 1.427 Sin w]k
at Lafayette + 1,220 Cos wik = 0.022 Sin wpk = 0.277 Cos upk + g(k)
H1 Groundwater (Well Te-4  |y{k+1) = 5.908 + 0.497 y{k) + 0.104 y(k-1) + 0.038 y{k-7}
Levels . 0.975 Sin w.k - 1.242 Cos wyk + 0.239 Sin w,k + 0.449
1 1 2
HZ Groundwater Well Tc-7 y(k+l) = 2.772 + 1,310 y(k} = 0.351 y(k-1} + 0.025 y{k=10}
Levels # 0.019 Sin wk = 0.187 Cos wpk + Uy (k)
H3 Groundwater |Weil Te-8 y(k+1) = 10.611 + 0.543 yl{k) + 0.028 y(k-1) + 0.182 y{k-2}
Levels - 0.135 y{k-3) + 0.239 y(k-4) + Wylk)
wy = 2n/12, wp = 20/6 uy (K)o Mg lk), Wg k) Wy (k) Wy (k)5 Wy (k) are residuals
TRBLE 4.4
PARAMETER ESTIMATES AND THEIR STANDARD
ERRORS IN UNIVARTATE MODELS
sygoL| 1 y(k) |yt yik-2)] y(k-3)] y(k-8)] y(keT) iy k=10) 512 2 | % ‘g
AGE | 3.016 | 0.024 {-0.016 0.232 1-1,160 {-0.42 1-0.202
(0.013) |(0.004)}(0.004) (0,011)1{0.012):{0.011){(0.011)
ONF | 2.944 | 0.086 | 0.022 0.594 1-0.804 {-0.804 {-0.019
(0.025) |{0.005}1(0.005) (0.014} {0.015)1(0.013) }{0.014)
WAB | 3.270 | 0.253 | 0.049 1.427 | 1.220 |-0.022 {~0.277
(0.025) |(0.004)}(6.004) (0.018)] (0.015)1(0.014} 1 {0.014)
H1 5.908 | 0.497 | 0.104 0.038 -0.975 1-1.242 1 0.239 1 0.449
(0.075) |(0.004)](0.004) (0.004) (0.026)] (0.024)1{0.022)}{0.022)
H2 2.772 | 1.310 {-0.351 0.025 | 0.019 |-0.187
(0.124) }(0.004}}(0.004) (0.001)} (0.002)} (0.002)
K3 110.611 | 0.543 | 0.028 § 0.182 {-0.135 | 0.239
(0.300) |(0.008)}(0.006)](0.006)}(0.006)}{0.005)

Numbers in parentheses indicate standard ervors.

Si2
6

€. = Los mzkg wy ® 2nfle, wy = 2n/b

= 5in mlk, (;12 = (oS wlk, 56 = Sin mzkg
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wy(k+1) = yg(k+1) - yc(k+1) {4.13a)

where, yo{.) = ohserved water levels in well Tc-7,
yc{a) = water levels in wel? Tc-7 computed from Eq. 4.13b,
yc(k+i) = 2,772 + 1.310 yc(k) - 0,351 yc(k—l) + 0.025 yc(k-10)+ £.019 Sin wlk - (.187 Ces wlk {4.13b)

The "whiteness tests” pertaining to the residuals resulting from the different models discussed below.
{4} - The Comredogram Tesit. We have assumed previously that the sequence W(.) is made up of independent
random variables. This aspect is tested by computing the correiation coefficients dj(w) of the residuals
at different lags j=i1.2,....M

dj{w) = ré(w)/ro(w) {4.14)

where,

rilw) = W{k) Wik-3) (4.15)

Lo
J -3

B~z

j*l
If [W(.)] is white with zero mean the correlation coefficients dj(w) should be smalt in comparison with

unity and must lie within the range of +2//N with 95% probability (Box and Jenkins, 1970). The values of

confidence limits for the correlation coefficients of the different processes are listed in Table 4.5. The
plots of the correlograms for the residuals of the different models are shown in Fig. 4.8 along with the
confidence limits which are shown as 2-standard error limits. The residual correlation coefficients are
within the confidence 1imite. Consequently, we can conclude that the residuals from the different univariate é

models ave uncorrelated.

TABLE 4.5

CONFIDENCE LIMITS FOR CORRELOGRAM TEST AND
CUMULATIVE PERIODOGRAM TEST ON RESIDUALS

Correlogram Test | Cum. Periodogram Test
SYMBOL Obsza;aigcns
o 2//N o | q  K//A4
AGF 238 0.05 0.130 .25 | 119 0.094
ONF 190 0.0% 0.145 0.25 95 0.105
WAB 238 0.08 0.130 0.25 {119 0.094
H1 232 0.05 0.131 0.25 | 116 0.095
H2 229 0.05 0.132 0.25 | 114 0.09%
H3 187 0.05 G.146 0.25 93 0.106
HIWA 214 0.05 0.137 0.25 | 107 0.09%
HiWB 214 0.05 G.137 0.25 | 107 0.099
o = significance level g = Nf2 if N is even

it

XK =1.02 for o = 0.25 (N-1)/2 if N is odd
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(i) ~ The Cumubative Periodogham Test. The cumulative periodogram test is performed to detect the presence
of any deterministic sinuscidal componments in the residuals {Bartlett, 3955). The periodogram E(fk) of the

residuals [W(.)} is defined in Eg. 4.16

oy .)2 N .‘%
I(fk) = NK3§1 W{i) Cos 2¢ fkj + (jzl W{i) $in 2« fkjg | {4.18)
whara, fk = k/N, k=1, 2, ... N-1. The normalized cumulative periodogram Ck is given as
k
g, = j;l [LEF /N % UAR(NCK)) & k=12, /2 (4.17)

where N is an even integer. The plot of Ck against fk is known as the cumulative periodogram of the data.
If the residuals are free from deterministic sinusoidal components, then their normalized cumulative peri- :
odogram should be tightly scattered around the straight Tine from (0,0) to (0.5,1) and should Tie within the g
confidence 1imits. The values of the confidence limits are shown in Table 4.5. The cumulative periodegrams |
of residuals from the different univariate models are plotted im Fig. 4.9. In all the cases the pertiodo-
grams lie within the 25% confidence }imits and are tightly scattered arcund the straight line passing
through (0,0) and 00.5,1). Consequently, the residuals are free from any deterministic sinusoidal trend
terms at the 75% probability Tevel.

Liid) - The Pormmanteaw Test. This is a “goodness of €it" test to detect the whiteness of a sequence of

residuals (Box and Plerce, 1870}, The fest statistic is given as

K2
Q=N Z ;7 (w) {4.18)

=1

where N is the number of data points and dj{w) are the serial correlation coefficients given in Eq. 4.14.
The statistic Q is approximately distributed as XZ with v degress of freedom. The value of v is given by

v = K-p-q, where K is the number of lags considered and p and g are respectively the number of autoregres-
sive and moving average terms used in the model. The critical values of X2~stat€stic for different values
of v may be obtained from statistical tables. A few of these critical values corresponding to selected v
values are listed in Table 4.6. The decision rule used in the Portmantesu test is explainad next. We
accept the hypothesis that the residuals TW(.)] are white if the test statistic Q at any given lag is less
than the corresponding critical statistic. The hypothesis is rejected if it is otherwise. The resulis of
the Portmanteau test for the rasiduals from all the univariate modeis {Table 4.3) are presented in Table
4.7 The test statistics for the residuals from the models AGF, ONF, WAB, and HZ are less than the respec-
rive eritical values. Consequently, it can be concluded that the residuals from these models are white.
The residuais of model H3 satisfy the Portmanteau test at lags of 6 and 10 months but fail to do so at lags
of 15 and 70 months. Consequently, the residuals from this model may be considered to be white for lags

less than 15. The test statistics for the residuals from model Hi are greater than the respective c¢ritical
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TABLE 4.6

CRITICAL VALUES FOR PORTMANTEAYU TEST, F-TEST
AND CHI-SQUARE TEST ON RESIDUALS

PORTMANTEAU TESY

GROUP~A (p+q=5}|GROUP-B (p+q=3) |GROUP-C {p+g=2)

Lag v CRITICAL N CRITICAL CRITICAL CHI-3Q.
Ki o STATISTIC STATISTIC| ¥ |STATISTIC|F-Test| TEST

.5 10.05) 0 - 2 5.94 3 7.82 2.21 4 11,07
16 10.051 5 11.07 7 14.07 8 15.51 1.83 § 18.31
15 |0.05] 10 18.31 12 21.063 i3 22.36 1.67 | 25.00
20 |0.05) 15 25.00 17 27.59 i8 28.87 1.59 1 31.41

<
1

no. of degrees of freedom., p = no. of A.R. terms, g = no. of M.A. terms
K=p=q

<
1

values at all the lags considered. Therefore, the residuals from model Hl for water levels in well Tc-4

are not white but constitute an autoregressive process.

(iv) - The F-Test and fthe Chi-Sguare Test. The F-test is used fo investigate the Tack of correlation among

2 ),

the residuals. An alternative form of the F-test is the Chi-Square test {(x"-test The decision ruies of

these tests are documented in Kashyap and Rao {1976). The critical values of the F-test for different lags

are given in Kashyap and Rao (1976) and those of the xzmtest are found in statistical tables. A few of

these critical values at selected Tags are given in Table 4.6. The residuals are considered to be uncor-

related when the test statistic at any Tag is Tess than the corresponding critical value.

zustatistic computed from the residuals of the

The values of the F-test statistic and those of the X
different univariate models are shown in Table 4.7. The test statistics at different.1ags are less than
the respective critical values. Consequently, the residuals from the different univariate models (Table
4,3} are uncorrelated.

Basad on the above results, it can be concluded that the residuals from models AGF, ORF, WAB, HZ and H3 ?
are white. However, the residuals of model HI for water levels fn well Tc-4 satisfy all the iests exceot :
the Portmanteau test. Consequently, the model H1 is not valid and the reason is obvious. The water ievels
in well Tc=4 are highly correlated with the Wabash River stages as explained in Sec. 4.3.2, Any model
designed for these water Tevels should also consider the stage variation in the Wabash River. In the pres-

ent study, we are interested only in the whitened processes resulting from univariate models. Consequently,

the water level process from the well T¢-4 is not considered for investigating the causal relationships.
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TABLE 4.7

RESULTS OF PORTMANTEAU TEST, F-TEST AND
CHI-SQUARE TEST ON RESIDUALS

PORTMANTEAU TEST F~TEST CHI-SQ. TEST
- tLAG
MODEL| K |STATISTIC|DECISION|STATISTIC |DECISIONISTATISTIC | DECISION]
AGF | & 3.30 A 0.66 A 3.30 A
{p=2,[10 7.30 A 0.63 A 6,43 A
g=0}|15 11.43 A 0.58 A 8.93 A
20 18.60 A 0.70 A 14.30 A
ONF 7 B 1.55 A 0.30 A 1.54 A
{p=2,|10 2.93 A 0.26 A 2.68 A
g=0})115 8.48 A 0.46 A 7.20 A
' 20 14.17 A 0.53 A 11,20 A
WAB | & 2.30 A 0.44 A 2,25 A
{(p=2,|10 7.87 A 0.63 A 6.40 A
g=0}|15 i5.2% A 0.69 A 10.56 A
20 17.22 A 0.55 A 11.52 A
ML 5] 7.3 R 1,40 A 6.95 A
{(p=3,:10 20.63 R 1.72 A 16,65 A
g=0) 115 30.74 R 1.48 A 21.48 A
20 36,78 R 1.22 A 23.90 A
H2 5 0.47 A 0.09 A 0.44 A
{p=3,110 | 13.30C A 1.23 A 12.16 A
g=0) 115 19.60 A 1.15 A 17.03 A
20 24.81 A 0.96 A 15.24 A
H3 6 1.07 A 0.17 A 1.03 A
(p=5,:10 7.17 A 0.66 A 6.70 A
g=0}i15 18.47 R 0.97 A 14.64 A
20 26.44 R 0.93 A 18.68 A
p = no. of AR, terms, q = no. of M.A. terms
A = accept the hypothesis thai the residuals are uncorrelated at
o = .05
R = reject the hypothesis that the residuals are uncorrelated at
a = 0.05

In conclusion, the residual sequences NA(')5 NB(.)g NS(.)s NY(.) and wz(.) resulting from the valid
models for precipitation, river stages, well Tc-7 and well Tc-9 are whitened processes and these are con-

sidered for investigating the relationship among the different causal variabies.

4.3.5 Checking the Causal Relationships

The whitened processes derived from the valid univariate models (models AGF, ONF, WAB, H2 and H3) are
used for checking the causal relationship between precipitation, river stages and groundwater levels. The
tests for investigating the causality with pairs of variables are given in Sec. 4.1.1. The different

pairs of vairables used in the present analysis are shown in Table 4.8. In table 4.8, the series ¥q
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TABLE 4.8

SETS OF DIFFERENT VARIABLES FOR
INVESTIGATING THE CAUSAL RELATIONSHIPS

fesiduals from Univariate Models

SET series y, Series y;

A |Water levels in well Tc-7|Precipitation at Ag. Farm
(Model K2, Wy(.) series) |(Model AGF, Wp(.) series)

B |Water levels in well Tc-7|Wabash River stages
{Model H2, wy(,) series) |{Model WAB, wS(.) series)

¢ lWater Jevels in well Tc-9|Precipitation at O'Neall Farm
{Model H3, wz{,) series) |(Model ONF, wB(.) series)

o lWater levels in well Tc-9|Wabash River stages
{Model H3, wz(“} series) |{Model HAB, NS{.) series)

represents thé residuals of the causal variable and the series Yo corresponds to the residuals from the
variable which is the effect. For example, groundwater levels are often affected by precipitation. Ob-
viously precipitation process is the cause and the groundwater Tevel process is the effect. Therefore,

in set A the causal relationship between the whitened process of precipitation at the Agronomy Farm (NA(.)
series) and that of water levels in well Tc-7 (NY{.) series) is investigated by using the tests given in
Sec. 4.1.1. MWell Tc-9 is located nearer to the C'Neall Farm than to the Agroncmy Farm as can be seen from
the jocation map (Fig. 4.1). Therefore, while investigating the causal relationship between water levels
in well Te-9 and precipitation, the residuals of model ONF are used instead of those from model AGF.

The results of the tests used for checking the causal relationship of pairs of variables in different
sets (Table 4.8) are shown in Tables 4.9 and 4.10. The results from Test No. 1 indicate that in set A the
residuals of model H2 and those of model AGF are significantly correlated at lags of 1, 8 and 15 months.
Test No. 2 shows that the correlations between these two whitened processes are significant at monthly lags
of 1, 3, 4, 7. 8, 13, 15, 18 and 2C, Considering the vesults from both these tests, we can conclude that,
in set A, the residuals from both the processes are significantly correlated at monthly lags of 1,8 and 15.
These tags appear to bear some physicai meaning. The water 1evels in well Te-7 are at an average depth of
about 168 ft. below the ground surface, thus it might take & considerable time, such as & or 15 months,
for the precipitaticn to reach the water table.

For set B, tests 1 and 2 indicate that the residuals from the two variables are significantly corre-
jated at jags 1, 10, 15 and 17 months. The aquifer west of the Wabash River is mainly under unconfined

conditions (Maarouf and Melhorn, 1976 and Rosenshein, 1958). Howaver, as well Tc-7 is located about




TABLE 4.3
RESULTS FROM TESTS FOR CHECKING CAUSALITY {SETS A AND B)

TEST NO. 1 TEST NO. 2 {Jl = 253,94)
SET A SET B E
LAG! CRI, | TEST STA- : TEST &TA- 3 S =LE
J IVALUE |TESTIC (rj) DECISION|{TISTIC {r,}|DECISION 2 |DECISION L}2 DECISION
od
1 10.0166 0.031 ? 0.020 R 262,53 R 261,30 R
2 10.0167 0.002 A 0.008 A 2EG .20 A 259,68 A
3 10.0168 0.011 A 0.002 A 260.21 R 259,22 A
4 10,0189 0.011 A 0.0 A 260,24 R 258.99 A
5 10.016% 0.007 A 0.0 A 759.76 A 258.98 A
6 {0.0170 0.0 A 0.0 A 258,96 A 259.03 A
7 10,0171 0.011 A 0.0 A 260.16 R Z258.94 A
8 16,0172 0.027 R 0.01¢ A 67,13 R 260.82 R
9 10.0172 0.003 A 0.0 A £h9.32 A 268,56 A
10 10,0173 0.006 A 0.028 R 259,57 A 262,18 R
11 10.0174 0.002 A 0.0 A 2h%.12 A 758,98 A
12 10,0175 0.001 A 0.002 A 759.09 A 259,17 A
13 16.0175 0.022 A 0.0 A 260,15 R 259.02 A
14 |G.0176 0.001 A 0.0 A £59.10 A 258,98 A
15 10.0177 0.0%0 R 0.043 K 264,80 R 763,79 R
16 10,0178} 0.0 A 0.0 A 2£9.02 A 758,94 A
17 16,0179 0.003 A 0.020 R 259,24 A 261.21 R
18 10,0180 0.018 A 0.002 A 260,75 R 29,21 A
19 ]0.0180] 0.0 A 0.005 A 258.94 A 253,54 A
20 |0.0181 0.011 A 0.0 A 260.20 R 25%.05 A
A = Accept the hypothesis that «, 1% not significantly different from zero.

=
#

Reject the hypothesis that o iz not significantly different from zero.

‘7800 ft. from the Wabash River, the hydraulic connsction between the well and the river is rather weak.
Therefore, the large lags seen from these results are meaningful.

As can be seen from Table 4.10, the tests for checking causality do not yield any significant correla-
tions between the residuals of the twe variables considered either in set C or in set U, The following
reasons explain this occurrvence. Well Tc-9 is Tocated about 11,000 ft. away from the east bank of the

Wabash River (Fig. 4.1). The aguifer in this region is mainly confinad (Maarouf and Melhorn, 1975 and

Rosenshein, 1958) and there is no evidence of a hydraulic connection between the river and the aquifer

(BRathala et al., 1976). Consequently, the lack of correlation between the residuals of sets € and D can

be justified in a physical sense.

The following conclusions can be presented based on the ahove vesults. Residuals from the model H2
for water levels in well Te-7 ave significantly correlated at lags of 1, & and 15 months with the residuais
of model AGF for precipitation at Agronomy Farm. These correlations should be incorporated in model HZ
to arrive at a final model for water levels in well Tc-7 in set A. The final model for water levels in

well Tc-7 from set B can be formulated by using model HZ and the significant correlations between the
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TABLE 4.10
RESULTS FROM TESTS FOR CHECKING CAUSALITY (SETC C AND D)

TEST MO 1 TEST NO. 2(J; = -33.133)
SETT SET T SET G SET D
LAG I CRITICAL | TEST STATISTIC TEST STATISTIC
i | VALUE (yi) DECISION| - (ri) pEcision| Y2 [DECISIONT Y2 |DECISION
1 | 6.0203 0.0 A 0.0 A |-34.13] A |-34.13] A
5 | 0.0204 0.001 B 0.001 A l-34.01] A |-34.02] A
3 | 0.0206 0.002 8 0.0 A [-33.93] A i-34.12] A
4 | 0.0z07 0.0 y 0.002 A 1-34.130 A 1-33.96| A
5 | 0.0208 0.002 A 0.0 A fess.ozl A |-38.130 A
6§ | 0.0209 0.0 A 0.0 A l-30.13] A |-34.08, A
7 | 6.0210 0.0 A 0.0 A |-34.700 A |-zt.08] A
g | 0.0211 0.0 A 0.0 A |-34.11] A |-34.09] A
9 | 0.0712 0.0 A 0.0 n l-3a.11] A |-34.13) A
10 | 0.0214 6.0 A 0.0 A |-3s.08] A -34.13] A
11 | 0.071% 6.0 A 0.003 n |-34.06 A i-33.82] A
12 | 0.0216 6.0 A 0.0 A 1-34.08f A 1-34.08] A
13 | 0.0217 0.0 A 0.0 A lezacizl oA |-l A
14 | 0.0218 0.0 A 0.005 A l-3a070 A |-33.671 A
15 | 0.0220 0.0 A 0.002 A i-34.12] A |-23.930 A
16 | 0.0221 0.0 A 0.0 A le3s.13 A [-m.13] A
17 1 0.0972 C.004 A 0.0 A |-33.80] A [-36.10] A
18 | 0.0223 0.0 A 0.0 p |-30.13| A |-38.16] A
19 | 0.0725 0.0 A 0.0 A |-34.10] A l-32.13] A
26 | 0.0226 0.0 A 0.0 A [-34.09] A 1-34.13] A
A =

Accept the hypothesis that o is not significantly different from zero,
Reject the hypothesis that o5 is not significantly different from zero.

=
it

restiduals of model H2 and those of model WAB ai lags of 1, 10, 15 and 17 months. As the residuals from sets

C and D are not significantly correlated, the final model for water levels in well Tc-9 is the same as model

H3 given in Table 4.3.

4.3.6 Final Stochastic Models fon Groundwaten Levels

As discussed in the previous section the significant correlations observed between the two variables
in each set at different Tags should be incorporated into the appropriate univariate model to derive final
stochastic models for groundwater levels. The procedure is briefly explained below.

First a stochastic difference equation model similtar to that in Eg. 4.4 is formulated between the
residuals of the two variables using the tags at which these residuals are significantly correlated. Let
us designate this model as WX. The residuals from model WX are then tested for whiteness using the dif-
ferent validation tests described in Sec. 4.3.4. If the model WX js valid, the final model is given by
the combination of the appropriate univariate model and the model WX.

In the present study, the residuals from model HZ for water levels in well Tc-7 are significantly

correlated either with the residuals of the precipitation series or with those of the Wabash River stages
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as described in Sec. 4.3.5. Conseguently, two different final models are formulated for water levels in
well Te-7. The first of thesa s constructed using the univariate model H2 and the model resulting from
the causal relationship with the residuals of model AGF for precipitation at the Agronomy Farm. The second
medel s the combination of model H2 and the model obtained for the causal relationship with the residuals
of model WAB for the Wabash River stages.

(L)- Model fon Waten Levels in Well Te-7 Using Zhe Causal Refationship with Precipdltetion ai the Agroncmy
Faam. The univariate model formulated for water levels in well Tc-7 is model HZ as shown in Tabie 4.3.

The residuals from this model are given by NY(B)A Model AGF {Table 4.3) is the valid univariate model for
precipitation at the Agronomy Farm with residuais denoted as wA(,). As the fluctuations in water levels at
well To-7 are affected by precipitation, the former is the effect and the Tatter is the cause. The causal
relationship between the whitened processes of WY(ﬂ) and NA{Q) was investigated in Sec. 4.3.5 where it was
found that these residuals are significantly correlated at lags of 1, 8 and 1b months. Consequentiy, a
stochastic difference equation model for the residuals from these two variables is given as,

Wy (k1) = oy Wplk) + ap Wplk-7) + ag Wy(k-14) {4.18)

In Egq. 4.1%, the parameters Gy By and aq are estimated as explained in Sec, 4.2.1. The rasulting
pavaneters and their standard evrors are shown in Table 4.1%. These parameters are significantiy different
from zere. The model for Wy(.] is depicted in Eq. 4.20 and is designated as HiA.

WY(R+1) = 0.0177 WA(k) + 0.0168 WA(kw7) + 0.0222 WA(k~14) + nYA(k+1) {(4.20}

The residuals ”YA(') are tested for whitensess by using the different validation tests as described in Sec.
4.3.4.

The carrelogram of residuals nYA(,) from Eq. 4.20 (model HWA) is plotted in Fig. 4.8 along with the
a5% cenfidencé limits. The residual correlation coefficients are within the confidence limits and hence
these residuals are uncorvelated. The cumuiative pericdogram is shown in Fig. 4.9. This periodogram ties
within the 25% confidence 1imits which indicates thet the restduals nYA(.) are free from deterministic sin-
usoidal trends. The results of the Porimanteau test, the F-test and the xzwtest are given in Table 4.12.
These results show that the residuals “YA{°) are uncorrelated upto 20 lags. As the residuals from moded
HWA satisfy all the validation tests, it can be concltuded that this wodel s valid.

The final stochastic model for water Tevels in well To-7 i3 obiained (Eq. 4.21) by substituting Eg.

4,10 for NY(k+1} into model H2.
y(k+1) = 2,772 + 1,310 y(k} - 0.351 y{k-1) + 0.025 y{k-10) + 0.019 Sin mik - 0,187 ces wik

+ 0.0177 Wy{k) + 0.0168 WA(k~7) + 06,0222 wA{k~14} + “YA(k+1) {4.21)

A
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TABLE 4.11

PARAMETER ESTIMATES AND THEIR STANDARD
ERRORS IN STOCHASTIC MODELS FOR RESIDUALS

PARAMETERS AND STANDARD ERRORS

MODEL oy oy Gy | o :

HWA | 0.0177 0.0168 0.0222
{0.00082) | {0.00083) | (0.00083)

uWR | 0.0139 | 0.0182 | 0.0194 |-0.0166
(0.00061) | (0.00062) | (0.00063) | {0.00063)

Numbers in parentheses indicate standard errors

TABLE 4.12

RESULTS OF PORTMANTEAU TEST, F-TEST AND
CHI-SQUARE TEST ON RESIDUALS FROM MODELS

HWA AND HWB
PORTMANTEAU TEST F-TEST CHI-5Q. TEST
LAG
MODEL ! X |STATISTICIDECISIONSTATISTIC|DECISION|STATISTIC|DECISION
HWA | B 0.74 A 0.14 A 0.70 A
{p=0, |10 9.76 A 0.84 A §.47 A
q=3) |15 14.19 A 0.78 A 11.92 A
20 21.65 A 0.80 A 16.22 A
HWB | 5 0.33 A 0.06 A G.32 A
{p=0, {10 8.44 A 0.77 A 7.80 A
g=4 {15 14.93 A 0.91 A 13,73 A
20 22.24 i 0.93 A 18.64 A
= no. of AR, terms, g = no. of MA. terms

accept the hypothesis that the residuals are uncorrelated at o=0.05
= reject the hypothesis that the residuals are uncorrelated at «=0.06

= B R
i}

The model given in Eq. 4.21 1is designated HHX. The mean of the residuals nYA(,} from model HHX is
0.001 and the variance is 0.1. The vatio of the residual variance to the sfgnal variance is 0.0233. Thus
the model HHX explains 97.67 percent of the yariance of the residuals nYA(.)ﬁ
id} - Meded fon Waten Levels in Weik To-7 Using the Causal Relationship with the Wabash River Stages.

The causal relationship between the whitened processes derived from modeis H2 and WAB is explained in Sec.
4.3.5. These results show that the residuals wy(.) of model H2 are significantly correlated with the
residuals ws(.) of model WAB at lags of 1, 10 15 and 17 months. A stochastic difference equation medel for

the residuals from these two variables can be written as




£9
N\,(kﬂ.) = o iﬁ!s(k) + oy ‘ﬂfs(k=9\} + Gy Ws(k—lﬂr) + tg Ns(k'-lﬁ)« (4.22)

The parameters oy, a5, oy and oy given in £g. 4.22 are estimated as explaired in Sec. 4.2.1. The
parameter estimates and their standard ervors are given in Table 4,11, A1l these parameters are signifi-
cantly different from zero. Fouation £.23 shows the relationship between w¥{,} and NS(,)V

NY(k+1) = 0.0139 ws(k) + 0.0182 Hs(k~9} + 0.0184 ws{k~14) - 0.0167 Ns(kNIG) + nys(k+1) (4.23)

The madel for wY(,) depicted in Eaq. 4.23 is designated HWB. The correlogram and the cumuiative peri-
odogram of the rasiduals nYS(.) from model WWB ave respectively plotted in Figs. 4.8 and 4.9. The resuifs
from both these plots indicate that the residuals are uncorrelated as the test statistics are within their
respective confidence ¥imits. The results of the Porimanteau test, the F-test and the xzwtest {Tahle 4.12)
alsc show that these residuals are white. Therefore modal HWB is valid.

The final stochastic model for water levels in well Tc-7 which takes into account the effect of tre
Wabgsh River stages is

ylk+1) = 2,772 + 1,310 y(k) - 0.351 y{k-1) + G.025 y(k-10} + 0.019 Sin mlk - 0,187 Cos wik
+ 0.0139 Ws(k) + 0.0182 NS(R~9) + 0.0194 Ng(kw34) - 0.0167 ws(k~16) + nys(k+1) . (4,24}

The above model (Eq. 4.24) is designated as HHY. The mean and variance of the residuals nys(a) are
respectively 0.0026 and 0.0999. The ratio of the residual variance to the signal variance is 00,0233
which shows that the model HHY expiains 97.67 percent of the variance of the vresiduals.

{idl) - Model fon Water Levels in Well Te-9. As explained in Sec. 4.3.5, the tests for causality did not
show significant correlations between the residuals of model H3 {well Tc-9) and those of either model ONF
(Rainfall, O'Neall Farm) or model WAR (Wabash River stages). Consequently, the final model for water
Tevels in well Tc-9 is given by the univariate model H3 as shown in Table 4.3, The relationship is again
given below as Eq. 4.25.
y(k+1) = 10.611 + 0.543 y(k) + 0.028 y(k-1) + 0.182 y(k-2} - 0.135 y(k-3} + 0.239 y{k-4) + wz(k+1)
' [4.25)

The results of the validation tests on residuals wz(n) are already discussed in Sec. 4.3.4. The

ratio of the residual variance to the signal variance is 41.3 percent. Therefore the variance explained

by the residual WZ(,) is only 58.7 percent.

4.3.7 Characteristics of Groundwater Levels Regenerated from The Final Stochasiic Models

In £his section, some of the statistical characteristics of groundwater leveis regenerated from finai
stochastic models (Eqs. 4.21, 4.24 and 4.25) arve compared with those of the observed data. The method
used to regenerate groundwater levels is briefly explained below.

Let us assume that the water levels in well Tc-7 are to be regenerated using the final stochastic

model (model HHX) shown in Eq. 4.21. FEquation 4.21 is rewritten as in Eg. 4.26 in the present notation.
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yﬁ(k+1) = 2.772 + 1.31 yc{k) -~ 0.351 yc(k—l) + 0.025 yc(kmlﬂ) + 0.018 Sin wlk
- 0,187 Cos wlk + 0.0177 WA(k) + (35,0168 NA(ka) + 0.0222 WA(k—ld) + nYA(k+1) (4.26}

in Eq. 4.26, yc(,) are the computed groundwater levels and wA(.) are the residual seauence from model AGF.
Values of Yy, are recursively computed using the values computed from the previous times and the known
values of NA('} series. As the maximum lag in Eq. 4.26 is 14 months, the first vaiue of v, corresponds to
that of 15th observation. However, to initialize computations. the first 15 values of Y, are assumed to
be the same as the observed water levels in well Tec-7. The residuais “YA{‘) are not included in these com-
putations.

Some of the elementary statistics of the regenerated values from models HHX, HHY and H3 are tabulated
in Table 4.13. The statistics of the corresponding ohserved data are also presented in Table 4.13 for
comparison. A1l the statistics of models HHX and HHY for water levels in well Tc-7 are vevy close to those §
of the observed data. For example, the coef¥icient of skewness of the computed data from mode? HHX and
HHY are respectively 0.15 and G.12 as compared to 0.13 of the observed data. The mean of the computed
values of model H3 1s very close to that of the ohserved data from well Te-9. However, the cther statis~

£ics such as variance, coefficients of skewness and kurtosis are considerably different from those of the

observed data.

TABLE 4.13

COMPARISON BETWEEN THE STATISTICS OF
OBSERVED AND REGENERATED GROUNDWATER LEVELS

WELL Tc-7 WELL T¢-9
STATISTIC |ObservediModel HHX|Model HHY [Observed Model H3
Mean 168.06 | 168.25 168.25 73.96 74.01
Variance 4,28 4,26 4,15 3.46 2.03
Skew. Coeff. 0.13 ¢.15 0.12 0.51 2.35
Coeff. of 2.58 2.87 2.68 3.18 2.65
Kurtosis '

The correlograms and power spectra of the computed data resulting from different final stochastic
models are compared with those of the respective observed data in Fig. 4.10. The correlograms of nodels
HHY and HHY for water levels in well Tc-7 are very close to those of the observed data. The weak annaul
cycle is also veproduced in these correlograms. The spectral density plots of models HHX and HHY zlso
show cliose agreement with those of the observed data. The computed correlogram of model H3 for water
tevels in well Tc-9 is slightly different from that of the historical data. However, the spectral density
plot is in close agreement with that of the observed data. In general the weak annual cycle of the obser-

ved data at well Tc-9 is reproduced in the correlogram and the power spectral density plots.
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A comparison between the monthly means and the standard deviations of the computed and the observed
data are presented in Fig. 4.11. The computed monthly means from models HHX, HHY and H3 are ciose to
those obtained from the respective observed data. The seasonal patterns exhibited by the monthly standard
deviations of the observed data are reproduced by those of the computed data from different models. 1In
particular, the monthly standard deviations computed from the results of model HHY are in close agreement
with those from the obsevved water levels in well Tc-7.

The time series of the computed data resulting from different models are compared with the respective
observed time series as shown in Fig. 4.12. The computed values cbtained from models HHX and HHY for water
tevels in well Te-7 correspond closely to that of the cbserved values. For example, the computed water
Tevel in well Te-7 in December, 1963 from the models HHX and HMY are respectively 168.42 ft. and 168.37
ft. below land surface datum as compared with an observed value of 169.16 ft. The discrepancy is less
than a foot. The observed water levels in well Tc-9 are aiso satisfactorily reproduced by those computed

from model H3.

4.3.8 Simulaticon Resulis

The validity of the final stochastic models fitted to the groundwater level data from wells Te-7
and Tc-9 ave further tested by simulation. The first objective of the simulation study is to examine the
characteristics of these simulated sequences and to determine the capabiiity of the models to preserve
some of the chavacteristics of the chbserved data. The second objective is to investigate the relative
merits of the univariate model of the groundwater levels and the final models developed after considering
the causal retfationships for water Tevels in well Tc-7.

The univariate and the final stochastic model fitted to the groundwater level data from well Tc-7
{models H2, HHX and HHY) and well Tc-9 (model H3) are used to simulate monthly values on a digital compu-
ter. This is accomplished by using a procedure similar to that used for regenerating the groundwater
levels (Sec. 4.3.7}. However, in the simulation process, the residual series such as wy(.), wA(.), ”YA(')’
NS(')’ “YS(‘} and wz(.} fpom models H2, HHX, HHY and H3 are generated from their respective probability
distributions.

The statistics of the residuals from models H2, HHX, HHY and H3 are given in Table 4.14. The means
of these residuals are zero and the coefficients of kurtosis are approximately close to 3. The histograms
of different residual series (Fig. 4.13) are symmetrical about their respective means and appear to fit a
novmal distribution satisfactorily. Consequently, random values of different residual series are generatedé
from normal distributions and these values are used as inputs into the appropriate final models in order
to simulate the monthly groundwater levels.

The above procedure is used to simulate monthly groundwater tevels for well Tc-7 from models HZ, HHX

and HHY, and for well Te-9 from model H3. From each model, three series of groundwater levels, each series
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TABLE 4.14

STATESTICS OF RESIDUALS USED 1O
SIMULATE GROUNDWATER LEVELS

MODEL H2! MODEL HHX | MODEL HHY 'MODEL H3
STATISTIC

By [ Ma vy P W nyg 1 Wy
Mean 0.0 g.0 | 6.0 10.0 | D.0 8.0
Variance 0.11 {3.23] £.10:5.82} 0.100 1.43
Mean Sg. 0.11 13.23) 0.10(5.82) 0.10] 1.43
Skew. Coeff., -0.07 [0.63{-0.07!1.11|-0.03] 0.49
Coeff. of 4,06 (4.06f 4.0414.481 3.89] 4,12
Kurtasis

consisting of 1000 values, are simulated using different sets of initial values (Sec. 4.3.7) and the sta-
tistics of these different series are shown in Table 4.15. The statistics of the observed daita are also
included in Table 4.15 for comparison. The overall agreement between the statistics of the observed and
the simulated data are satisfactory although the statistics of one of the three series from each model
match better with the respective statistics of the observed data. These series are marked with an asterisk
in Table 4.15.

A comparison between the statistics of the simulated series of models HZ, HHEX and HHY with those of
the observed water levels in well Tc-7 reveals the following information. The statistics of series 2 from
mode] HHY dgree most closely with those of the observed data although the discrepancy between the means
appear to be sTightly larger than that for the other modats, It is interesting to nete that the variance

and the coefficient of kurtosis are 3.97 ft% and 2.46 ft? as compared to £.28 ft? and 2.58 ft%

of the
observed data respectively. The statistics of simulated series 3 of mode? HHX appear to be the next best
match with those of the observed data. From the foregoing analysis, the models HHY and HHX which were
developed after incorporating the causal relationships appear to be better models for water levels in
well Tc=7 than the univariate model W2, This observation is further examined from a study of the histo-
grams, correlograms and power spectra of the best fitted simulation series from different modeis.

The histograms of the best fitted simulation series are shown in Fig. 4.14 and those of the observed
water levels in wells Tc-7 and Te-¢ are given in Fig. 4.4, The histogram of the observed data in well
Te-7 is rather flat with a double peak whereas, those of medels HZ and HHA are single peaked. The histo-

gram of model HHY s similar in shape to that of the nhserved data and can be considered acceptablie, The

simulated series of model H3 {well Tc-9) yields a histogram with a less pronounced peak as compared to
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that of the observed data. However, the peak probabilities are approximately equal to 25 percent in both
the histograms.

A comparison between the covrrelograms and the power spectra of the simulated and the observed data
for water levels in wells Tc-7 and Tc-9 are given in Fig. 4.15. The correlograms of models H2, HHX and
MHY do not show any significant annual cycle just as in the correlogram for the observed water ievels in
well Te-7. However, the correlogram of model HMY is very close to that of the observed data upte a lag of
about 25 months. The match between the correlograms of mode! HHX and the observed data is also satisfac-
tory. The correlogram of model H2 is considerably different from that of the observed data. The overall
agreement between the power spectral density plets (Fig. 4.15) of the observed and the simulaled data
(models H2, HHX and HHY)} is satisfactory. A close examination of these plots {Fig. 4.15) indicate that the
best results are obtained from model HHY and the next best is the model HHX,

The correlograms and the power spectral density plots of the simulated data from model H3 {well Tc-9)
do not show any pronounced periodicities just as their counterparts obtained from observed data. The dis-
crepancies between the observed and the simulated correlograms and power spectra appear to be slightly
large. However, the agreement can be considered toc be satisfactory.

In conclusion, the results of the simulation study indicate that the data simulated by the models for
water levels in wells Tc-7 and Tc-9 preserve the observed statistical characteristics of the data. The
final stochastic models developed for well Tec-7 {models HHX and HHY) after considering the causal relation-
ships are definitely better than the univariate model HZ. The model HHY is the best of all the three

models developed for water levels in well Te-7.




CHAPTER 5
DISCUSSICN AND CONCLUSIONS

The linear systems approach has been used in the present study to formulate deterministic models for
analysing several types of groundwater flow problems. The stochastic nature of groundwater levels and
the causal relationships between precipitation, river stages and groundwater levels have also been analysed.

Some aspects of these models are further discussed fin this chapter and a set of conclusions are presented.

5.1 Linear Systems Analysis of Acuifer Flow Proﬁ]ems

A generalized linear relationship {Egqs. 2.27 and 2.22) has been used to analyse groundwater flow in a
stream-well-aquifer system. A general procedure has been developed to predict aquifer response by con-
sidaring only the cause-and-effect relationships of the groundwater flow system. The method of solution

and the data requirements of the above procedure need further expianation and analysis.

5.1.7 Hodeling Regional Aquifer Systems

There are several models available for analysis of regional groundwater flow problems. Resistance-
Capacitance (R~C) networks and numerical-digital computer techniques based on either finite difference or
finite element approximations are quite popular as efficient tools for solving these problems. However,
R-C networks, and finite difference and finite eiement mathods have several limitations in terms of data
and skilled manpower requirements, initial and operating costs as discussed in Sec. 1.2. On the other
hand, the procedure discussed in the present study has several advantages over other commonly used methods,
A few of these advantages are briefly described below.

(1) In the present method, the Tocations of the existing and the planned wells constitute the number of
nodes in the model. Consequently, the number of simultanecus equatfons to be solved at each observaiion
is drastically reduced. The number of nodes increase only with the number of wells, and is independent
of the areal extent of the aguifer.

{2) As the number of nodes used in the present method is small compared to that in a finite difference
model of the aquifer, the time required to determine and specify the input data at each nodal point is
also much smaller in comparison with the corresponding effort in a finite difference model.

(3) Unlike other deterministic models, the predetermined aquifer transmissivity vaiues are not used as
inputs in the present procedure. However, estimated storage coefficient values are used as ona of the
ihputs. It is relatively easy to estimate the storage coefficients after examining the geology and the
well logs of the area. Consequently, the expensive pumping tests which are usually required to detevrmine
aquifer transmissivities and storage coefficients are not needed in the present procedure.

(4) A trial and error procedure is used to arrive at satisfactory solutions in both the traditional and

the present methods. However, the number of frials needed in the present procedure are fewer than those
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required in an R-C network or a finite difference model. Consequently, the computational expenditure is
drastically reduced in the present procedure.
{5} The present procedure is analogous to the finite element method, in the sense that the nodal points
can be spaced at irregular intervals.
(6) The deterministic relationships, such as the Theis nonequilibrium equation (Eg. 2.10a) and the stream-
aquifer interaction formulas (Eqs. 2.1-2.6), which were used to analyse the groundwater fiow problems in
the present study are easier to program for a digital computer than the finite difference equations. Con-
sequently, the complexity of the problem is considerably reduced in the present formulation.

Based on the foregoing discussion, the present procedure is a simpie and less expensive method for

the analysis of regional aquifer problems.

5.1.2 Estimation of Aquifern Stonage Coeffdicdients

In the present procedure (Chapter 3), the storage coefficients were initially estimated after examining ?
the geology and the well logs of the aquifer reaion. These estimated values were then used as inputs into ;
the model to compute transmissivity values by using each observation during the calibration period as ex-
plained in Sec. 3.1.1. The accuracy of the transmissivity vatues computed from calibration 1is directly
dependent on "gobé“ initial estimates of storage coefficients. If these initial estimates are not properly
selected, the solution may not converge for each observation during the calibration period. A converging
solution is obtained 1f these initial storage coefficients are reasonably close to the true values. How-
ever, when a split sampie is used, the water Tevels computed from calibration and prediction should match
reasonably c{ose to the respective observed water levels. Consequently, the degree of accuracy needed
in the estimated storage coefficients is limited to obtaining a converging solution which would give water
Jevels which are close to observed water levels. This can be achieved after making a few trials by using
refined estimates of storage coefficients during each trial. Therefore, for all practical purposes, the
present procadure, unlike other conventional methods, does not rely upon predetermined values of aquifer

transmissivity and storage coefficients.

5.1.3 Data Requiiements

The input data required for soiving a groundwater flow problem depend on the type of model considered
in the study. For example, when a finite difference model is used for analysis. the historical records
of pumping rates, groundwater Tevels, river stages and the aquifer properties, i.e.. the transmissivity
and the storage coefficient are used as primary inputs. The aguifer properties ave usually determined
from field pumping tests which are expensive. The input variables sych as pumping rates, groundwater
jevels and river stages are alsc used Tor analysis in the present procedure. However, the aguifer storage

coefficients and transmissivities are estimated and computed raspectively as explained in Sec. 3.1.7.
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Consequently, in the present procedure, the effort required for acquisition of data is much smaller as
compared to the corresponding effort in a finite difference model .

Therefore, the historical inputs such as pumping rates, groundwater levels and river stages are very
essential irrespective of the type of model used in the analysis. Hydrological data such as streamfiow,
river stage and precipitation are measured at many gaging stations in the United States and are extensively
documented. However, pumping data and groundwater level information of few well fields are available in
such detail. Groundwater levels are often recorded in one or two observation wells in a well fieild at
irregular time intervals and pumping data are available as monthiy or yearly averages. It is difficult to
achieve meaningful results by using such sparse data in any modet. A few of the difficulties experienced

in formulating a numerical-digital computer modei for regional aguifer evaluation studies by using such

sparse data, and the accuracy of the results obtained from such a model are discussed in Bathala et al.,
(1976).

In view of these considerations, accurate and Tong-term records of historical data are very essential.
Therefore, a book-keeping procedure or installatiocn of continuous recorders for the measurement of ground-

water levels and pumping rates is highly recommended.

5.1.4 Analysis of Pumdng Test Data

The utility of the present procedure as a substitute for the traditional type curve method to deter-
mine the transmissivity and the stovage coefficient has been demonstrated in Sec. 3.3. In this method,
it is possible to improve the solution by comparing the discrepancies between the observed and the com-
puted drawdowns from different trials. Unlike the type curve method, the possibility of human errors is
small. Ancther disadvantage of the type curve solution, which is absent in the present method is that the
storage coefficient value cannot be determined accurately when there is lack of early time~drawdown date.
This is evident from the comparison of the resuits chtained from the present procedure with those obtained
from the type curve method for different case studies illustrated in Sec. 3.3.2. {onsequently, the pre-
sent procedure appears to be more reliable than the type curve method to determine the aquifer transmis-

sivity and the storage coefficient from pumping test data.

5.2 Causal Relationships Between Precipitation, River Stages and Groundwater lLevels

The procedure for investigating the caysal relationships between precipitation, river stages and
groundwater levels have been prasented in Chapter 4. Monthly precipitation, river stages and groundwater

levels measured at different locations in Lafayette and Hest Lafayette, Indiana were used in the analysis.

571 Modefs fon Water Levels in Well Te-7

Three different models, viz. HZ, HHX and HHY were fitted to the water levels in well Tc-7 in West

Lafayette. The first of these was a univariate model (Table 4.3) and the second mode! (Eq. 4.21) was
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developed after incorporating the causal relationship between the residuals of univariate model H?2 and
those of univariazte model AGF for rainfall at the Agronomy Farm. The model HHY (Eg. 4.24) has been formu-
lated after considering the causal relationship between the residuals of univariate model H2 and those of
univariate model WAB for the Wabash River stages.

The statistical characteristics of the simulated sequences of models HHX and HHY were in close agree-
ment with those of the observed data {Sec. 4.3.8). In particular, the higher order properties such as
coefficients of skewness and kurtosis were also preserved in these simulated sequences. Consequently.
the models HHX and HHY developed after considering the causal relationships ave superior models than the
model HZ.

in added advantage of these two models for generating synthetic sequences of groundwater levels is in
simulation. For example, modals for groundwater levels are formulated by using rainfall as one of the in-

puts (Rao et al., 1875). A general Torm of this wodel 1is given as

Y(kt1) = ag ¥ u}Y(k) S s1X(k) + BZX(k—E) + oo ok, {5.1)

where, Y{+) and X{-) represent the groundwater level and rainfall processes respectively and n(-} are the
residuals. In the above model {Eq. 5.1), it is more difficult to simulate X{-) series than the random

noise, n(+) series. On the other hand, the final stochastic models, HHY and HHY (Eqs. 4.21 and 4.24) are
composed of the past values of groundwater levels and residual sequences such as WA(’)’ nYA{-), ws{-) and
nYS(-). As explained earlier (Sec. 4.3.8), these residual sequences can be readily generated on a digital
computer using the appropriate probability distributions. Consequently, the present formulation is better

suited for generating synthetic sequences of groundwater levels.

5 9.7 Modef foa Waten Levels 4in ell Te-9

The final stochastic model for water Tevels in well Te-9 (£q. 4.25, model #3) does not inciude any
terms of residuals from either precipitation or river stage models due to the reasons explained in Sec.
4.3.5. The characteristics of the simylated data from this model were considerably different from those
of the observed data (Sec. 4.3.8). As explained earlier (Sec. 4.3.5) the aquifer in the vicinity of
well Te-9 is mostly under confined condition and hence the effects of the Wabash River stages and rainfall
are considerably damped out. Consequently, these damped effects were not detected by the tests used for

investigating the causal relationships.

5.3 Scope for Further Investigation

The foregoing analysis of groundwater Flow problems and the investigation of causal relationships
have given rise to several other problems which need further investigation. A few of these are briefly

described below.
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(1} As discussed in Sec. 5.1.2, when the initial estimates of storage coefficients are very different
from actual values, the simultanecus solution of the nonlinear equations may not converge to the desired
accuracy. This aspect needs further analysis and investigation.

(2} The present procedure for the determination of the aquifer response by considering only the cause-and-
effect relationships of the system has given encouraging results when app]ied to & hypothetical ground-
water fiow problem and to a few field situations of small areal extent. However, the usefulness of the
present ?rocedure has not been tested using field input data on a regional basis. This aspect needs
further investigation.

(3} In the present analysis of the regional aquifer flow problem, the vertical recharge due to precipita-
tion has not been considered. Most large aquifers receive major portion of their recharge from precipita-
tion and this should be considered in the analysis. A theoretical relationship using the impulse response
relationship between precipitation and groundwater levels would be of great use in introducing recharge
due to rainfall. In the present study, a theoretical formulation has been presentad (Sec. 2.2.1) on the

basis of the theory of leaky artesian agquifers (Hantush, 1964). This formulation does not relate pre-

cipitation directly to groundwater levels, but considers only leakage from an overlying semi-permeable
confining tayer. Alsc no numerical example has been presented by using this theoretical formulation.
Therefore, further analysis in this direction would be very useful in making the present procedyre wove
general.

(4). A few case histories of pumping test data hayerbeen analysed in the present study for the deter-
mination of the aquifer transmissivity and the storage coefficient. Several more pumping tests must be
analysed to determine whether the present procedure is better than the traditional type curve method.

(5) The present approach used for developing stochastic models for groundwater Tevels incorporating the
causal vrelationships between groundwater Tevels and the precipitation and the river stage processes leads

to better models. However, data from other locations should be used in this formulation to reinforce

this conclusion.

5.4 Conciusicns

| The following conclusions can be presented on the basis of the study reported herein,
1. The linear systems approach can be usefully employed to analyse several types of groundwater flow
problems.
2. The praceéure developed in the present study for predicting aquifer response due to different hydralogic
effects by considering oniy the cause-and-efTtect relationships of the system is satisfactory. For prac-
tical purposes, this procedure does not require a precise knowledge of the aquifer properties, viz. the

transmissivity and the storage coefficient vatues.
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3. The computational expenditure and the complexity of the problem are considerably reduced in the pre-
sent formulation compared to the R-C networks or the finite difference modeis.

4. The procedure detailed in the present study can be successTully used to predict response of regional
aquifer systems. However, adequgte and accurate input data are essential for the implimentation of this
procedure. A wall integrated program for the measyrement of groundwater levels and pumping rates at
regu1af time intervals from different wells in the study area would be of great use not only for applying
this procedure but also for the agencies which are involved in the evaluation of groundwater rescurces.
5, The present procedure for the prediction of aquifer response can also be employed to determine the
aquifer transmissivity and the storage coefficient from pumping test data. This procedure appears to be
more promising than the type curve method for pumping test analysis.

6. The causal relationships between precipitation, river stages and groundwater levels are very usefu?

+o formulate better stochastic models for groundwater Tevels.
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APPENDIX A

A.1T Single Well in an Infinite Nonleaky Artésian Aquifer Pumped at a Constant Rate

Consider the basic form of the Theis equation, 2.7 which is again shown below for convenience.

2
£ exp [a r ? ]
s(r,t) = j q(1) M‘(‘l_(i}?) dr (2.7)

]

When the well is pumped at a constant vrate Q during the pumping pericd t, Eq. 2.7 can be written as

2
S
t exp [— A ]
. 4T(t-1)
s(r,t) ey Fya dr . (A. 1)
0
2
Let, v o= ET%E%?T (A.2)
2
dv = ~T5 dr (A.3)
AT{t~7)
dt = {te1) dv/v (A.4)

with the limits of integration:

- rzs
as T - 0, Tower 1imit -y = I
{A.5)
as t » t, upper 1imit » =
Equation 2.10a is obtained after substituting Egs. A.1, A.4 and A.5 into Eq. A.1 (Theis, 1935).
.o M
s{r,t) e - dv (2.10a)
u

A.2 Single Well in an Infinite Nonleaky Artesian Aquifer Pumped at a Variable Rate

Let a singie well located in an artesian aquifer of infinite areal extent be pumped at different
rates during different times as shown in Fig., A.1. Then, Eq. 2.7 can be written for each time step as
shown in £gs. A.7 by using the method of superposition illustrated in Fig. A.2. The following notation

{Fgs. A.6) is used in formulating Egs. A.7.

R - P (A.6a)
= .

1 v

Yg
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=S
Yi T, | (A.6b)
B.E = U:.i - ui"‘] ) (A.GC)
4y T 0 when 1 = 1 {A.6d}
(i) First time step (t=ti)

S_(Tst]) = S'[(t]) = Ci"ia'i = Q'[E'»{ (A7a)

(i) Second time step (t=t2)
s{rity) = sq{by) + 4sy = qap ¥ {a,-9,)ay = 819, * 859 {A.7b}

{i11} Third time step (t=t3)
s{r.ty) = sp{tg) + AS, 5+ Sy T Gug * (ap-Gy)ay + (a3-0y)uq = B3y ¥ Bylp + Baly (A.7¢)

{iv) Nth time step {t=tN)

s(r,tN) = 51(tN) Yasy 1y T ASy oy o ¥ obsy
= aqay + (a0t (agraplay gy ¥ ¥ Gay e
= B0yt Byt Byt T T NG | (A.7d)
In general,
N
s{r.ty) = 121 BsOy—ie] (A.8)

A.3 Multiple Well System in an Infinite Monleaky Artesian Aguifer

The drawdown at any well k in a multiple well sysiem consisting of M wells is equal to the sum af

the drawdowns caused by each well at the kth well. This relationship is expressed as shown in Eg. A9
M
s{k.N) = _El s{3.N) (A.9)
J:

where, s(k,N} is the resultant drawdown of the kth well at Nth time step, and s(3j,N} is the drawdown

h i h

at the kt well due to pumping in the jt well at Nt time step.

Eg. A.2 is written as in Eg. 2.17 by using Eq. A.8 and appropriate notation to distinguish each of
the M wells. '
M

M
s{k, ) = T 1 8lk.j,i) q(J,N-i+1) (2.17)
j=1 i=1

A.4 Relationship Between Unit Impuise Response Coefficients and Beta Coefficients

Egs. 2.33 and 2.31 can be expanded as shown for the first two time steps {Eqs. A.10}.
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I

s'| = QQUIA} q151 (1'=1) (A.lGa)
sy Ayt ol T GyEp ey (%2) (h.100)

Using Egs. A.10 the relationships for U-coefficients are obtained as shown in Egs. AL,

Uy = 8y/4 (A.11a)
(Qy8, * GoBq) = GyU4a
2 M

it follows from the above equation that a general recursive relationship hetween U-coefficients and g-

coefficients can be expressed for any time step N as shown in Eq. A.12.

Loa5 Bygel Lo Yig Goien Byeier
N i=2 4
0 = A12)
N Gy

The above relationship_is used to compute U-coefficients from g-coefficients obtained for the pumping
test analysis at Mitton, I1linois (Sec. 3.3.2(a)). The g-coefficients computed for each observation
during the period of calibraticn are plotted in Fig. 3.14 for trials 1, 3 and 5. The unit impulse response |
coefficients computed by using the recursive relationship given in Eq. A.12 and the inown values of com- \
puted g-coefficients (Fig. 3.14) and pumping rates (Table 3,11) are shown in Fig. A.3. These plots of

U-coefficients also show an exponential decay and become asymptotic to the time axis with increasing time.




Several case histories of pumping tests and a few field situations have been analysed in the present

study.
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APPENDIX B

WELLL LOGS AND TIME-DRAWDOWN DATA
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The well Togs and the time-drawdown data pertaining to these problems are presented in this appendix.
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TABLE B. 1

TIME-DRAWDOMWN, WELL 4, MILTON, ILLINOIS

Pumping Well:
Mameter:

Weltl No. 4
12", Depth: 56 T¢., Ground El.: 621.00

Location: 20°S, 2250'E, N.W. Corner of Sec. 9, T.65., R.2W
Obs, Well: Well No. 3, 10 ft. west of Well No. 4
Diameter: 8", Depth: 63 ft., Ground El.: &30.00
Date of Test: 10:10 a.m., November 24, 1969
Date Time Since Pumping Drawdown {ft.)
and Pumping Started Rate
Time (Min) (gpm) | Pumping Well | Obs. Well
1 2 3 4 5
Nov. 24, 1969
10:10 AWM. 0 0 a. ]
10:11 1 30 4,40
10:12 z 30 4,47
10:13 3 30 5.33
10:14 4 30 5.50
10:18 5 20 5.63 4,22
10:16 & 30 5.77
10:37 7 30 5.90
10:18 & 30 5,99
16:19 G K] 65.08
10:20 10 30 6.20 4,54
1022 30 6.30
10:25 ik 3z 6.39
10230 : 33 6.58
10335 a0 £.59
10046 30 6.7 5.00
10:50 30 £.83
13:00 36 £.04 5.25
1301 30 7.0%
13:20 30 7.08 5.37
1335 30 7.16
11:40 30 7.19
131:86 30 7.27
17010 7M. a0 7.29 5.64
YL 50 30 7.35 5.72
12147 &2 0 2.42
12:43 b3 G 2.06
17144 154 0 1.87
12:4k 158 g 1.71
1246 156 ] 1.56
12:47 157 ] 1.49
12:48 188 G 1.45
12:49 1EG e 1,37
12:5 160 G 1.24
12:52 162 0 1.76
12:55 165 G 1.15
1:08 170 G 1.67
1:08 178 ¢ g.97
1:10 184 0 0.91
1:17 182 10 2,06
1:14 184 10 2.10
1:16 186 i0 2. 10
1:18 186 10 2.10
1:20 180 i0 .10
1122 16y “0 3.9E
1024 154 26 4,25
1126 196 : 20 4.37
1108 198 ' z 4 .46
1230 Z00 20 4.51
1:32 207 30 6.44
1:34 204 30 6.71
1:36 206 30 6.82
1:38 208 30 5.585
1:40 210 30 7.01
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TABLE B.2
TIME-DRAWDOWN DATA, WELL 3, MILTOM, ILLINOIS

Pumping Well: Well No. 3

Diameter: 8", Depth: 63 ft., Ground E1.: &30.00

Location: 2250'E, 39'S of NW Corner of Sec. 9, T.65., R.2W.
Date of Test: 11:45 A.M., June 5 to 3:43 P.M., June 7, 1969

Date Time Since Pumping § Drawdown
and Pumping Started Rate (ft.)
Time (min) {apm)
1 2 3 4
6~5-1569
11:45 A.M. 0 0 0
11:49 4 105 25.25
11:50 5 105 26.12
11:51 6 105 26.77
11:52 7 105 27.32
11:53 8 105 2r.7¢
11:54 9 105 28.28
11:55 10 105 28,52
11:56 11 105 28,88
11:58 13 105 Z29.23
12:00 15 105 29.73
jZ2:05 PUM. 20 105 30.58
12:06 21 105 30.74
12:12 ) 105 31.63
12:15 30 105 31,94
12:22 37 105 3z2.65
12:25 40 105 32.88
12:30 45 105 32.86
12:31 46 105 33.40
12:36 51 105 33.44
12:38 53 105 33.44
12:42 57 105 33.96
12:47 62 105 34,62
12:49 64 105 34.65
12:56 71 101 36.34
12:57 72 101 ’ £.41
1:00 75 101 35.58
1:11 86 101 35.38
1:17 87 101 34.48
1:14 89 101 34.75
1:16 a1 101 35,49
1:18 43 101 35.56
1:23 48 101 35.71
1:75 100 H 35.76
1:40 115 100 36.44
1:49 124 100 36.67
1:51 126 100 36.70
2:13 148 106 37.75
2:20 155 100 37.92
2:27 162 100 38.02
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TABLE B.3

TIME-DRAWDOWN DATA, WELL 1, GRIDLEY, ILLINOIS

Pumping Well: Well No. 3
Depth: 200 ft.
Location: Viilage of Gridley, Sec. 4, T.26N., 8.3E.
Obs. Weltl: Weld No. 1
Distance: 824 fi. from Well-No. 3
Date of Test: 9:45 A.M., July 2, 1953

Time Since Pumping Rate | Drawdown (ft.)
Pumping Started (gpim} Well Mo. 1
{min}
0 ] 0
3 220 0.3
L 220 0.7
8 220 1.3
12 220 2.1
0 220 3.2
pl3 220 3.6
30 220 4.1
28 £e0 4.7
a7 220 E.1
50 220 5.3
o0 220 5.7
70 720 6.1
&0 220 6.3
4 220 5.7
100 220 7.0
TABLE B.4

TIME-DRAWDOWN DATA, WELL 5,
GRAND ISLAND, NEBRASKA

Pumping Well: Weil 83
‘Dismeter: 24", Depth - 40 ft., Ground £1: 1812.16 ft.
Lacation: NWs, Sec. 17, T.1IN., R.8Y.
Gbs. Well: Well &, 229 ft. away from Well 83
Diameter: 1%, Depth - 12.9 ft., Ground El.: 1814.43 ft.
Date of Test: 6.05 A.M., July 2%, 1931 to 6.04 A.M., July 31, 1931

Date and Pumping Rate | Drawdown (ft.)
Time {gpm) Well 5
July 29, 1931
6:05 AM. 0.0 0.0
700 5400 0.09
8:00 540.0 0.18
8:00 540.0 0.28
16:00 5aG.0 6.3
11:00 540.0 0.39
12:00 LAY 0.44
1:00 P.M. 540.0 0,44
2:00 540G.0 (.54
3:00 EAQ 0 G.58
4:00 540.0 0.62
5:00 £40,0 0.66
6:00 5400 0.69
7:00 £40.0 0.72
£:00 40,0 0.74
.00 540.0 0.76
10:00 540.0 G6.78
11:00 5400 0.80
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TABLE B.:

GROUNDWATER LEVELS AND RIVER STAGES NEAR
THE KANKAKEE RIVER, DUNNS BRIDGE. INDIANA

bate River Stage Water Levels in
{Ft. above Well Mo. 1 (fi. above
datum) M.S.L)
ctober 1972
24 8.19 658,11
25 3,00 658,50
26 9.22 658,67
27 9.33 £58.77
28 %.32 £58.82
29 5.07 658.72
30 8.72 658.55
31 8.40 658.40
November 1572
1 8.14 658.21
2 7.95 £58.13
3 7.93 £58.03
4 7.97 657.99
5 3.02 657.97
6 7.88 657.92
7 7.65 657.82

Datum of river gage = 649.65 ft. above mean sea Tevel
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