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Abstract

This paper deals with sparse phase retrieval, i.e., the problem of estimating a vector from

quadratic measurements under the assumption that few components are nonzero. In particu-

lar, we consider the problem of finding the sparsest vector consistent with the measurements

and reformulate it as a group-sparse optimization problem with linear constraints. Then, we

analyze the convex relaxation of the latter based on the minimization of a block ℓ1-norm and

show various exact recovery and stability results in the real and complex cases. Invariance to

circular shifts and reflections are also discussed for real vectors measured via complex matrices.

1 Introduction

The problem of recovering a signal from quadratic measurements is known as phase retrieval. A
typical case with many applications, for instance in optics [23] or crystallography [11], is when
the measurements correspond to the (squared) magnitude of the Fourier transform of the signal.
Here, we consider the more general setting of arbitrary quadratic measurements, yi = xHQix,
i = 1, . . . , N , while focusing on the case where the signal x ∈ C

n is assumed to be sparse, i.e., with
few nonzero entries in x. As in compressive sensing [5, 1], which deals with the recovery of sparse
signals from linear measurements, the sparsity prior reduces the number of measurements required
to recover the signal.

Related work. Seminal works on phase retrieval [13, 9, 10, 8] did not consider the sparsity prior.
Though these methods were able to incorporate prior information on the support, they were not
designed to estimate the support with limited information on its size. More recently, matrix lifting
techniques were developed in [3, 2, 22] for phase retrieval and more particularly for the case of
sparse signals in [21, 12, 18]. The basic idea is to apply a change of variable resulting in linearized
measurement equations with a rank-1 constraint on the new matrix variable X = xxH . Then,
the rank-1 constraint is relaxed to the problem of minimizing the rank of the matrix, which is
further relaxed to the minimization of the nuclear norm. In these methods, the sparsity prior is
typically incorporated as the minimization of an ℓ1-norm, which induces a trade-off between the
satisfaction of the rank-1 constraint and the sparsity of the solution. Other methods focusing on
sparsity are typically iterative, like Fienup-type methods [15] using alternate projections or the
GESPAR method [20] implementing a local search strategy with a bi-directional greedy algorithm.
These iterative methods usually come without recovery guarantees.

Finally, note that sparse phase retrieval also enters the more general framework of nonlinear
compressed sensing, as investigated in [17] for analytic functions computing the measurements, in
[7] for quasi-linear functions and in [14] for polynomials.
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Contribution. We propose a convex approach to the sparse phase retrieval problem. This
approach relies on two main steps: the linearization of the constraints inducing a group-sparse
structure on the variables and a convex relaxation of the group-sparse optimization problem en-
forcing this structure. More precisely, the linearization is based on the Veronese map lifting the
signal to a higher dimensional space. This map is invariant to a global sign change and preserves
sparsity in the sense that the lifted signal has a group-sparsity similar to the sparsity of the original
signal. Thus, the proposed method amounts to estimating a group-sparse signal satisfying linear
constraints, from which the original signal can be recovered. This estimation relies on a convex
relaxation of the group-sparse problem based on a sum of norms, or block ℓ1-norm. Thus, while
methods based on matrix lifting lead to semi-definite programming problems, the proposed ap-
proach yields a more amenable second-order cone programming formulation. This formulation is
also easily extended to deal with noisy measurements. In addition to these algorithmic benefits, we
derive exact recovery conditions in the noiseless case and stable recovery guarantees in the presence
of noise.

Note that the approach taken here is similar in spirit to the one derived in [14] for the more
general problem of finding sparse solutions of polynomial systems of equations. However, the
analysis in [14] is limited to the real case and does not apply to polynomials without linear terms
as the ones found in phase retrieval.

Paper organization. For the sake of clarity, we first detail in Sect. 2 the proposed method in the
real case before extending it in Sect. 3 to the complex case. The effect of noise and stability results
are discussed in Sect. 4. The case of real signals measured via complex vectors is considered in
Sect. 5 which also deals with the invariance of the measurements to circular shifts and reflections.
Finally, Section 6 tests the proposed methods in numerical experiments.

Notations. Matrices are written with bold uppercase letters and vectors in bold lowercase letters,
except for the ith column Ai of a matrix A. The notation (A)i,j denotes the element at the ith
row and jth column of a matrix A. ℜ(·) and ℑ(·) denote the real and imaginary parts of a complex
number, vector or matrix, and i the imaginary unit. The superscripts T and H denote the transpose
and conjugate transpose, respectively, i.e., zH = zT . ‖ · ‖p denotes the ℓp-norm in R

n, while ‖ · ‖
denotes the norm in C

n induced by the inner product as ‖z‖ =
√
zHz. The ℓ0-pseudo-norm of a real

or complex vector x of dimension n is defined as ‖x‖0 = |{j ∈ {1, . . . , n} : xj 6= 0}| and denotes the
number of nonzero components xj . We also define the ℓ0-pseudo-norm of a vector-valued sequence
{ui}Ni=1 as ‖{ui}Ni=1‖0 = |{i ∈ {1, . . . , N} : ui 6= 0}|.

2 The real case

We write the sparse phase retrieval problem as

min
x∈Rn

‖x‖0 (1)

s.t. yi = (qT
i x)

2 = xTQix, i = 1, . . . , N,

where yi ∈ R are the measurements and Qi = qiq
T
i ∈ R

n×n. Due to symmetry, solutions to (1)
are defined up to their sign and the goal is to obtain an estimate x̂ = ±x0, for x0 in the solution
set of (1). In particular, we are interested in the case where (1) has a unique pair of solutions
{x0,−x0}, while conditions ensuring such a uniqueness are discussed in [16, 19].

The proposed method relies on two subsequent relaxations. While the first one linearizes the
constraints, the second one convexifies the objective function.

2.1 First level of relaxation

Let the Veronese map of degree 2, ν : Rn → R
M , be defined by

ν(x) = [x2
1, x1x2, . . . , x2

2, x2x3, . . . , x2
n−1, xn−1xn, x2

n]
T ,
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and the subscript ij denote the index of its component equal to xixj , i.e.,

ij =

min {i,j}−1
∑

k=1

(n− k + 1) + |j − i|+ 1 =

min {i,j}−1
∑

k=1

(n− k) + min {i, j}+ |j − i|. (2)

This notation is symmetric, i.e., ij and ji denote the same index, and will be used throughtout the
paper to index the components of vectors of RM or CM .

The constraints of the phase retrieval problem (1) can be rewritten as

Aν(x) = y

with A ∈ R
N×M and M =

(

n+ 1
2

)

= n(n+ 1)/2.

Let W j be an n ×M -binary matrix such that1 W jν(x) = xjx, i.e., W jν(x) is the vector of
n entries corresponding to the monomials in ν(x) including xj . Then, we have

xj = 0 ⇔ W jν(x) = 0

and the objective function in (1) can be written as

‖x‖0 = ‖{W jν(x)}nj=1‖0. (3)

Thus, (1) can be reformulated as the nonlinear group-sparse optimization problem

min
x∈Rn

‖{W jν(x)}nj=1‖0 (4)

s.t. Aν(x) = y.

Note that ν(x) = ν(−x), but that for x 6= ±x0, ν(x) 6= ν(x0). Thus, the problem can be posed
as the one of recovering the value of ν(x0), from which x0 can be inferred up to its sign.

To estimate ν(x0), we relax (4) to

min
v∈RM

‖{W jv}nj=1‖0 (5)

s.t. Av = y

vjj ≥ 0, j = 1, . . . , n,

where the variables in v estimating the components of ν(x) are not constrained to be interdepent
monomials of n base variables, but the last constraints in (5) nonetheless ensure that the vjj ’s
estimating the x2

j ’s are positive.

2.2 Convex relaxation

Problem (5) is a (linear) group-sparse optimization problem with highly overlapping groups. While
groupwise-greedy algorithms, such as the one proposed in [14], can be applied, their analysis is not
available for the case of overlapping groups. Therefore, here, we consider the convex relaxation
approach which aims at solving (5) via the following surrogate formulation:

v̂ = arg min
v∈RM

n
∑

j=1

‖W jWv‖2 (6)

s.t. Av = y

vjj ≥ 0, j = 1, . . . , n,

where we introduced the diagonal matrixW of precompensating weights (W )i,i = wi = ‖Ai‖2, and
which can be solved efficiently by off-the-shelf Second-Order Cone Programming (SOCP) solvers.

1More precisely, the entries of W j are given by (W j)k,l = δl,jk, l = 1, . . . ,M , k = 1, . . . , n, where δ is the
Kronecker delta and jk is an index as in (2).
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Then, we easily obtain an estimate of x0 from the estimate v̂ of ν(x) as x̂ = ν−1(v̂), where the
inverse mapping ν−1 is defined as

ν−1(v) =











1√
vii

[v1i, v2i, . . . , vni]
T
, if i > 0 and

v2ji
vii

= vjj , ∀j ∈ {1, . . . , n}

0, otherwise,

where

i =







min
j∈{1,...,n}

j, s.t. vjj > 0, if ∃j such that vjj > 0

0, otherwise.

In the above, the first nonzero entry (of index i) is assumed to be positive to fix the signs and
make ν−1 injective. This definition also ensures that

ν−1(ν(x)) = ±x

and that
‖ν−1(v)‖0 ≤ ‖{W jv}nj=1‖0 (7)

since, for ν−1(v) 6= 0, W jv = 0 ⇒ vji = 0 ⇒
(

ν−1(v)
)

j
= 0.

2.3 Analysis

We now turn to theoretical guarantees offered by the proposed approach. First, the following
theorem provides the rationale for tackling the sparse phase retrieval problem via the group-sparse
optimization formulation (5).

Theorem 1. If the solution v∗ to (5) is unique and yields x∗ = ν−1(v∗) 6= 0 such that yi =
(x∗)TQix

∗, i = 1, . . . , N , then {x∗,−x∗} is the unique pair of solutions of (1).

Proof. Assume there is an x0 6= ±x∗ satisfying the constraints of (1) and at least as sparse as x∗.
Then, Aν(x0) = y and, by using (3) and (7),

‖{W jν(x0)}nj=1‖0 = ‖x0‖0 ≤ ‖x∗‖0 ≤ ‖{W jv
∗}nj=1‖0,

which contradicts the fact that v∗ is the unique solution to (4) unless ν(x0) = v∗. But since
x0 6= ±x∗, we have x2

0j 6= (x∗
j )

2 for some j ∈ {1, . . . , n}, which implies (ν(x0))jj 6= (ν(x∗))jj =
(

ν(ν−1(v∗))
)

jj
. Therefore, by using Lemma 1 in Appendix A with the assumption x∗ = ν−1(v∗) 6=

0, there cannot be such an x0.

The following results regarding the convex formulation (6) are based on the notion of mutual
coherence.

Definition 1. The mutual coherence of a matrix A = [A1, . . . ,AM ] ∈ R
N×M is

µ(A) = max
1≤i<j≤M

|AT
i Aj |

‖Ai‖2‖Aj‖2
.

With this definition, we can state an exact recovery result (proof given in Appendix B.1).

Theorem 2. Let x0 be such that yi = xT
0 Qix0, i = 1, . . . , N , and v0 = ν(x0). If the condition

‖x0‖0 <
1

2
√
n

√

1 +
1

µ2(A)

holds, then v0 is the unique solution to (6).
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Corollary 1. Let x0 be a feasible point of (1). If the condition

‖x0‖0 <
1

2
√
n

√

1 +
1

µ2(A)

holds, then {x0,−x0} is the unique pair of solutions to the minimization problem (1) and they can
be computed as x0 = ±ν−1(v̂) with v̂ the solution to (6).

Proof. Assume there exists another solution x1 6= ±x0 to (1), and thus with ‖x1‖0 ≤ ‖x0‖0.
Then, Theorem 2 implies that both ν(x1) and ν(x0) are unique solutions to (6) and thus that
ν(x1) = ν(x0) = v̂. But this contradicts the definition of the mapping ν implying ν(x1) 6= ν(x0)
whenever x1 6= ±x0. Therefore the assumption x1 6= ±x0 cannot hold and {x0,−x0} is the unique
pair of solutions to (1), while ν−1(v̂) = ν−1(ν(x0)) = ±x0.

3 The complex case

Consider now the problem in complex domain:

min
x∈Cn

‖x‖0 (8)

s.t. yi = |qH
i x|2, i = 1, . . . , N,

where yi ∈ R and qi ∈ C
n.

The equations in the problem above are invariant to multiplication by a unit complex scalar
z with |z| = 1. Thus, there are sets of solutions of the form T (x0) = {x ∈ C

n : x = zx0, z ∈
C, |z| = 1}, and the goal is to obtain an estimate x̂ ∈ T (x0), from which T (x0) = T (x̂) can be
inferred due to the property of the invariance set:

∀x ∈ T (x0), T (x) = T (x0), (9)

which can be proved as follows. Let x = zx0 with |z| = 1, then T (x) = {a ∈ C
n : a = bx, b ∈

C, |b| = 1} = {a ∈ C
n : a = bzx0, b ∈ C, |b| = 1} = {a ∈ C

n : a = cx0, c ∈ C, |c| = 1} = T (x0).

3.1 First level of relaxation

As for the real case, the linearization of the equations will use the Veronese map, which we redefine
for complex vectors as follows.

Definition 2 (Complex Veronese map). The complex Veronese map ν : Cn → C
M is defined by

ν(x) = [x1x1, x1x2, . . . , x2x2, x2x3, . . . , xn−1xn−1, xn−1xn, xnxn]
T ,

for which the subscript ij, defined as in (2), denotes the component index such that (ν(x))ij equals
either xixj or xjxi (note that, for all pairs (i, j), there is exactly one such component).

Note that ν(x) = ν(x′) for all x′ ∈ T (x), since for 1 ≤ i ≤ j ≤ n, x′
ix

′
j = zxjzxj = |z|2xixj =

xixj , but that x
′ /∈ T (x) implies ν(x) 6= ν(x′), since x′ /∈ T (x) ⇒ |x′

j | 6= |xj | ⇒ x′
jx

′
j 6= xjxj .

Then, we define the inverse mapping as follows.

Definition 3 (Inverse complex Veronese map). The inverse complex Veronese map, ν−1 : CM →
C

n, is defined by

ν−1(v) =







1√
vii

[v1i, v2i, . . . , vni]
T
, if i > 0 and

|vji|2
vii

= vjj , ∀j ∈ {1, . . . , n}

0, otherwise,

where

i =







min
j∈{1,...,n}

j, s.t. ℜ(vjj) > 0, ℑ(vjj) = 0, if ∃j such that ℜ(vjj) > 0,ℑ(vjj) = 0

0, otherwise.

In particular, we have ν−1(ν(x)) ∈ T (x).
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Note that the square root acts on a real and positive number vii and is thus also a real positive
number. This implies xi =

√
vii ∈ R

+ and that we arbitrarily set ℑ(xi) = 0 to fix the value of z in
the equation ν−1(ν(x)) = zx, for a complex number z with |z| = 1, and thus make ν−1 injective.

With these definitions at hand, the equations in (8) are reformulated via Lemma 3 (all Lemmas
are given in Appendix A) as follows:

yi = xHqiq
H
i x = 2ℜ

(

ν(qi)
Hν(x)

)

−
n
∑

j=1

(ν(qi))jj (ν(x))jj , i = 1, . . . , N.

Define the vectors ai ∈ C
M , i = 1, . . . , N , with components given by (ai)jk = 2 (ν(qi))jk for

1 ≤ j < k ≤ n and (ai)jj = (ν(qi))jj , j = 1 . . . , n. Then, the equations above, linear wrt. to ν(x),

can be rewritten as yi = ℜ
(

aH
i ν(x)

)

, i = 1, . . . , N .
Additionally define the binary matrices W j such that the vector W jν(x) contains all the

monomials of ν(x) including either xj or xj :

W jν(x) = [x1xj , x2xj , . . . , xj−1xj , xjxj , xjxj+1, . . . , xjxn]
T ∈ C

n.

Then, we have
‖x‖0 = ‖{W jν(x)}nj=1‖0 (10)

and problem (8) can be rewritten as the nonlinear group-sparse optimization program

min
x∈Cn

‖{W jν(x)}nj=1‖0 (11)

s.t. y = ℜ (Aν(x)) ,

where A = [a1, . . . ,aN ]H .
Next, we relax this formulation by substituting v ∈ C

M for ν(x), which yields

min
v∈CM

‖{W jv}nj=1‖0 (12)

s.t. y = ℜ (Av)

vjj ∈ R
+, j = 1, . . . , n,

where the last constraints ensure that the vjj ’s estimating the modulus of the base variables are
positive real numbers.

The following theorem shows that this relaxation can be used as a proxy to solve the original
problem.

Theorem 3. If the solution v∗ to (12) is unique and yields x∗ = ν−1(v∗) 6= 0 such that yi =
|qH

i x∗|2, i = 1, . . . , N , then T (x∗) is the unique set of solutions of (8).

Proof. Assume there is an x0 6= T (x∗) satisfying the constraints of (8) and at least as sparse as
x∗. Then y = ℜ (Aν(x0)), and, by using (10) and Lemma 4,

‖{W jν(x0)}nj=1‖0 = ‖x0‖0 ≤ ‖x∗‖0 ≤ ‖{W jv
∗}nj=1‖0,

which contradicts the fact that v∗ is the unique solution to (12) unless ν(x0) = v∗. But since
x0 /∈ T (x∗), we have |x0j | 6= |x∗

j | and thus x0jx0j 6= x∗
jx

∗
j for some j ∈ {1, . . . , n}, which implies

(ν(x0))jj 6= (ν(x∗))jj =
(

ν(ν−1(v∗))
)

jj
. Therefore, by using Lemma 5 with the assumption

x∗ = ν−1(v∗) 6= 0, there cannot be such an x0.

3.2 Convex relaxation

We now introduce a second level of relaxation by replacing the ℓ0-pseudo norm by a block-ℓ1 norm.
This leads to a convex relaxation in the form of a SOCP:

min
v∈CM

n
∑

j=1

‖WR
j ℜ(v) + iW I

jℑ(v)‖ (13)

s.t. y = ℜ (Av)

vjj ∈ R
+, j = 1, . . . , n,
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where WR
j = W jW

R and W I
j = W jW

I with W̃ =

(

WR 0

0 W I

)

a diagonal matrix of precom-

pensating weights given by (WR)i,i = ‖ℜ(Ai)‖2 and (W I)i,i = ‖ℑ(Ai)‖2.

Theorem 4. Let x0 be such that yi = xH
0 qiq

H
i x0, i = 1, . . . , N , v0 = ν(x0) and Ã =

[ℜ(A), −ℑ(A)]. If the condition

‖x0‖0 <
1

2
√
2n

√

1 +
1

µ2(Ã)

holds, then v0 is the unique solution to (13).

Proof. The vector v0 is the unique solution to (13) if the inequality

n
∑

j=1

‖WR
j ℜ(v0 + δ) + iW I

jℑ(v0 + δ)‖ >

n
∑

j=1

‖WR
j ℜ(v0) + iW I

jℑ(v0)‖

holds for all δ ∈ C
M such that ℜ(A(v0 + δ)) = y, which implies the constraint ℜ (Aδ) = 0 on δ.

The inequality above can be rewritten as
∑

j∈I0

‖WR
j ℜ(δ)+iW I

jℑ(δ)‖+
∑

j /∈I0

‖WR
j ℜ(v0+δ)+iW I

jℑ(v0+δ)‖−‖WR
j ℜ(v0)+iW I

jℑ(v0)‖ > 0,

where I0 = {j ∈ {1, . . . , n} : WR
j ℜ(v0) = 0 ∧ W I

jℑ(v0) = 0}. By the triangle inequality,

‖a+ b‖ − ‖a‖ ≥ −‖b‖ with a = WR
j ℜ(v0) + iW I

jℑ(v0), this condition is met if

∑

j∈I0

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖ −
∑

j /∈I0

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖ > 0

or
n
∑

j=1

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖ − 2
∑

j /∈I0

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖ > 0. (14)

By defining Gj as the set of indexes corresponding to nonzero columns of W j , Lemma 6 yields

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖2 =
∑

i∈Gj

(wR
i )

2ℜ(δi)2 + (wI
i )

2ℑ(δi)2

≤ 2n
µ2(Ã)

1 + µ2(Ã)
‖WRℜ(δ) + iW Iℑ(δ)‖2.

Due to the fact that
⋃

k∈{1,...,n} Gk = {1, . . . ,M}, we also have

‖WRℜ(δ) + iW Iℑ(δ)‖2 =

M
∑

i=1

(wR
i )

2ℜ(δi)2 + (wI
i )

2ℑ(δi)2

≤
n
∑

k=1

∑

i∈Gk

(wR
i )

2ℜ(δi)2 + (wI
i )

2ℑ(δi)2

=

n
∑

k=1

‖WR
k ℜ(δ) + iW I

kℑ(δ)‖2

≤
(

n
∑

k=1

‖WR
k ℜ(δ) + iW I

kℑ(δ)‖
)2

,

which then leads to

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖2 ≤ 2n
µ2(Ã)

1 + µ2(Ã)

(

n
∑

k=1

‖WR
k ℜ(δ) + iW I

kℑ(δ)‖
)2

.
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Introducing this result in (14) gives the condition

n
∑

j=1

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖ − 2(n− |I0|)
µ(Ã)

√
2n

√

1 + µ2(Ã)

n
∑

k=1

‖WR
k ℜ(δ) + iW I

kℑ(δ)‖ > 0.

Finally, given that |I0| = n− ‖x0‖0, this yields
n
∑

j=1

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖ − 2‖x0‖0
µ(Ã)

√
2n

√

1 + µ2(Ã)

n
∑

k=1

‖WR
k ℜ(δ) + iW I

kℑ(δ)‖ > 0. (15)

or, for δ 6= 0,

‖x0‖0 <

√

1 + µ2(Ã)

2µ(Ã)
√
2n

,

which can be rewritten as in the statement of the Theorem.

Corollary 2. Let x0 be a feasible point of (8). If the condition

‖x0‖0 <
1

2
√
2n

√

1 +
1

µ2(Ã)

holds, then T (x0) is the unique set of solutions to the minimization problem (8) and it can be
computed as T (x0) = T (ν−1(v̂)) with v̂ the solution to (13).

Proof. Assume there exists another solution x1 /∈ T (x0) to (8), and thus with ‖x1‖0 ≤ ‖x0‖0.
Then, Theorem 4 implies that both ν(x1) and ν(x0) are unique solutions to (13) and thus that
ν(x1) = ν(x0) = v̂. But this contradicts Definition 2 implying ν(x1) 6= ν(x0) whenever x1 /∈
T (x0). Therefore the assumption x1 /∈ T (x0) cannot hold and T (x0) is the unique set of solutions
to (8), while ν−1(v̂) = ν−1(ν(x0)) ∈ T (x0), which, by using (9), implies T (x0) = T (ν−1(v̂)).

4 Stable recovery in the presence of noise

Consider now the case where the measurements y are perturbed by an additive noise e ∈ R
N of

bounded ℓ2-norm, ‖e‖2 ≤ ε. Then, the equations in (1) and (8) are of the form yi = |qH
i x|2 + ei

with the noise terms ei to be estimated together with the sparse signal. Note that in this context,
multiple solutions with different noise vectors can be valid. Thus, we aim at stability results
bounding the error on the estimates by a function of ε rather exact recovery ones. Details on the
proposed method to achieve these goals are given below, first for real signals and then for complex
ones.

4.1 Stability in the real case

In the noisy case with real data, the problem that we need to solve becomes

min
x∈Rn,e∈RN

‖x‖0 (16)

s.t. yi = |qT
i x|2 + ei, i = 1, . . . , N,

‖e‖2 ≤ ε,

where yi ∈ R and qi ∈ R
n. Following the approach of Sect. 2 leads to a convex relaxation in the

form of the SOCP

min
v∈RM

n
∑

j=1

‖W jWv‖2 (17)

s.t. ‖y −Av‖2 ≤ ε

vjj ≥ 0, j = 1, . . . , n,

for which we have the following stability result.
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Theorem 5. Let (x0, e0) denote a solution to (16). If the inequality

‖x0‖0 <
1

2n2(n+ 1)

(

1 +
1

µ(A)

)

(18)

holds, then the solution v̂ to (17) must obey

‖W (v̂ − ν(x0))‖22 ≤ 4nε2

1− µ(A)[2n2(n+ 1)‖x0‖0 − 1]
. (19)

If, in addition, ε = 0, then x̂ = ±x0.

We omit the proof which is similar to the one of Theorem 6 in [14], except for the last statement
concluding on the stability of x̂, and which closely follows the one for the complex case of Theorem 6
to be detailed below.

4.2 Stability in the complex case

Consider now the complex variant of the problem perturbed by noise:

min
x∈Cn,e∈RN

‖x‖0 (20)

s.t. yi = |qH
i x|2 + ei, i = 1, . . . , N,

‖e‖2 ≤ ε,

where yi ∈ R and qi ∈ C
n. The solution to this problem can be approached via the convex

relaxation

min
v∈CM

n
∑

j=1

‖WR
j ℜ(v) + iW I

jℑ(v)‖ (21)

s.t. ‖y −ℜ (Av) ‖2 ≤ ε

vjj ∈ R
+, j = 1, . . . , n.

As for the real case, we have a stability result for the estimation of ν(x).

Theorem 6. Let (x0, e0) denote a solution to (20). If the inequality

‖x0‖0 <
1

2n2(n+ 1)

(

1 +
1

µ(Ã)

)

(22)

holds, then the solution v̂ to (21) must obey

‖WRℜ(v̂ − ν(x0)) + iW Iℑ(v̂ − ν(x0))‖2 ≤ 4nε2

1− µ(Ã)[2n2(n+ 1)‖x0‖0 − 1]
. (23)

If, in addition, ε = 0, then x̂ = ν−1(v̂) ∈ T (x0).

Proof. Assume (20) has a solution (x0, e0). Let define v0 = ν(x0) and δ = v̂ − v0. The proof
follows a path similar to that of Theorem 3.1 in [6], which was adapted in [14] to the group-sparse
setting and which is here further extended to the complex case.

Due to the definition of v̂ as a minimizer of (21), δ must satisfy either

n
∑

j=1

‖WR
j ℜ(v0 + δ) + iW I

jℑ(v0 + δ)‖ <

n
∑

j=1

‖WR
j ℜ(v0) + iW I

jℑ(v0)‖

or δ = 0, in which case the statement is obvious. The inequality above can be rewritten as

∑

j∈I0

‖WR
j ℜ(δ)+iW I

jℑ(δ)‖+
∑

j /∈I0

‖WR
j ℜ(v0+δ)+iW I

jℑ(v0+δ)‖−‖WR
j ℜ(v0)+iW I

jℑ(v0)‖ < 0,
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where I0 = {j ∈ {1, . . . , n} : WR
j ℜ(v0) = 0 ∧ W I

jℑ(v0) = 0}. By the triangle inequality,
‖a+ b‖ − ‖a‖ ≥ −‖b‖, this implies

∑

j∈I0

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖ −
∑

j /∈I0

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖ < 0. (24)

In addition, δ must satisfy the constraints in (21) as

‖ℜ(A(v0 + δ))− y‖2 ≤ ε,

in which y can be replaced by ℜ(Av0) + e0, leading to

‖ℜ(Aδ)− e0‖2 ≤ ε.

Using ‖a‖2 ≤ ‖a− b‖2 + ‖b‖2, this implies ‖ℜ(Aδ)‖2 ≤ 2ε, which further gives

4ε2 ≥ ‖ℜ(Aδ)‖22 = ‖Ãδ̃‖22 = ‖ÃW̃
−1

W̃ δ̃‖22 = (W̃ δ̃)TW̃
−1

Ã
T
ÃW̃

−1
(W̃ δ̃)

= ‖W̃ δ̃‖22 + (W̃ δ̃)T (W̃
−1

Ã
T
ÃW̃

−1 − I)(W̃ δ̃)

≥ ‖W̃ δ̃‖22 −
∣

∣

∣(W̃ δ̃)T (W̃
−1

Ã
T
ÃW̃

−1 − I)(W̃ δ̃)
∣

∣

∣

≥ ‖W̃ δ̃‖22 − |W̃ δ̃|T |W̃−1
Ã

T
ÃW̃

−1 − I||W̃ δ̃|
≥ ‖W̃ δ̃‖22 − µ(Ã)(‖W̃ δ̃‖21 − ‖W̃ δ̃‖22)
= (1 + µ(Ã))‖W̃ δ̃‖22 − µ(Ã)‖W̃ δ̃‖21 (25)

where we used W̃
−1

W̃ = I and the fact that the diagonal entries of |W̃−1
Ã

T
ÃW̃

−1 − I| are
zeros while off-diagonal entries are bounded from above by µ(Ã).

Due to WR
j ℜ(δ)+ iW I

jℑ(δ) being a vector with a subset of entries from WRℜ(δ)+ iW Iℑ(δ),
we have ‖W̃ δ̃‖22 = ‖WRℜ(δ) + iW Iℑ(δ)‖2 ≥ ‖WR

j ℜ(δ) + iW I
jℑ(δ)‖2, j = 1, . . . , n, and thus

‖W̃ δ̃‖22 ≥ 1

n

n
∑

j=1

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖2. (26)

Since the groups defined by the W j ’s overlap, ‖W̃ δ̃‖2 = ‖WRℜ(δ) + iW Iℑ(δ)‖ ≤
∑n

j=1 ‖WR
j ℜ(δ) + iW I

jℑ(δ)‖, and the squared ℓ1-norm in (25) can be bounded by

‖W̃ δ̃‖21 ≤ M‖W̃ δ̃‖22 ≤ M





n
∑

j=1

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖





2

. (27)

Introducing the bounds (26)–(27) in (25) yields

1 + µ(Ã)

n

n
∑

j=1

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖2 − µ(Ã)M





n
∑

j=1

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖





2

≤ 4ε2. (28)

We will now use this inequality to derive an upper bound on
∑n

j=1 ‖WR
j ℜ(δ)+ iW I

jℑ(δ)‖2, which
will also apply to ‖W̃ δ̃‖22 ≤∑n

j=1 ‖WR
j ℜ(δ) + iW I

jℑ(δ)‖2 =
∑n

j=1(‖WR
j ℜ(δ)‖22 + ‖W I

jℑ(δ)‖22),
since the groups overlap and the squared components of W̃ δ̃ are summed multiple times in the
right-hand side. To derive the upper bound, we first introduce a few notations:

a =
∑

j∈I0

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖, b =
∑

j /∈I0

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖,

and

c0 =

∑

j∈I0
‖WR

j ℜ(δ) + iW I
jℑ(δ)‖2

(

∑

j∈I0
‖WR

j ℜ(δ) + iW I
jℑ(δ)‖

)2 ∈
[

1

|I0|
, 1

]

,
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c1 =

∑

j /∈I0
‖WR

j ℜ(δ) + iW I
jℑ(δ)‖2

(

∑

j /∈I0
‖WR

j ℜ(δ) + iW I
jℑ(δ)‖

)2 ∈
[

1

n− |I0|
, 1

]

,

where the box bounds are obtained by classical relations between the ℓ1 and ℓ2 norms2. With these
notations, the term to bound is rewritten as

n
∑

j=1

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖2 = c0a
2 + c1b

2,

while the inequality (28) becomes

1 + µ(Ã)

n
(c0a

2 + c1b
2)− µ(Ã)M(a+ b)2 ≤ 4ε2.

We further reformulate this constraint by letting a = ρb:

1 + µ(Ã)

n
(c0ρ

2 + c1)b
2 − µ(Ã)M(1 + ρ)2b2 ≤ 4ε2. (29)

Let γ = (1 + ρ)2/(c0ρ
2 + c1). Due to (24), we have a < b and thus ρ ∈ [0, 1), which, together with

the bounds on c0 and c1, gives the constraints 1 ≤ γ ≤ 4(n− |I0|). By setting V = (c0ρ
2 + c1)b

2,
(29) is rewritten as

1 + µ(Ã)

n
V − µ(Ã)MγV ≤ 4ε2,

where
1 + µ(Ã)

n
− µ(Ã)Mγ ≥ 1 + µ(Ã)

n
− 4(n− |I0|)µ(Ã)M > 0,

since γ ≤ 4(n− |I0|) and the positivity is ensured by the condition (22) and the fact that ‖x0‖0 =
n− |I0|. Thus,

‖W̃ δ̃‖22 ≤
n
∑

j=1

‖WR
j ℜ(δ) + iW I

jℑ(δ)‖2 = V ≤ 4nε2

1 + µ(Ã)− 4µ(Ã)nM‖x0‖0
,

which proves the stability result in (23) since ‖W̃ δ̃‖22 = ‖WRℜ(δ) + iW Iℑ(δ)‖2.
To conclude in the case ε = 0, it remains to see that (23) implies v̂ = ν(x0) and that Definition 3

ensures ν−1(ν(x0)) ∈ T (x0).

5 Complex data, but real solutions

Consider now the following problem:

min
x∈Rn

‖x‖0 (30)

s.t. yi = |qH
i x|2, i = 1, . . . , N,

where the signal x ∈ R
n and measurements yi ∈ R are assumed to be real while the vectors qi ∈ C

n

can be complex. In this case, v = ν(x) is also a real vector and solutions can be approximated via
a dedicated version of (13):

min
v∈RM

n
∑

j=1

‖WR
j v‖2 (31)

s.t. y = ℜ (Av) = ℜ (A)v

vjj ≥ 0, j = 1, . . . , n,

2Let u ∈ R|I0| with uj = ‖WR
j ℜ(δ) + iW I

jℑ(δ)‖. Then, c0 = (‖u‖2/‖u‖1)2 and the bounds are obtained by

the classical relation ∀u ∈ Rk, ‖u‖2 ≤ ‖u‖1 ≤
√
k‖u‖2.
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where A ∈ C
N×M is defined as in Sect. 3.1 and WR

j = W jW
R with precompensating weights

given by (WR)i,i = ‖ℜ(Ai)‖2.
For this particular case, Theorem 7 below is similar in spirit to Theorem 4, but allows us to gain

a
√
2 factor by using Lemma 7 instead of Lemma 6 in order to take into account that δ belongs

to R
M (detailed proof given in Appendix B.2). This results in a bound on ‖x0‖0 similar to the

one in Theorem 2 for the real case and based on the mutual coherence of the real part of A. Since
µ(ℜ(A)) ≤ µ(Ã), this also improves (relaxes) the bound compared with the one of Theorem 4.

Theorem 7. Let x0 ∈ R
n be such that yi = xT

0 qiq
H
i x0, i = 1, . . . , N , and v0 = ν(x0). If the

condition

‖x0‖0 <
1

2
√
n

√

1 +
1

µ2(ℜ(A))

holds, then v0 is the unique solution to (31).

In a typical instance of Problem (30), the measurements y correspond to the power spectrum
of a real signal. However, in this case, Theorem 7 does not apply since the solution is known not
to be unique due to invariances of the measurements. The following subsections first describe a
practical technique to deal with such invariances and then focus on the power spectrum case.

5.1 Invariances

Consider the case where the measurements are invariant to some transformation of the signal.
A typical example is when x ∈ R

n and {qi ∈ C
n} forms a Fourier basis. Then, the equations

yi = |qH
i x|2 are invariant to circular shifts of the components of x. This is problematic since

shifted versions of x lead to shuffled3 versions of ν(x). Thus, multiple shuffled v’s satisfy the
linearized constraints, yi = ℜ(A)v, and so does any convex combination of them. These convex
combinations need not be sparse as they combine vectors with different sparsity patterns, but lead
to lower or equal values of the convex cost function of (31).

To circumvent this issue, we need to linearize the constraints by a shift-invariant transformation
φ, such that φ(x0) = φ(x1) for x0 and x1 two shifted versions of the same vector. To lead to an
effective estimation method, the transformation φ must also retain sparsity in a sense similar to ν.

Consider the transformation φ : Rn → R
M defined by4

φ(x) = ν(shift(x, 1− k)), with k = arg max
i∈{1,...,n}

|xi|, (32)

where shift(·, k) stands for the k-steps circular shift operator. The transformation φ in (32) first
shifts the vector x such that the first component is the one with maximal magnitude. This results in
a shift-invariant transformation which retains sparsity and the linearization ability via the mapping
ν. The linearized constraints remain the same, i.e., yi = ℜ(A)φ, but another constraint must be
added to (31) in order to account for the shift-invariance.

More precisely, the definition of φ ensures that

(φ(x))11 ≥ (φ(x))jj , j = 2, . . . , n.

Thus, a valid vector φ̂ estimating φ(x0) can be found by solving

φ̂ = arg min
φ∈RM

n
∑

j=2

‖WR
j φ‖2 (33)

s.t. y = ℜ (A)φ

φ11 ≥ φjj ≥ 0, j = 2, . . . , n.

3Circular shifts of x lead to rearrangements of the components of ν(x) which are not exactly circular shifts.
For example, with x0 = [1, 1, 0, 0]T and x1 = [0, 1, 1, 0]T , we have ν(x0) = [1, 1, 0, 0, 1, 0, 0, 0, 0, 0]T and ν(x1) =
[0, 0, 0, 0, 1, 1, 0, 1, 0, 0]T .

4In the case where the argmax in (32) is not a singleton, k is arbitrarily set to the minimum of the indexes in
the argmax and φ cannot be shift-invariant. Assumptions regarding this issue will be made clear in Proposition 1
and Theorem 8 below.
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Note that the the cost function does not involve the first group of variables since x1 is assumed
to be nonzero. In comparison with (31), this formulation is still convex but cannot have multiple
solutions that are shifted/shuffled versions of one another.

Finally, the set of shifted solutions {xk}nk=1 to (30) is approximated by the set

φ−1(φ̂) =
{

shift(ν−1(φ̂), k)
}n

k=1
.

Following a similar approach, we can additionally take into account reflections by defining






























φ(x) = ν(x2)

x2 = ϕ(x) =

{

x1, if
∑n/2

i=2 |x1i|2 ≥∑n
i=2+n

2

|x1i|2

shift(reflection(x1), 1), otherwise

x1 = shift(x, 1− k)

k = argmaxi∈{1,...,n} |xi|,

(34)

where we assume n to be even and reflection(·) is the reflection operator defined by reflection(x) =
[xn, xn−1, . . . , x2, x1]

T . In plain words, the transformation φ in (34) first shifts the vector x such
that the first component is the one with maximal magnitude. Then, it applies a centered reflection
to the shifted x, named x1, only if the sum of squares over the first entries of x1 (without the first
one) is smaller than the one over the last ones. If this is the case, the result is shifted again to
recover the first component of x2 with maximal magnitude. Finally, the Veronese map is applied
to x2 to give φ(x).

Invariance of φ = ν ◦ ϕ to circular shifts and reflections is implied by the invariance of ϕ given
in the Proposition below (proof in Appendix B.3).

Proposition 1. For all x ∈ C
n such that

∣

∣argmaxi∈{1,...,n} |xi|
∣

∣ = 1, the following statements
hold for the transformation ϕ defined in (34):

1. ϕ is idempotent, i.e., ϕ ◦ ϕ(x) = ϕ(x);

and, for all x additionally satisfying
∑n/2

i=2 |x1i|2 6=
∑n

i=2+n
2

|x1i|2 with x1 =

shift(x, argmaxi∈{1,...,n} |xi|),

2. ϕ is shift-invariant, i.e., ∀s ∈ Z, ϕ(x) = ϕ(shift(x, s));

3. ϕ is reflection-invariant, i.e., ϕ(x) = ϕ(reflection(x)).

Note that statements 2 and 3 imply that ϕ is invariant to any combination of shifts and reflections.

Proposition 1 also shows the idempotence of ϕ, which of course does not transfer to φ directly
but which is however very useful. Indeed, this allows us to test if a candidate x2, supposed to

be the result of ϕ applied to some vector, is consistent with the definition of ϕ as x2
?
= ϕ(x2),

which can be checked via simple inequalities. Since these inequalities only involve the (squared)
magnitude of the entries in the vector, they can also be easily embedded as linear constraints in
(33) to compute an estimate φ̂ that is consistent with the transformation (34). This yields the
convex program

φ̂ = arg min
φ∈RM

n
∑

j=2

‖WR
j φ‖2 (35)

s.t. y = ℜ (A)φ (data fitting)

φ11 ≥ φjj ≥ 0, j = 2, . . . , n (shift-invariance)

n/2
∑

i=2

φii ≥
n
∑

i=2+n
2

φii (reflection-invariance),

where φjj estimates |xj |2. The advantage of using (35) is that it has a single solution independently
of the number of shifted/reflected solutions to (30), in the sense of the next theorem.
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Theorem 8. If Problem (30) has a unique set of shifted/reflected solutions S(x0) = {shift(x0, k) :
k ∈ {1, . . . , n}}∪{shift(reflection(x0), k) : k ∈ {1, . . . , n}}, and if

∣

∣argmaxi∈{1,...,n} |x0i|
∣

∣ = 1, then
there is exactly one vector ν(x) with x ∈ S(x0) in the feasible set of (35).

Proof. Since all x ∈ S(x0) are solutions to (30), they satisfy the first constraint in (35) as y =
ℜ (A) ν(x). By Proposition 1, ϕ is constant over the set S(x0) and equal to one of the vectors from
this set, say x0, for which we have in particular x0 = ϕ(x0). Then, ν(x0) = ν ◦ ϕ(x0) = φ(x0)
and thus ν(x0) satisfies all the constraints of (35) and is a feasible point.

Now take an x ∈ S(x0) with x 6= x0. Then, either x = shift(x0, k) or x =
shift(reflection(x0), k) for some k ∈ {1, . . . , n}. This implies argmaxi(ν(x))ii = argmaxi |xi| 6=
argmaxi |x0i| = argmaxi(ν(x0))ii. Since x0 satisfies the constraints in (35), we have
argmaxi(ν(x0))ii = 1 and thus argmaxi(ν(x))ii 6= 1, which shows that ν(x) violates the sec-
ond constraint and is not a feasible point of (35).

Illustrative example. Consider the vectors (x1 and x2 are not related to the notations of (34))

x1 = [1, 2, 3, 4, 0, 0]T , x2 = [4, 0, 0, 1, 2, 3]T , x3 = [0, 0, 4, 3, 2, 1]T ,

x4 = [2, 1, 0, 0, 4, 3]T , x5 = [4, 3, 2, 1, 0, 0]T ,

which are all obtained by shifts and reflections of the same vector. They all lead to the same
φ(xi) = ν(x5). Indeed, the transformation φ first applies the required shift and reflect operations
to map xi to x5 which has a first component with the largest magnitude and the largest half-sum
over its first entries. Then, φ computes the Veronese map of x5. Also note that all the ν(xi)
are feasible with respect to y = ℜ (A) ν(xi), but only ν(x5) satisfies the additional constraints

implementing shift and reflection invariance in (35). Therefore, we can obtain φ̂ = ν(x5) as the
unique solution to (35).

5.2 Support recovery from the power spectrum

When the measurements correspond to the squared magnitude of the Fourier transform of the
signal, i.e., its (squared) power spectrum, there is another issue beside shift/reflection-invariances.
Even with the correct support S = supp(x0), the linear system y = ℜ(AS)φS , where AS is the
submatrix of A with the corresponding columns, is under-determined. More precisely, for all i and
all j, |qij | = 1, which implies (ai)jj = (ν(qi))jj = 1 and Ajj = 1. Thus, even when limited to the
support S, AS has |S| similar columns and is rank-defficient.

Therefore, in this case the proposed approach cannot exactly recover x0 and (35) is used to
estimate the support S. Indeed, knowing the correct support can be useful for other methods
dedicated to the classical phase retrieval problem [8].

Though this case seems unfavorable, if the number of measurements satisfies N ≥ 2n − 1, the
autocorreleation of x0 (with zero padding),

rk =

n
∑

i=1

xixi+k, k = −n+ 1, . . . , n− 1,

can be computed via the inverse Fourier transform of y and thus is available. This information
can be included as linear constraints on the components φi(i+k) of φ estimating the cross products
xixi+k to drive the solution towards a satisfactory one.

In addition, following [12, 20], this can be used to restrict the support of the solution as follows.
First, note that with N ≥ 2n − 1, the measurements are not invariant to circular shifts of x but
of x with zero-padding. Thus, we cannot assume |x1| ≥ |xj |, j = 2, . . . , n. However, we can fix
x1 6= 0. Then, for all base variable index j ∈ {1, . . . , n},

rk = 0, k = j − 1, . . . , n− 1 ⇒ xj = 0. (36)

Thus, the corresponding variables in φ can be set to zero, i.e., W jφ = 0. Moreover, let jm be
the minimum of the j’s satisfying the condition in (36), then xjm−1 6= 0, which can be favored
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by removing the corresponding term in the cost function. Combining all the information on the
solution in a convex program leads to the final formulation

φ̂ = arg min
φ∈RM

jm−2
∑

j=2

‖WR
j φ‖2 (37)

s.t. y = ℜ (A)φ (data fitting)

φjj ≥ 0, j = 1, . . . , jm − 1 (structural knowledge)

n/2
∑

i=2

φii ≥
n
∑

i=2+n
2

φii (reflection-invariance)

n−k
∑

i=1

φi(i+k) = rk, k = 0, . . . , n− 1 (autocorrelation)

W jφ = 0, j = jm, . . . , n (restricted support).

A noise-tolerant version of (37) is obtained by replacing the constraint y = ℜ (A)φ by ‖y −
ℜ (A)φ‖2 ≤ ε. This modification also applies to (31) and (35).

6 Experiments

For the experiments, we consider two variants of the proposed approach: the convex method
described in details in the previous sections and the greedy method for solving the group-sparse
optimization problems (5) and (12). Implementation details for these two methods are as described
in [14], with slight modifications to handle complex variables. In particular, the convex method
uses the iterative reweighting of [4] adapted to the group-sparse setting to enhance the sparsity of
the solution. The greedy method starts with an empty support and, at each iteration, adds the
group of variables in v corresponding to the base variable xj that results in the best approximation
of y.

For complex signals, x0, we measure the relative error corresponding to the normalized distance
between the estimate x̂ and the set T (x0), i.e., minx∈T (x0) ‖x̂−x‖/‖x‖. Exact recovery is detected
when this error is smaller than 10−6‖x0‖.

Exact recovery in the noiseless case. We estimate the probability of exact recovery at various
sparsity levels, ‖x0‖0, in the complex case where n = 20 and N = 50. For each sparsity level,
the probability is estimated as the percentage of successful trials over a Monte Carlo experiment
with 100 trials. In each trial, N complex vectors qi ∈ C

n are drawn from a zero-mean Gaussian
distribution of unit variance to measure a random signal x0 ∈ C

n with ‖x0‖0 nonzero entries at
random locations whose values are drawn from a zero-mean Gaussian distribution of unit variance.
Results shown in Fig. 1 indicate that the proposed approach can exactly recover sufficiently sparse
signals with high probability.

Similar experiments are performed to evaluate the influence of the number of measurements N
on the probability of exact recovery. Results reported in the right plot of Fig. 1 show that, with
a sparsity level of ‖x0‖0 = 4, the convex method requires more measurements for perfect recovery
than the greedy strategy. However, N ≈ ‖x0‖30 measurements are already sufficient to exactly
recover x0 in all trials.

Stable recovery in the noisy case. We now consider the noisy case where yi = |qH
i x0|2 + ei,

i = 1, . . . , N , and ‖e‖2 ≤ ε. Over 100 trials, Figure 2 reports the mean relative error and the rate
of successful support recovery for N = 50 and ε = 3. These results show that sufficiently sparse
signals can be accurately estimated from noisy quadratic measurements and that the probability of
support recovery in this case follows a curve similar to the one of the probability of exact recovery
in the noiseless case. This means that the methods are robust to noise regarding the recovery of
the correct support.

15



0 2 4 6 8 10
0

0.2

0.4

0.6

0.8

1

Sparsity level

E
s
ti
m

a
te

d
 p

ro
b

a
b

ili
ty

 o
f 

e
x
a

c
t 

re
c
o

v
e

ry

0 20 40 60 80 100
0

0.2

0.4

0.6

0.8

1

Number of measurements N

E
s
ti
m

a
te

d
 p

ro
b

a
b

ili
ty

 o
f 

e
x
a

c
t 

re
c
o

v
e

ry

Figure 1: Estimated probability of exact recovery in the noiseless case for the convex relaxation (13)
(plain line) and the greedy method applied to (12) (dashed line) versus the number of nonzeros
(left) and the number of measurements (right).
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Figure 2: Mean relative error (left) and estimated probability of support recovery (right) in the
noisy case for the convex relaxation (13) (plain line) and the greedy method applied to (12) (dashed
line).
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Figure 3: Estimated probability of support recovery from the magnitude of the Fourier transform
when using (35) for N = n (plain line) and when using (37) for N = 2n (dashed line) versus the
sparsity level.

Support estimation from the power spectrum. We now test if the convex method is robust
to invariances, such as the ones discussed in Sect. 5.2, when estimating the support. In particular,
we start with a setting in which x ∈ R

n, N = n = 20 and qH
i , i = 1, . . . , N , are the rows of

the n-point Fourier matrix. In this case, the autocorrelation cannot be computed and the convex
formulation (35) is used to estimate the support. Then, we perform similar experiments but with
oversampling (N = 2n), thus allowing for the computation of the autocorrelation and the use
of (37). Results shown in Fig. 3 indicate that by using (35) we can recover the correct support
for sufficiently sparse signals without oversampling, i.e., with as many measurements as unknowns,
while using more information extracted from the autocorrelation of the signal only slightly helps
to recover larger supports.

7 Conclusions

The paper proposed a new approach to phase retrieval of sparse signals. This approach is based
on a group-sparse optimization formulation of the problem with linearized constraints. Exact and
stable recovery results were shown for a convex relaxation of this formulation both in the real and
complex case. Invariances to circular shifts and reflections that are common in phase retrieval
problems were also discussed and a practical technique was given to prevent these from breaking
the sparsity of the solution.

Future work will focus on deriving theoretical guarantees for the invariance issue. Another
direction of research concerns the analysis of greedy algorithms for the group-sparse optimization
problem, which proved as valuable as the convex relaxations in experiments for measurements
without invariance. How to deal with invariances in these methods will also be investigated.
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A Lemmas

Lemma 1. Let ν and ν−1 be defined as in Section 2. For all v ∈ R
M such that ν−1(v) 6= 0 and

v′ ∈ R
M , if

(

ν(ν−1(v))
)

jj
6= v′jj for some j ∈ {1, . . . , n}, then v 6= v′.

Proof. Assume that ν−1(v) 6= 0 and let i = minj j, s.t. vjj > 0. Then, ∀j ∈ {1, . . . , n}, we have

(

ν(ν−1(v))
)

jj
=
(

ν−1(v)
)2

j
=

v2ji
vii

= vjj ,

where the last equality follows from the definition of ν−1. Therefore, if
(

ν(ν−1(v))
)

jj
= vjj 6= v′jj

for some j ∈ {1, . . . , n}, we obtain v 6= v′.

Lemma 2. Let A = [A1, . . . ,AM ] be an N × M real matrix with mutual coherence µ(A) as
in Definition 1. Let W be the M × M -diagonal matrix of entries wi = ‖Ai‖2. Then, for all
δ ∈ Ker(A) and i ∈ {1, . . . ,M}, the bound

w2
i δ

2
i ≤ µ2(A)

1 + µ2(A)
‖Wδ‖22 (38)

holds.

Proof. See Lemma 2 in [14].

Lemma 3. Let the complex Veronese map ν be as in Definition 2. Then, for all q ∈ C
n and

x ∈ C
n, the following equality holds:

xHqqHx = 2ℜ
(

ν(q)Hν(x)
)

−
n
∑

j=1

(ν(q))jj (ν(x))jj .

Proof.

xHqqHx =

(

n
∑

k=1

xkqk

)





n
∑

j=1

qjxj





=
n
∑

j=1

qjxj

n
∑

k=1

qkxk =
n
∑

j=1

n
∑

k=1

qjqkxjxk

=

n
∑

j=1

qjqjxjxj +

n
∑

j=1

∑

k 6=j

qjqkxjxk

=

n
∑

j=1

qjqjxjxj +

n
∑

j=1





∑

k<j

qjqkxjxk +
∑

k>j

qjqkxjxk





=

n
∑

j=1

qjqjxjxj +

n
∑

j=1

∑

k>j

(qkqjxkxj + qjqkxjxk)

=

n
∑

j=1

qjqjxjxj +

n
∑

j=1

∑

k>j

(

qjqkxjxk + qjqkxjxk

)

At this point, we use the fact that z + z = 2ℜ(z), which yields

xHqqHx =

n
∑

j=1

qjqjxjxj + 2

n
∑

j=1

∑

k>j

ℜ (qjqkxjxk)

=

n
∑

j=1

(ν(q))jj (ν(x))jj + 2

n
∑

j=1

∑

k>j

ℜ
(

(

ν(q)
)

jk
(ν(x))jk

)
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Since (ν(q))jj (ν(x))jj = qjqjxjxj = |qjxj |2 is a real number, it can be introduced in the second
sum as

xHqqHx = −
n
∑

j=1

(ν(q))jj (ν(x))jj + 2

n
∑

j=1

∑

k≥j

ℜ
(

(

ν(q)
)

jk
(ν(x))jk

)

= −
n
∑

j=1

(ν(q))jj (ν(x))jj + 2

n
∑

j=1

∑

k≥j

[

ℜ
(

ν(q)
)

jk
ℜ (ν(x))jk −ℑ

(

ν(q)
)

jk
ℑ (ν(x))jk

]

= −
n
∑

j=1

(ν(q))jj (ν(x))jj + 2

[

ℜ
(

ν(q)
)T

ℜ (ν(x))−ℑ
(

ν(q)
)T

ℑ (ν(x))

]

= −
n
∑

j=1

(ν(q))jj (ν(x))jj + 2
[

ℜ (ν(q))
T ℜ (ν(x)) + ℑ (ν(q))

T ℑ (ν(x))
]

= 2ℜ
(

ν(q)Hν(x)
)

−
n
∑

j=1

(ν(q))jj (ν(x))jj ,

where the last equality is due to ℜ(aHb) = ℜ(a)Tℜ(b) + ℑ(a)Tℑ(b).

Lemma 4. Let ν−1 be as in Definition 3 and the matrices W j as in Sect. 3.1. Then, for all
v ∈ C

M ,
‖ν−1(v)‖0 ≤ ‖{W jv}nj=1‖0. (39)

Proof. According to Definition 3, |
(

ν−1(v)
)

j
|2 =

|vji|
2

vii
= vjj . On the other hand, vjj belongs to

a single group of variables generated by the W j , i.e., (W k)(jj) 6= 0 ⇔ k = j. Thus,
(

ν−1(v)
)

j
6=

0 ⇒ vjj > 0 ⇒ W jv 6= 0 ⇒ ‖ν−1(v)‖0 ≤ ‖{W jv}nj=1‖0.

However, note that the converse is not true: we can have ‖ν−1(v)‖0 6= ‖{W jv}nj=1‖0, e.g.,
when vjj = 0, j = 1, . . . , n, and vij 6= 0 for some i and j.

Lemma 5. Let ν and ν−1 be defined as in Definitions 2 and 3. For all v ∈ C
M such that

ν−1(v) 6= 0 and v′ ∈ C
M , if

(

ν(ν−1(v))
)

jj
6= v′jj for some j ∈ {1, . . . , n}, then v 6= v′.

Proof. Assume that ν−1(v) 6= 0 and let i = minj j, s.t. ℜ(vjj) > 0, ℑ(vjj) = 0. Then, ∀j ∈
{1, . . . , n}, we have

(

ν(ν−1(v))
)

jj
=
(

ν−1(v)
)

j

(

ν−1(v)
)

j
=

vij√
vii

vij√
vii

=
|vij |2
vii

= vjj ,

where the last equality follows from Definition 3. Therefore, if
(

ν(ν−1(v))
)

jj
= vjj 6= v′jj for some

j ∈ {1, . . . , n}, we obtain v 6= v′.

Lemma 6. For all δ ∈ C
M such that ℜ(Aδ) = 0, the inequality

(wR
i )

2ℜ(δi)2 + (wI
i )

2ℑ(δi)2 ≤ 2µ2(Ã)

1 + µ2(Ã)
‖WRℜ(δ) + iW Iℑ(δ)‖2

holds with Ã = [ℜ(A), −ℑ(A)] ∈ R
N×2M .

Proof. We rewrite the assumption as

0 = ℜ(Aδ) = Ãδ̃,

where δ̃ = [ℜ(δ)T , ℑ(δ)T ]T ∈ R
2M . Then, we can use Lemma 2 to bound the entries in δ̃ as

(wR
i )

2ℜ(δi)2 ≤ µ2(Ã)

1 + µ2(Ã)

∥

∥

∥W̃ δ̃
∥

∥

∥

2

2
,
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with W̃ =

(

WR 0

0 W I

)

a diagonal matrix of entries (W̃ )i,i = ‖Ãi‖2, and

(wI
i )

2ℑ(δi)2 ≤ µ2(Ã)

1 + µ2(Ã)

∥

∥

∥W̃ δ̃
∥

∥

∥

2

2
.

These inequalities lead to

(wR
i )

2ℜ(δi)2 + (wI
i )

2ℑ(δi)2 ≤ 2µ2(Ã)

1 + µ2(Ã)
‖W̃ δ̃‖22,

where
‖W̃ δ̃‖22 = ‖WRℜ(δ)‖22 + ‖W Iℑ(δ)‖22 = ‖WRℜ(δ) + iW Iℑ(δ)‖2.

Lemma 7. For all δ ∈ R
M such that ℜ(A)δ = 0, the inequality

(wR
i )

2δ2i ≤ µ2 (ℜ(A))

1 + µ2 (ℜ(A))
‖WRδ‖22,

where WR is a diagonal matrix of entries (WR)i,i = wR
i = ‖ℜ(Ai)‖2.

Proof. This is a direct consequence of Lemma 2 applied to ℜ(A) and δ ∈ Ker(ℜ(A)).

B Proofs

B.1 Proof of Theorem 2

This proof is similar to the one of Theorem 3 in [14].

Proof. The vector v0 is the unique solution to (6) if the inequality

n
∑

j=1

‖W jW (v0 + δ)‖2 >

n
∑

j=1

‖W jWv0‖2

holds for all δ 6= 0 satisfying Aδ = 0. The inequality above can be rewritten as

∑

j∈I0

‖W jWδ‖2 +
∑

j /∈I0

‖W jW (v0 + δ)‖2 − ‖W jWv0‖2 > 0,

where I0 = {j ∈ {1, . . . , n} : W jWv0 = 0}. By the triangle inequality, ‖a+ b‖2 − ‖a‖2 ≥ −‖b‖2,
this condition is met if

∑

j∈I0

‖W jWδ‖2 −
∑

j /∈I0

‖W jWδ‖2 > 0

or
n
∑

j=1

‖W jWδ‖2 − 2
∑

j /∈I0

‖W jWδ‖2 > 0. (40)

By defining Gj as the set of indexes corresponding to nonzero columns of W j , Lemma 2 yields

‖W jWδ‖22 =
∑

i∈Gj

w2
i δ

2
i ≤ n

µ2(A)

1 + µ2(A)
‖Wδ‖22,

Due to the fact that
⋃

k∈{1,...,n} Gk = {1, . . . ,M}, we also have

‖Wδ‖22 =

M
∑

i=1

w2
i δ

2
i ≤

n
∑

k=1

∑

i∈Gk

w2
i δ

2
i =

n
∑

k=1

‖W kWδ‖22 ≤
(

n
∑

k=1

‖W kWδ‖2
)2

,
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which then leads to

‖W jWδ‖22 ≤ n
µ2(A)

1 + µ2(A)

(

n
∑

k=1

‖W kWδ‖2
)2

.

Introducing this result in (40) gives the condition

n
∑

j=1

‖W jWδ‖2 − 2(n− |I0|)
µ(A)

√
n

√

1 + µ2(A)

n
∑

k=1

‖W kWδ‖2 > 0.

Finally, given that |I0| = n− ‖{W jv0}nj=1‖0 = n− ‖x0‖0, this yields
n
∑

j=1

‖W jWδ‖2 − 2‖x0‖0
µ(A)

√
n

√

1 + µ2(A)

n
∑

k=1

‖W kWδ‖2 > 0.

or, after rearranging the terms,

‖x0‖0 <

√

1 + µ2(A)

2µ(A)
√
n

,

which can be rewritten as in the statement of the Theorem.

B.2 Proof of Theorem 7

This proof is very similar to the ones of Theorems 2 and 4.

Proof. The vector v0 is the unique solution to (31) if the inequality

n
∑

j=1

‖WR
j (v0 + δ)‖2 >

n
∑

j=1

‖WR
j v0‖2

holds for all δ ∈ R
M such that ℜ(A)(v0 + δ) = y, which implies the constraint ℜ (A) δ = 0 on δ.

The inequality above can be rewritten as

∑

j∈I0

‖WR
j δ‖2 +

∑

j /∈I0

‖WR
j (v0 + δ)‖2 − ‖WR

j v0‖2 > 0,

where I0 = {j ∈ {1, . . . , n} : WR
j v0 = 0}. By the triangle inequality, ‖a+ b‖ − ‖a‖ ≥ −‖b‖ with

a = WR
j v0, this condition is met if

n
∑

j=1

‖WR
j δ‖2 − 2

∑

j /∈I0

‖WR
j δ‖2 > 0. (41)

By defining Gj as the set of indexes corresponding to nonzero columns of W j , Lemma 7 yields

‖WR
j δ‖22 =

∑

i∈Gj

(wR
i )

2δ2i ≤ n
µ2(ℜ(A))

1 + µ2(ℜ(A))
‖WRδ‖22.

Due to the fact that
⋃

k∈{1,...,n} Gk = {1, . . . ,M}, we also have

‖WRδ‖22 =
M
∑

i=1

(wR
i )

2δ2i ≤
n
∑

k=1

∑

i∈Gk

(wR
i )

2δ2i =
n
∑

k=1

‖WR
k δ‖22 ≤

(

n
∑

k=1

‖WR
k δ‖2

)2

,

which then leads to

‖WR
j δ‖22 ≤ n

µ2(ℜ(A))

1 + µ2(ℜ(A))

(

n
∑

k=1

‖WR
k δ‖2

)2

.
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Introducing this result in (41) gives the condition

n
∑

j=1

‖WR
j δ‖2 − 2(n− |I0|)

µ(ℜ(A))
√
n

√

1 + µ2(ℜ(A))

n
∑

k=1

‖WR
k δ‖2 > 0.

Finally, given that |I0| = n− ‖x0‖0, this yields , for δ 6= 0,

‖x0‖0 <

√

1 + µ2(ℜ(A))

2µ(ℜ(A))
√
n

,

which can be rewritten as in the statement of the Theorem.

B.3 Proof of Proposition 1

Proof. To prove Statement 1, note that the operation x2 = shift(reflection(x1), 1) is equivalent to

x2 =

[

x11

reflection(x̃1)

]

, x̃1 = [x12, x13, . . . , x1n]
T ,

where the reflection is centered on x̃1(n/2) = x1(1+n/2). Thus,

x2 = [x11, x1n, x1(n−1), . . . , x12]
T

and

n/2
∑

i=2

|x2i|2 =

n/2−2
∑

i=0

|x1(n−i)|2 =

n
∑

i=2+n
2

|x1i|2 >

n/2
∑

i=2

|x1i|2 =

n/2−2
∑

i=0

|x2(n−i)|2 =

n
∑

i=2+n
2

|x2i|2,

where the inequality holds whenever this operation is performed in (34) (i.e., if this is not the

case, then x2 = x1). Therefore, for all x, we obtain a vector x2 = ϕ(x) such that
∑n/2

i=2 |x2i|2 ≥
∑n

i=2+n
2

|x2i|2. Since argmaxi∈{1,...,n} |x2i| = 1 and shift(x2, 1− argmaxi∈{1,...,n} |x2i|) = x2, this

implies that ϕ(x2) = x2, i.e., ϕ(ϕ(x)) = ϕ(x).
Statement 2 is easily seen from the fact that x1 does not change when x is shifted.
To prove Statement 3, let x′ = reflection(x) = [xn, xn−1, . . . , x1]

T , k = argmaxi∈{1,...,n} |xi|,
and k′ = argmaxi∈{1,...,n} |x′

i|. Then, k′ = n− k + 1 and

x′
1 = shift(x′, 1− k′) = shift(x′, k − n) = shift(x′, k)

= [x′
n−k+1, x

′
n−k+2, . . . , x

′
n, x

′
1, x

′
2, . . . , x

′
n−k]

T

= [xk, xk−1, . . . , x1, xn, xn−1, . . . , xk+1]
T .

Define x1 = shift(x, 1− k) = [xk, xk+1, . . . , xn, x1, x2, . . . , xk−1]
T .

If k < n/2, we have

n/2
∑

i=2

|x′
1i|2 =

k−1
∑

i=1

|xi|2 +
n
2
−k
∑

i=1

|xn−i+1|2 =

n
∑

i=n+2−k

|x1i|2 +
n−k+1
∑

i=n/2+2

|x1i|2 =

n
∑

i=n/2+2

|x1i|2,

and otherwise, if k ≥ n/2, we obtain

n/2
∑

i=2

|x′
1i|2 =

k−1
∑

i=k−n
2
+1

|xi|2 =

n
∑

i=n/2+2

|x1i|2.

On the other hand, if k ≤ n/2, then

n
∑

i=2+n
2

|x′
1i|2 =

n
2
+k−1
∑

i=k+1

|xi|2 =

n/2
∑

i=2

|x1i|2,
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while if k > n/2:

n
∑

i=2+n
2

|x′
1i|2 =

n
∑

i=k+1

|xi|2 +
k−n

2
−1

∑

i=1

|xi|2 =

n−k+1
∑

i=2

|x1i|2 +
n/2
∑

i=n−k+2

|x1i|2 =

n/2
∑

i=2

|x1i|2.

Therefore,
n/2
∑

i=2

|x1i|2 >

n
∑

i=2+n
2

|x1i|2 ⇔
n/2
∑

i=2

|x′
1i|2 <

n
∑

i=2+n
2

|x′
1i|2

and ϕ applies a reflection to x if and only if it does not apply one to x′ (the inequalities above are
strict by assumption). Thus, in the case x is reflected by ϕ, we have

ϕ(x′) = shift(reflection(x), k) = reflection(shift(x, n− k))

and

ϕ(x) = shift(reflection(shift(x, 1− k)), 1)

= reflection(shift(shift(x, 1− k), n− 1))

= reflection(shift(x, n− k))

= ϕ(x′),

while in the case x is not reflected by ϕ, we have

ϕ(x) = shift(x, 1− k)

and

ϕ(x′) = shift(reflection(shift(reflection(x), k)), 1)

= reflection(shift(shift(reflection(x), k), n− 1))

= reflection(shift(reflection(x), n+ k − 1))

= reflection(reflection(shift(x,−k + 1)))

= shift(x, 1− k)

= ϕ(x).
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