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#### Abstract

With an aim to developing expressive language theoretical tools applicable to inverse semigroup languages, that is, subsets of inverse semigroups, this paper explores the language theory of finite labeled birooted trees: Munn's birooted trees extended with vertex labeling.

To this purpose, we define a notion of finite state birooted tree automata that simply extends finite state word automata semantics. This notion is shown to capture the class of languages that are definable in Monadic Second Order Logic and upward closed with respect to the natural order defined in the inverse monoid structure induced by labeled birooted trees.

Then, we derive from these automata the notion of quasi-recognizable languages, that is, languages recognizable by means of (adequate) premorphisms into finite (adequately) ordered monoids. This notion is shown to capture finite Boolean combinations of languages as above. Applied to a simple encoding of finite (mono-rooted) labeled tree languages in of labeled birooted trees, we show that classical regular languages of finite (mono-rooted) trees are quasi-recognizable in the above sense.

The notion of quasi-recognizability thus appears as an adequate remedy to the known collapse of the expressive power of classical algebraic tools when applied to inverse semigroups.

Illustrative examples, in relation to other known algebraic or automata theoretic frameworks for defining languages of finite trees, are provided throughout.
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## Introduction

For decades, one of the main challenges faced by theoretical computer science is to develop mathematical frameworks that can be used for the specification, design and validation of computerized systems [63]. A formal method such as event $B$ [1], whose applicability to industry is clearly demonstrated regards to its use in automated public transport, offers a especially good example of how topics as varied as logic, proof theory, automata theory and formal languages can be combined and shaped towards applications [63].

Since the early 80 s [20, 47], many algebraic frameworks have been developed for such a purpose. They are based on the general idea that models of complex systems should be definable by means of combinations of the models of some simpler subsystems. Various notions of sequential composition, alternative composition or parallel composition of system components have thus been defined and studied accordingly.

However, some examples of system modeling show that such a distinction does not necessarily fit the abstraction/refinement methodology that system designers may follow [1]. For instance, the well known distributed algorithm for leader election in a graph [9] is, at the abstract specification level, based upon the sequential execution of two global phases: the construction of a spanning tree followed by the pruning of that spanning tree. However, at the concrete execution level these two phases may overlap in time. The pruning phase may start locally as soon as the spanning tree phase is locally completed. In other words, when composing two global computation phases one "after" the other, a composition of this type is neither purely sequential nor purely parallel: it is both!

Computational music, a field of application that is greatly in demand of modular, multi-scale and hierarchical modeling tools that would allow, in a single formalism, both the abstract modeling of the musical intention of the composers and the concrete modeling of their music, also offers a plentiful supply of examples of this type. The simplest notion of "starting the music at the same time" is one of such example. At the concrete level of musical performance, it should allow the first notes to be played at different time. At the more abstract level of musical intention, it clearly means agreeing on some more logical notion of start time. This is especially well illustrated by the notion of musical anacrusis [29].

In other words, when composing models of system behaviors, one may need a product that could be interpreted, on the abstract level, as a sequential composition, but that would also allow, on a more concrete level, parallel overlaps. Thus we may seek for a structural means to combine graph structures with some overlaps. An existing and well developed mathematical theory does happen to be available for such a purpose: the theory of inverse semigroups [52, 40].

Experiments conducted in mathematical physics already show that some notion of higher dimensional strings can be defined and applied to the local and modular description of global quasi-crystal structures [36]. These studies led to the definition of tiling semigroups with a notion of product of tiles that allows partial overlaps [37, 38].

Experiments conducted in computational music such as [29, 2, 35], based on earlier work [12], show that timed versions of the monoid of birooted words, that is, the monoid of McAlister [45, 41], can effectively be used as a model of complex system behaviors.

Further development in the field of functional programming for multimedia applications led to the definition of a tiled extension of the notion of polymorphic temporal media (PTM) [23, 24]. Equipped with the related notion of tiled product, this data type induces an algebraic structure that is also an inverse monoid [25].

Modeling experiments conducted in the field of distributed algorithm [26] also show that birooted trees, a central notion in inverse semigroup theory, can be efficiently used for an incremental and modular description of some distributed algorithms.

All these experiments give high incentive for developing a formal language theory adapted to inverse semigroup language, that is, subsets of inverse semigroups. Such a theory will provide the robust mathematical framework that is needed for defining some well founded specification, analysis and synthesis tools for these newly emerging inverse semigroup based modeling techniques.

From the mathematical point of view, the existence of the free inverse monoids [58, 48] says that it would suffice to develop the language theory of birooted trees, that is, a certain kind of edge labeled trees with two distinguished vertices: their so called input and output roots. However, from the computer science point of view, the trees most commonly encountered are trees with labels on both edges and vertices.

In this paper, we develop the language theory of (edge and vertex) labeled birooted trees, that is, Munn's birooted trees extended with vertex labeling.

The fact is that languages of labeled birooted trees are more easily related to the classical language theory of trees and, beyond, the known results on the logical definability of tree languages [62]. Moreover, labeled birooted trees induce inverse monoids that are simple quotients of free inverse monoids. It follows that, despite this rather ad hoc extension by means of vertex labelings, the mathematical robustness of inverse semigroup theory is preserved.

## Outline

We briefly review in Section 1 the notion of inverse semigroups and the notion of birooted trees that arise in free inverse monoids [58, 48]. This section can be seen as a very short introduction to inverse semigroup theory. A thorough description of such a theory can be found in [40].

Birooted labeled trees, called birooted $F, A$-trees, are presented in Section 2. Equipped with an extension of Scheiblich-Munn's product of (unlabeled) birooted trees [58, 48], the resulting algebraic structures are inverse monoids that are quite similar to discrete instances of Kellendonk's tiling semigroups [36, 37].

Links with classical definitions such as ranked trees (see Section 2.4) or unranked trees and forests (see Section 2.5) are provided. They illustrate the versatile modeling power of birooted $F, A$-trees.

Languages of (non zero) birooted trees are studied in Section 3. Preliminary results on languages definable in Monadic Second Order (MSO) logic first led to a simple refinement of the classical notion of tree automata that capture MSO on birooted $F, A$-trees (Theorem 3.1.3).

A notion of birooted tree automata, that simply extends word automata semantics to birooted trees, is then defined and studied. Examples of birooted tree automata and languages are described in Section 3.2. They illustrate how direction handling in birooted trees is a little more complex than in trees.

By construction, languages recognized by these finite automata are upward closed in the natural order. It follows that they fail to capture all languages definable by means of Monadic Second Order (MSO) formulae. However, this loss of expressive power is shown to be limited to the property of upward closure.

We prove (Theorem 3.3.1) that every upward closed language of birooted trees which is MSO definable is recognized by a finite state birooted tree automata.

As a case in point, when $F$ is seen as a functional signature, by embedding the classical $F$-terms (see [62]) into birooted $F$, $A$-trees, we show (Theorem 3.4.1) that the birooted tree image of every regular language $L$ of $F$-terms is of the form $U_{L} \cap D_{L}$ for some MSO definable and upward closed (resp. downward closed) language $U_{L}$ (resp. language $D_{L}$ ).

The algebraic counterpart of birooted tree automata is presented in Section 4. The notions of adequately ordered monoids and adequate premorphisms are defined. The induced notion of quasi-recognizable languages of birooted $F, A$-trees is shown to be effective (Theorem 4.2.3).

As for expressive power, it is shown that every birooted tree automaton simply induces an adequate premorphism that recognizes the same language (Theorem 4.3.1) and that every quasi-recognizable language is MSO definable (Theorem 4.5.1). Languages of positive Boolean birooted are studied as examples in Section 4.4.

The picture is made complete by proving that quasi-recognizable languages of birooted trees correspond exactly to finite Boolean combinations of upward closed MSO definable languages (Theorem 4.6.1) : a class of language strictly included into MSO definable languages (Theorem 4.7.1)

Together with Theorem 3.4.1, this result demonstrates that our proposal can also be seen as yet another algebraic characterization of regular languages of trees completing that previously obtained by means of preclones [15] or, to some extent, by means of forest algebras [7].

Potential extensions of these results, especially in relation to a recent extension of the notion of recognizability by means of partial algebra [8], are discussed as a conclusion.

## Related works

Semigroup theory has amply demonstrated its considerable efficiency over the years for the study and fine grain analysis of languages of finite words. These results triggered the development of entire algebraic theories of languages of various structures elaborated on the basis of richer algebraic frameworks such as, among others, $\omega$-semigroups for languages of infinite words [64, 50, 51], preclones or forest algebra for languages of trees [15, 7, 6], or $\omega$-hyperclones for languages of infinite trees [3]. With an aim to describing the more subtle properties of languages, several extensions of the notion of recognizability by monoids and morphisms were also taken into consideration, e.g. recognizability by monoids and relational morphisms [53] or recognizability by ordered monoids and monotonic morphisms [54].

As (monotonic) morphisms are particular cases of premorphisms, the notion of quasi-recognizability developed here, that is, recognizability by means of (adequate) premorphisms into (adequately ordered) ordered monoids, can be seen
as a generalization of recognizability by (ordered) monoids and (monotonic) morphisms [54].

Inverse semigroup theory itself is already known to have very close connections with classical tree language theory (see e.g. [43]). The development of a birooted tree language theory has been initiated as such by Silva [60]. However, it is known that the homomorphic image of an inverse monoid is an inverse monoid. Then, the automata stemming from morphisms into finite monoids are thus reversible in a certain sense [44, 60]. It follows that, when applied to inverse monoids, classical recognizability has a relatively weak expressive power ${ }^{1}$. The notion of quasi-recognizability, that almost captures the class MSO definable languages, thus appears has as a remedy to such a collapse of expressive power.

The first definition of quasi-recognizability appears in the study of languages of birooted words [28,32] or, equivalently, subsets of the (inverse) monoid of McAlister [41, 31]. The notion of birooted $F, A$-tree automata defined in this paper is an extension of the notion previously defined [32] for languages of birooted words.

Although closely related, we can observe that an extension of this type is by no means straightforward. Going from the linear structure of overlapping tiles to the tree shaped structure of birooted $F, A$-trees already induces a tangibly increased level of complexity. Moreover, in overlapping tiles, all edges go in the same direction while, in birooted $F, A$-trees, edges can go back and forth (almost) arbitrarily. Proving Theorem 3.3.1 is thus much more complex than proving an analogous result for overlapping tiles.

The automata theoretic tools that are developed in this paper are based on the notion of non deterministic tree automata. The notion of tree walking automata (see [5]) offers an alternative automata theoretical approach for defining languages of birooted trees.

As already observed by Péchuchet [49] for two-way automata, partial runs of walking automata implicitly defines birooted structures: input roots being defined as start nodes and output roots being defined as stop nodes. The algebra of runs induced by two-way automata or walking automata is studied in [13] and [33].

Extended with pebbles, tree walking automata induce a strict hierarchy of classes of definable languages: from recognizable to quasi-recognizable languages via rational languages [33]. The non deterministic birooted tree automata presented here can be seen as tree walking automata with infinitely many pebbles that guarantee every vertex is labeled by a single state.

Comparing our proposal with other known algebraic characterizations of languages of (mono-rooted) $F$-trees [15, 7] is not easy. Of course, our proposal induces a larger class of definable languages since we are dealing with birooted $F, A$-trees and not just $F$-trees. Of course Theorem 3.4.1 implies that all (encodings of) regular languages of trees are quasi-recognizable.

[^1]A more relevant comparison would be to compare the classification of languages that can be achieved by restricting even further the allowed recognizers: be they preclones [15], forest algebras [6] or adequately ordered monoids as proposed here. This is a study yet to be done.

More precisely, we illustrate the notion of birooted $F, A$-trees by providing encodings of ranked tree and unranked tree algebras into birooted $F, A$-trees (see Section 2.4). These encodings suggest that the language theory of labeled birooted trees that is developed in this paper encompasses the language theory defined by pre-clones [15] or forest algebras [6]. However, such a fact remains to be precisely stated and proved.

A source of difficulty for such a comparison also comes from the fact that adequate premorphisms are not morphisms : only disjoint products are preserved. The notion of disjoint product is thus a partial product.

Rephrasing the language theory of birooted $F, A$-trees that is developed here within the mathematical framework of partial algebra [8] has recently led to the characterization of syntactic recognizers for languages of birooted trees [4] that allows the characterization of both MSO definable and quasi-recognizable languages. This extension goes far beyond the purpose of the present paper. We refer the interested reader to [4] for a presentation of such a follow-up on the material presented here.

Last, it must be mentioned that the notion of quasi-recognizability that is presented here provides a rather unexpected application to the notion of semigroup with local units, the study of which was initiated by Fountain [16, 17, 21, 19]. The first definition of quasi-recognizable languages was even stated for languages of positive birooted words [28], that is, within the framework of such monoids: quasi-inverse in some sense [27].

The notion of adequately ordered monoids that is used in this paper very close connections, as detailed in [27], with the notion of semiadequate semigroups studied in [39] and the notion of Ehresmann semigroups studied in [39, 19].

The fact is that restricting our attention to languages of positive birooted trees, that is, subsets of the free ample monoid [18], allows us to develop further the available algebraic tools for the study of quasi-recognizable languages as shown in [14].
Nota : this article is a revised and extended version of [30].

## 1 Preliminaries: the free group and the free inverse monoid

Before defining the notion of labeled birooted trees in the next section, we review in this section the notion of the free group and the free inverse monoid generated by a finite alphabet. This can be seen as a short introduction to inverse semigroup theory. A thorough introduction to the theory of inverse semigroups can be found in [40].

### 1.1 The free group

Let $A$ be a finite alphabet and let $\bar{A}$ be a disjoint copy of $A$ with, for every letter $a \in A$, its copy $\bar{a} \in \bar{A}$. Let $(A+\bar{A})^{*}$ be the free monoid generated by $A+\bar{A}$ with neutral element denoted by 1 . In the sequel, as for any semigroup, the product $u \cdot v$ of two elements of $(A+\bar{A})$ can simply be written $u v$.

Let $u \mapsto u^{-1}$ (sometimes also written $\left.u \mapsto \bar{u}\right)$ be the syntactic inverse mapping from $(A+\bar{A})^{*}$ to itself inductively defined by

$$
1^{-1}=1, \quad(u a)^{-1}=\bar{a} u^{-1}, \quad \text { and } \quad(u \bar{a})^{-1}=a u^{-1}
$$

for every $u \in(A+\bar{A})^{*}$ and every $a \in A$. This mapping is involutive, that is, $\left(u^{-1}\right)^{-1}=u$ for every $u \in(A+\bar{A})^{*}$, and it is an anti-morphism, that is, $(u v)^{-1}=v^{-1} u^{-1}$ for every word $u$ and $v \in(A+\bar{A})^{*}$.

The free group $F G(A)$ generated by $A$ is defined as the quotient of $(A+\bar{A})^{*}$ by the least semigroup congruence $\simeq_{G}$ such that, for every letter $a \in A$,

$$
a \bar{a} \simeq_{G} 1 \quad \text { and } \quad \bar{a} a \simeq_{G} 1
$$

A word $u \in(A+\bar{A})^{*}$ is said to be reduced when it contains no factors of the form $a \bar{a}$ nor $\bar{a} a$ for $a \in A$. Clearly, every class $[u] \in F G(A)$ contains a unique reduced element $\operatorname{red}(u)$, the reduced form of $u$.

The free group $F G(A)$ is thus represented by the set of reduced words equipped with the product the product $u \cdot v$ of every two reduced words $u$ and $v \in F G(A)$ defined by $u \cdot v=\operatorname{red}(u v)$.

We check that for every $u \in F G(A)$, we have $u \cdot 1=u, 1 \cdot u=u$ and $u \cdot u^{-1}=1$ hence $F G(A)$ is a group. The syntactic inverse $u^{-1}$ of $u \in F G(A)$ is the group inverse of $u$. Moreover, for every group $G$, for every mapping $\varphi: A \rightarrow G$, there is a unique group morphism $\psi: F G(A) \rightarrow G$ such that $\psi \mid A$, that is, the restriction of $\psi$ to the set $A$, equals $\varphi$. It follows that $F G(A)$ is the free group generated by $A$.

Elements of $F G(A)$, represented by reduced words, are ordered by the (syntactic) prefix order relation $\leq_{p}$. This relation is defined, for every (reduced word) $u$ and $v \in F G(A)$ by $u \leq_{p} v$ when there exists (a reduced word) $w \in F G(A)$ such that $\operatorname{red}(u w)=u w=v$ in the free monoid ${ }^{2}$. The associated predecessor relation $\prec_{p}$ is then defined, for every $v$ and $w \in F G(A)$, by $v \prec_{p} w$ when $v \leq_{p} w$ and $w=v x$ for some $x \in A+\bar{A}$.

### 1.2 Inverse and free inverse monoid

A monoid $M$ is an inverse monoid when, for every $x \in M$ there exists a unique $x^{-1} \in M$ such that

$$
x x^{-1} x=x \text { and } x^{-1} x x^{-1}=x^{-1}
$$

Such an element $x^{-1}$ is the semigroup inverse of the element $x$.

[^2]Clearly, every group is an inverse monoid. But the converse is false as shown, for instance, by the free inverse monoid $\operatorname{FIM}(A)$ generated by $A$ which definition is reviewed below.

There are two possible presentations of the free inverse monoid $\operatorname{FIM}(A)$. The first one is due to Scheiblich [58]. It can be seen as a fairly compact way to represent the second one, more graphical, independently due to Munn [48]. Here, in both cases, elements of the free monoid are called birooted trees.

Following Scheiblich's presentation, a birooted tree on the alphabet $A$ is a pair

$$
B=(P, u)
$$

where $P \subseteq F G(A)$ is a finite prefix closed subset of the free group generated by $A$, henceforth with $1 \in P$ called the input root, and $u \in P$ is a distinguished vertex called the output root.

Following Munn's presentation, every such a pair can be depicted as a directed (tree shaped) birooted graph with edges labeled on the alphabet $A$

$$
\mathcal{M}_{B}=\left(V,\left\{E_{a}\right\}_{a \in A}, \text { in }, \text { out }\right)
$$

defined by:
$\triangleright$ the set of vertices $V=P$ with the distinguished input root vertex $i n=1$ and the distinguished output root vertex out $=u$,
$\triangleright$ for every $a \in A$, the set of edges $E_{a}$ defined by all pairs $(v, w) \in V \times V$ such that $v \cdot a=w$.

Such a definition is depicted in Figure 1, with the name of the vertices marked


Figure 1: The birooted tree $\mathcal{M}_{(P, u)}$ with domain $P=\{1, a, b, a b, a \bar{c}, b \bar{a}\}$ and output root $b \bar{a}$
between parentheses, and the input and output roots marked by dangling input and output arrows.

We observe that on Munn's representations, the underlying tree-shaped graphs are both forward and backward deterministic in the edge alphabet $A$. This means that every vertex is uniquely determined by the unique (reduced) word on the alphabet $A+\bar{A}$ defined by the shortest path from the input root to that vertex.

This shows that vertex names, as depicted in the above figure, are redundant with the underlying graph structure and can thus be omitted. Moreover, this also shows that Munn's and Scheiblich's representations are, as expected, in a bijective correspondance.

The product of two birooted trees $B_{1}=\left(P_{1}, u_{1}\right)$ and $B_{2}=\left(P_{2}, u_{2}\right)$ is defined by

$$
B_{1} \cdot B_{2}=\left(P_{1} \cup u_{1} \cdot P_{2}, u_{1} \cdot u_{2}\right)
$$

The resulting algebra, denoted by $\operatorname{FIM}(A)$, is an inverse monoid. The unit is given by $1=(\{1\}, 1)$ and, for every birooted tree $B=(P, u)$ the inverse $B^{-1}$ of $B$ given by

$$
B^{-1}=\left(u^{-1} \cdot P, u^{-1}\right)
$$

Scheiblich-Munn theorem $[58,48]$ states that $\operatorname{FIM}(A)$ is the free inverse monoid generated by $A$. In other words, for every inverse monoid $M$, for every mapping $\varphi: A \rightarrow M$ there is a unique morphism of inverse monoid $\psi: \operatorname{FIM}(A) \rightarrow M$ such that $\psi \mid A$ equals $\varphi$.

### 1.3 From free monoids to free inverse monoids

Inverse semigroup theory provides another characterization of free inverse monoids, due to Wagner [52, 40], that is worth being recalled. It is obtained as follows. Let $\simeq_{W}$ be the least semigroup congruence on the monoid $\left.(A+\bar{A})^{*}\right)$ such that

$$
u u^{-1} u \simeq_{W} u \quad \text { and } \quad u u^{-1} v v^{-1} \simeq_{W} v v^{-1} u u^{-1}
$$

for every $u \in(A+\bar{A})^{*}$ and let $\theta:(A+\bar{A})^{*} \rightarrow(A+\bar{A})^{*} / \simeq_{W}$ be the induced canonical surjective morphism.

Then, Wagner theorem states that the free inverse monoid $F I M(A)$ generated by $A$ is (isomorphic to) the quotient of the free monoid $(A+\bar{A})^{*}$ by the congruence $\simeq_{W}$.

This result first makes explicit an alternative definition of inverse semigroup. The first identity states the existence of semigroup inverses. Since idempotent elements are self inverse, the second identity states the commutation of idempotent elements. It is well known (see [52, 40]), that the commutation of idempotents implies the unicity of the semigroup inverses.

Interpreting every letter $a \in A$ (resp. $\bar{a} \in \bar{A}$ ) as the forward traversal (resp. backward traversal) of an $a$-labeled edge, this results also shows that every word $u \in(A+\bar{A})^{*}$ defines a complete traversal (or walk) from the input root to the output root of the birooted tree $\theta(u)$ it induces. This observation motivates the extension of tree walking automata semantics to birooted trees as done in [32].

Last, as studied for instance in [42], this result also shows that one can define certain classes of $A$-generated inverse semigroups by the set of words identities over the (image of the) free monoid $(A+\bar{A})^{*}$ these inverse semigroups satisfies. Then, every such a class clearly admits a free algebra simply defined as the quotient of the free inverse monoid generated by $A$ under the least congruence generated by these identities.

The inverse monoid of (partially) labeled birooted tree that is defined in the next section is such a kind of free algebra. This means in particular that the language theory developed here may well be adapted to other quotients of this type.

## 2 The inverse monoid of labeled birooted trees

We define in this section the notion of (vertex labeled) birooted $F, A$-trees and the related birooted $F, A$-tree product. This defines the inverse monoid of labeled birooted trees $\mathcal{B}(F, A)$.

Beyond the study of the basic properties of this monoid, the modeling power of labeled birooted trees is also illustrated at the end of the section by encoding ranked and unranked trees or forests into birooted $F, A$-trees.

### 2.1 Labeled birooted trees

Definition 2.1.1 (Birooted $F, A$-trees) Let $F$ be finite vertex alphabet. Let $A$ be a non empty edge alphabet. A labeled birooted tree is a pair $x=\langle r, u\rangle$ where $r: F G(A) \rightarrow F \cup\{\top\}$ is a partial mapping with a finite prefix-closed domain $\operatorname{dom}(r) \subseteq F G(A)$ and $u \in \operatorname{dom}(r)$ is a distinguished vertex called the output root. The unit vertex $1 \in \operatorname{dom}(r)$ is called the input root.

In the case where the alphabet $F$ contains at least two elements ${ }^{3}$, the set of birooted trees is extended by a zero element 0 . The set of all birooted trees is denoted by $\mathcal{B}(F, A)$.

Two examples of birooted $F, A$-trees $B_{1}$ and $B_{2}$ are depicted in Figure 2, with $A$-labeled arrows defining edges and an additional dangling input arrow (resp. output arrow) marking the input root (resp. the output root).


Figure 2: Two labeled birooted $F, A$-trees $B_{1}=\langle\{1 \mapsto g, a \mapsto f, a \bar{b} \mapsto \top, a a \mapsto$ $g\}, a\rangle$ and $B_{2}=\langle\{1 \mapsto f, b \mapsto f, a \mapsto \top, a \bar{b} \mapsto g, a b \mapsto f, a \bar{c} \mapsto g\}, a \bar{b}\rangle$.

Definition 2.1.2 (Birooted $F, A$-tree product) The product $B \cdot C$ of two non-zero birooted trees $B=\langle r, u\rangle$ and $C=\langle s, v\rangle$ is the birooted tree $\langle t, w\rangle$

[^3]where
$$
\operatorname{dom}(t)=\operatorname{dom}(r) \cup u \cdot \operatorname{dom}(s)
$$
and, for every $z \in \operatorname{dom}(t)$,
\[

t(z)= $$
\begin{cases}r(z) & \text { if } z \in \operatorname{dom}(r)-u \cdot \operatorname{dom}(s) \\ s\left(u^{-1} \cdot z\right) & \text { if } z \in u \cdot \operatorname{dom}(s)-\operatorname{dom}(r) \\ r(z) \wedge s\left(u^{-1} \cdot z\right) & \text { if } z \in \operatorname{dom}(r) \cap u \cdot \operatorname{dom}(s)\end{cases}
$$
\]

The meet in the last clause of the definition is computed with respect to the trivial order on $F \cup\{\top\}$ where $x \leq y$ iff $x=y$ or $y=\top$. The product is set to 0 if, for some $z$, the above meet does not exists, i.e., the labels of $r$ and $s$ at the respective places disagree. We extend the product to 0 by defining $B \cdot 0=0=0 \cdot B$ for all $B \in \mathcal{B}(F, A)$. As usual, we may omit the dot and simply write $B C$ instead of $B \cdot C$.

As an example, the product of the birooted $F, A$-trees $B_{1}$ and $B_{2}$ from the Figure 2 above is depicted in Figure 3. In that picture, the circle marks the


Figure 3: The non zero product $B_{1} \cdot B_{2}$ of the two birooted $F, A$-trees $B_{1}$ and $B_{2}$ given by $B_{1} \cdot B_{2}=\langle\{1 \mapsto g, a \mapsto f, a \bar{b} \mapsto \top, a b \mapsto f, a a \mapsto g, a a b \mapsto f, a a \bar{b} \mapsto$ $g, a a \bar{c} \mapsto g\}, a a \bar{b}\rangle$.
synchronization vertex that results from the merging of the output root of $B_{1}$ and the input root of $B_{2}$. The edge $f \xrightarrow{a} g$ from (a) to (aa) in the product results from the fusion of the edge $f \xrightarrow{a} g$ from $(a)$ to $(a a)$ in $B_{1}$ and the edge $f \xrightarrow{a} \top$ from (1) to $(a)$ in $B_{2}$. This illustrates the fact that overlaps may occurs in a product, the product being set to zero when these overlaps fails to match.

One can check that the product of birooted $F, A$-tree is associative. With the unit $1=\langle\{1 \mapsto \top\}, 1\rangle$, the resulting structure is a monoid still denoted by $\mathcal{B}(F, A)$. It is the monoid of birooted $F, A$-trees.

Remark Observe that, the set of labeled $F, A$-trees which nodes are only labeled by $\top$ form a submonoid that is isomorphic to $\operatorname{FIM}(A)$, the free inverse monoid generated by $A$. In particular, when $F$ is empty, the semigroup $\mathcal{B}(\emptyset, A)$ is itself (isomorphic to) the free monoid $F I M(A)$.

Definition 2.1.3 (Elementary birooted trees) A birooted tree is said to be elementary when it is either 0 or 1 , or of the from $B_{f}=\langle\{1 \mapsto f\}, 1\rangle$ for some $f \in F$, or of the form $B_{x}=\langle\{1 \mapsto \top, x \mapsto \top\}, x\rangle$ for some letter $x \in A+\bar{A}$.

Non zero elementary trees are depicted in Figure 4. In the sequel, for every


Figure 4: The elementary birooted $F, A$-trees 1 (or $B_{\top}$ ), $B_{f}, B_{a}$ and $B_{\bar{a}}$
$f \in F$ or $a \in A$, we may write $f, a$ or $\bar{a}$ in place for the elementary trees $B_{f}$, $B_{a}$ or $B_{\bar{a}}$.

Clearly, since both $F$ and $A$ are finite, the monoid $\mathcal{B}(F, A)$ is finitely generated from $B_{a}, B_{\bar{a}}$ and $B_{f}$ for $a \in A$ and $f \in F$. This observation can be refined a bit further.

Theorem 2.1.4 Let $\eta: F I M(A+F) \rightarrow \mathcal{B}(F, A)$ be the (inverse) monoid morphism generated by $\eta(a)=B_{a}, \eta(f)=B_{f}$ for all (birooted image of) $a \in A$ and $f \in F$. Let $\simeq_{\eta}$ be the kernel of the morphism $\eta$, that is, the monoid congruence $\simeq_{\eta}$ over $F I M(A+F)$ defined for all birooted trees $B_{1}, B_{2} \in F I M(A+F)$ by

$$
B_{1} \simeq_{\eta} B_{2} \quad \text { iff } \quad \eta\left(B_{1}\right)=\eta\left(B_{2}\right)
$$

Then,$\simeq_{\eta}$ is the least congruence such that:

$$
f f \simeq f \quad \text { (henceforth } f=\bar{f}) \quad \text { and } \quad f g \simeq 0
$$

for every (birooted image of) $f, g \in F$ with $f \neq g$.

Proof Let $f \in F$. Since $B_{f}$ is idempotent then $\simeq_{\eta}$ satisfies the identity $f f=f$. Moreover, since $B_{f}$ is idempotent, then $B_{f}$ is self inverse and thus $\simeq_{\eta}$ also satisfies the identity $f=\bar{f}$. Given $f, g \in F$ with $f \neq g$, we have $B_{f} \circ B_{g}=0$ hence $\simeq_{\eta}$ also satisfies the identity $f g=0$ when $f \neq g$. This implies that, given $\simeq_{F}$ the least inverse semigroup congruence defined over $F I M(A+F)$ by the identities $f f=f$ and $f g=0$ for every $f, g \in F$ with $f \neq g$, then the quotient morphism $\eta / \simeq_{F}: F I M(A+F) / \simeq_{F} \rightarrow \mathcal{B}(F, A)$ is well defined and surjective.

The fact that this morphism is also injective can be proven by induction on the size of the strings of $(F+\bar{F}+A+\bar{A})^{*}$ that generates elements of $F I M(A+F)$. More precisely, it can be shown that every such a string reduces via $\left(\simeq_{F} \cup \simeq_{W}\right)^{*}$ to a unique string $u \in(A+\bar{A}+F)$ that corresponds to a complete canonical traversal from the input root to the output root of the birooted labeled tree induced by $u$, that is, the birooted labeled tree $\eta \circ \theta(u) \in \mathcal{B}(F, A)$.

Remark Following the terminology of inverse semigroup theory [40], when $|F| \leq 1$, the monoid $\mathcal{B}(F, A)$ contains no zero. It is a typical $E$-unitary inverse monoid. When $|F|>1$, the monoid $\mathcal{B}(F, A)$ contains a zero. It is a typical $0, E$-unitary inverse monoid defined as a Rees quotient of a $E$-unitary inverse monoid: the inverse monoid defined by the identity $f f=f$, which correspond to the monoid of birooted tree labeled by subsets of $F$.

### 2.2 Properties of the inverse monoid of birooted $F, A$-trees

The monoid of birooted $F, A$-trees is an inverse monoid. We check that $0^{-1}=0$ and for every non zero birooted $F, A$-tree $\langle t, u\rangle$, we have

$$
\langle t, u\rangle^{-1}=\left\langle t_{u}, u^{-1}\right\rangle
$$

where $t_{u}: F G(A) \rightarrow(F \cup\{T\})$ is defined by $\operatorname{dom}\left(t_{u}\right)=u^{-1} \cdot \operatorname{dom}(t)$ with $t_{u}\left(u^{-1} v\right)=t\left(u u^{-1} v\right)$ for every $v \in \operatorname{dom}(t)$.

Graphically, as depicted in Figure 5, taking the inverse of a birooted $F, A$ tree just amount to invert the input and output roots.


Figure 5: A birooted $F, A$-tree $B$ and its inverse $B^{-1}$.

Definition 2.2.1 (Left and right projections) The right projection $B^{R}$ (resp. the left projection $B^{L}$ ) of a birooted tree $B$ is defined to be $B^{R}=B B^{-1}$ $\left(\right.$ resp. $\left.B^{L}=B^{-1} B\right)$.

When $B$ is a non zero birooted tree of the form $B=\langle t, u\rangle$, the left (resp. right) projection is equivalently defined to be $B^{R}=\langle t, 1\rangle$ (resp. $\left.B^{L}=\left\langle t_{u}, 1\right\rangle\right)$. The right projection $B^{R}$ of $B$ is also called the reset of $B$.

These projections are depicted in Figure 6 below. Both projections are


Figure 6: The projections $B^{R}=B \cdot B^{-1}$ and $B^{L}=B^{-1} \cdot B$ of the birooted $F, A$-tree $B$.
idempotent and we check that we have $B^{R} \cdot B=B=B \cdot B^{L}$. Moreover, since idempotents in an inverse semigroup are self inverse and commute, we have $B^{L}=B=B^{R}$, for every idempotent birooted $F, A$-trees $B$. In other words, the left and the right projection mappings are indeed projections from the set of birooted trees onto the set of idempotents.

Since $\mathcal{B}(F, A)$ is a inverse monoid, there is the natural order [40] defined as follows.

Definition 2.2.2 (Natural order) Elements of $\mathcal{B}(F, A)$ are ordered by the natural order defined, for every $B$ and $C \in \mathcal{B}(F, A)$ by $B \leq C$ when $B=B B^{-1} C$ (equivalently $B=C B^{-1} B$ ).

One can check that 0 is the least element and, for every non zero labeled birooted trees $\langle r, u\rangle$ and $\langle s, v\rangle$ we have $\langle r, u\rangle \leq\langle s, v\rangle$ if and only if $u=v$, $\operatorname{dom}(r) \supseteq \operatorname{dom}(s)$ and, for every $w \in \operatorname{dom}(s), t(w) \leq s(w)$ in the trivial order on $F \cup\{\top\}$ defined by $x<y$ if and only if $x \in F$ and $y=\top$. In other words, increasing in the natural order amounts to removing either removing some vertex labels or removing some vertices out the path from the input to the output roots.

An instance of the natural order on non zero birooted trees is depicted in Figure 7. Observe that, on non zero idempotent birooted trees, the natural


Figure 7: Two naturally ordered birooted $F, A$-trees with $C \leq C^{\prime}$.
order is the reverse of the prefix order on trees. In particular, the bigger is the size of a birooted tree, the smaller is the birooted tree in the natural order.

### 2.3 Disjoint product and strong decomposition

In this section, we prove that there is a restricted notion of product of birooted $F, A$-trees, called the disjoint product, which suffice, together with the left and the right projections, to finitely generate the monoid of birooted $F, A$-trees. This notion will be extensively used in the remainder of the text.

Definition 2.3.1 (Disjoint product) The product $B_{1} \cdot B_{2}$ of two non zero birooted trees $B_{1}=\left\langle t_{1}, u_{1}\right\rangle$ and $B_{2}=\left\langle t_{2}, u_{2}\right\rangle$ is a disjoint product when both conditions $B_{1} \cdot B_{2} \neq 0$ and $\operatorname{dom}\left(t_{1}\right) \cap u_{1} \cdot \operatorname{dom}\left(t_{2}\right)=\left\{u_{1}\right\}$ are satisfied.

Remark This restricted product is called a disjoint product because the condition $\operatorname{dom}\left(t_{1}\right) \cap u_{1} \cdot \operatorname{dom}\left(t_{2}\right)=\left\{u_{1}\right\}$ implies that the set of edges in $B_{1} \cdot B_{2}$ is the disjoint union of the set of edges of $B_{1}$ and the set of edges of $B_{2}$.

Lemma 2.3.2 (Strong decomposition) For every non zero $B \in \mathcal{B}(F, A)$, the birooted $F, A$-tree $B$ can be decomposed into a finite combination of elementary birooted trees by disjoint products and right projections (resets).

Proof Let $B=\langle t, u\rangle$ be a non zero birooted $F, A$-tree. We aim at proving that it can be decomposed as stated above. This is done by induction on the size of $\operatorname{dom}(t)$.

For the ground case, when $\operatorname{dom}(t)=\{1\}$, we have $u=1$ and $B=B_{t(1)}$ hence the statement is true.

For the inductive step, we use elementary trees of the form $B_{x}$ with $x \in A+\bar{A}$ to encode connecting edges between (some notion of) idempotent sub-birooted trees. These sub-birooted trees are induced by the prefix order $\leq_{p}$ (and the associated successor relation $\prec_{p}$ ) on the elements of birooted tree domains, also distinguishing the vertices that are on the path between the roots from the other vertices.

More precisely, edges are simply encoded as follows. For every vertex $v$ and $w \in \operatorname{dom}(t)$ such that $v \prec_{p} w$, that is, when $(v, w)$ defines an edge in $B$, let $B_{v, w}^{p}$ be the two vertices birooted $F, A$-tree defined by $B_{v, w}^{p}=B_{x}$ where $x=v^{-1} w$ in $F G(A)$. The definition of the sub-birooted trees is slightly more technical. Let

$$
U=\left\{v \in \operatorname{dom}(t): 1 \leq_{p} v \leq_{p} u\right\}
$$

be the set of vertices that appears on the path from the input root 1 to the output root $u$. For every $v \in \operatorname{dom}(t)$, let $D^{p}(v)$ be the greatest prefix closed subset of the set $\left\{w \in \operatorname{dom}\left(t_{v}\right): v \leq_{p} v w, v w \in U \Rightarrow w=1\right\}$ and let $B_{v}^{p}=\left\langle t_{v} \mid D^{p}(v), 1\right\rangle$ be the idempotent birooted tree obtained from $B$ by restricting the subtree $t_{v}$ rooted at the vertex $v$ to the domain $D^{p}(v)$. In the case $F=\emptyset$, the notion of sub-birooted trees is depicted in the Figure 8 below.

Then, the proof proceeds as follows. In the case $B$ is idempotent, that is, when $U=\{1\}$, let $N$ be the set of (directed) edge labels that can be read from the roots, that is, $N=\operatorname{dom}(t) \cap(A+\bar{A})$. We observe that we have

$$
B=\prod\left\{\left(B_{1, x}^{p} \cdot B_{x}^{p}\right)^{R}: x \in N\right\}
$$

with only disjoint products and resets. Moreover, for every $x \in N$, we have $|\operatorname{dom}(B)|>\left|\operatorname{dom}\left(B_{x}^{p}\right)\right|$. It follows that the induction hypothesis applies.

In the case $B$ is not idempotent, this means that $U \neq\{1\}$. Let then

$$
u_{0}=1 \prec_{p} u_{1} \prec_{p} u_{2} \prec_{p} \cdots \prec_{p} u_{n-1} \prec_{p} u_{n}=u
$$

be the increasing sequence (under the prefix order) of the elements of $U$. We observe that

$$
B=B_{u_{0}}^{p} B_{u_{0}, u_{1}}^{p} B_{u_{1}}^{p} \cdots B_{u_{n-1}}^{p} B_{u_{n-1}, u_{n}}^{p} B_{u_{n}}^{p}
$$



Figure 8: A birooted tree $B$ and some elements of its (inductive) decomposition process.
with only disjoint products. Moreover, for every $v \in U$, the birooted tree $B_{v}^{p}$ is idempotent and we have $|\operatorname{dom}(B)|>\left|\operatorname{dom}\left(B_{v}^{p}\right)\right|$. It follows that the induction hypothesis also applies and this concludes the proof.

The decomposition of a birooted $F, A$-tree $B$ as a combination of elementary birooted trees by disjoint products and right projections is called a strong decomposition of the birooted $F, A$-tree $B$. In the case $F=\emptyset$, that is, when $\mathcal{B}(F, A)$ is the free inverse monoid $F I M(A)$, a similar decomposition was already considered in [11].

### 2.4 Ranked trees vs birooted trees

We show here how free ranked trees (or terms) algebras can be embedded into the monoid of labeled birooted trees. This allows us, later in the text, to relate languages of trees with languages of labeled birooted trees.

Assume till the end of that section that the set $F$ is a finite functional signature, that is, a finite non empty set of function symbols equipped with some arity mapping $\rho: F \rightarrow \mathcal{P}(A)$ that maps every function symbol $f$ to the set of its arguments' names $\rho(f) \subseteq A$.

Definition 2.4.1 (Ranked trees) $A$ ranked tree, also called $F$-tree or $F$ term, is a partial function $t: A^{*} \rightarrow F$ with prefix closed finite domain dom $(t)$ such that for every $u \in \operatorname{dom}(t)$, every $a \in A$, if ua $\in \operatorname{dom}(t)$ then $a \in \rho(t(u))$. $A$ finite $F$-term $t$ is said to be complete when, moreover, for every $u \in \operatorname{dom}(t)$, for every $a \in A$, if $a \in \rho(t(u))$ then ua $\operatorname{dom}(t)$. The set of $F$-term is denoted by $\mathcal{T}(F)$.

Definition 2.4.2 (Birooted encoding of ranked trees) We define the encoding mapping $\varphi: \mathcal{T}(F) \rightarrow \mathcal{B}(F, A)$ that maps every $F$-tree $t \in \mathcal{T}(F)$ to the labeled birooted tree $\varphi(t)=\langle t, 1\rangle$. It is called the birooted image of the $F$-tree $t$.

Clearly, the mapping $\varphi$ from $F$-term to labeled birooted tree that is injective.
Now we aim at studying to which extent the above encoding preserves the structure of $F$-term. For that purpose, we first show that the syntactic application of a function symbol $f \in F$ to a set of argument $\left\{t_{a}\right\}_{a \in \rho(f)}$ can be encoded into birooted tree operation. This construction is then generalized to the notion of linear $F$-tree context application and, even more, to the notion of multilinear $F$-tree contexts.

Definition 2.4.3 ( $f$-application) Let $f \in F$ be a functional symbol and, for every $a \in \rho(f)$, let $t_{a}$ be an $F$-tree. We define the application $f\left(\left(t_{a}\right)_{a \in \rho(f)}\right)$ of the symbol $f$ to the arguments $\left\{t_{A}\right\}_{a \in \rho(a)}$ to be the $F$-tree defined by:
$\triangleright \operatorname{dom}\left(f\left(\left(t_{a}\right)_{a \in \rho(f)}\right)\right)=\bigcup_{a \in \rho(f)} a \cdot \operatorname{dom}\left(t_{a}\right)$,
$\triangleright f\left(\left(t_{a}\right)_{a \in \rho(f)}\right)(1)=f$ and $f\left(\left(t_{a}\right)_{a \in \rho(f)}\right)(a u)=t_{a}(u)$ for every $a \in \rho(f)$, every $u \in \operatorname{dom}\left(t_{a}\right)$,

The syntactic application can be uniformly defined over birooted (encodings of) $F$-trees as stated in the next lemma and depicted in Figure 9.


Figure 9: Birooted tree uniform encoding of $f\left(\left\{t_{a}\right\}\right)_{a \in \rho(f)}$ from the birooted trees defined by $f,\{a\}_{a \in \rho(f)}$ and $\varphi\left(t_{a}\right)$ for every $a \in \rho(f)$.

Lemma 2.4.4 For every function symbol $f \in F$, for every indexed set of $F$-tree $\left(t_{a}\right)_{a \in \rho(f)}$ we have

$$
\varphi\left(f\left(\left(t_{a}\right)_{a \in \rho(f)}\right)\right)=f \cdot \prod_{a \in \rho(f)}\left(a \cdot \varphi\left(t_{a}\right)\right)^{R}
$$

and all the products are disjoint products.
As expected, the product $\prod_{a \in \rho(f)}\left(a \cdot \varphi\left(t_{a}\right)\right)^{R}$ above is commutative since idempotents commute.

This construction is generalized to the notion of $F$-tree context application as detailled below.

Definition 2.4.5 (Linear $F$-context and $F$-context application)
A linear $F$-context is a tree $c: A^{*} \rightarrow F \cup\{\top\}$ such that there is a vertex $u \in \operatorname{dom}(t)$ with $u a \notin \operatorname{dom}(t)$ for every $a \in A$, i.e. $u$ is a leaf node, and $c(u)=\top$ such that, for every $v \in \operatorname{dom}(c)$, if $c(v)=\top$ then $v=u$. This vertex $u$, necessarily unique, is called the hole of the context $c$. The set of linear context is denoted by $\mathcal{C}_{1}(F)$.

For every $F$-context $c$ with hole $u$ and $F$-tree $t$, we write $c(t)$ for the $F$-tree obtained by attaching into the context $c$ the tree $t$ at the hole $u$ of $c$.

Definition 2.4.6 (Birooted encoding of ranked linear context) Every $F$-context is encoded into a birooted tree via the mapping $\psi: \mathcal{C}_{1}(F) \rightarrow \mathcal{B}(F, A)$ defined, for every linear context $c \in \mathcal{C}_{1}(F)$, by $\psi(c)=\langle c, u\rangle$ where $u$ is the hole of the context $c$.

Lemma 2.4.7 For every linear context $c \in \mathcal{C}_{1}(F)$, every tree $t \in \mathcal{T}(F)$, we have:

$$
\varphi(c(t))=(\psi(c) \cdot \varphi(t))^{R}
$$

and the product is disjoint.

Proof Immediate from the definition.
In other words, the context application operation is uniformly definable on the encodings of linear contexts and trees into birooted trees.

This encoding can go even further. In [15], for arbitrary $k \in \mathbb{N}$, there is the notion of $k$-ary multilinear contexts. We show below how bilinear context can also be encoded by means of (tree-shaped) quadruples of birooted $F, A$-trees. Clearly, this construction generalizes to arbitrary $k \geq 2$.

Definition 2.4.8 (Bilinear $F$-context and $F$-context application) A $b i$ linear $F$-context is a tree $c: A^{*} \rightarrow F \cup\left\{\top_{1}, \top_{2}\right\}$ such that there is are two distinct (unique) leaf vertices $u_{1}, u_{2} \in \operatorname{dom}(t)$ such that $c\left(u_{1}\right)=\top_{1}, c\left(u_{2}\right)=\top_{2}$ and, for every $v \in \operatorname{dom}(c)$, if $c(v) \notin F$ then $v=u_{1}$ or $v=u_{2}$. The vertices $u_{1}$ and $u_{2}$ are called the holes of the context $c$. The set of bilinear context is denoted by $\mathcal{C}_{2}(F)$.

For every bilinear context $c \in \mathcal{C}_{2}(F)$, every trees $t_{1}, t_{2} \in \mathcal{T}(F)$ we write $c\left(t_{1}, t_{2}\right)$ for the trees obtained by attaching into the context $c$, the tree $t_{1}$ at the first hole $u_{1}$ of $c$ and the tree $t_{2}$ at the second hole $u_{2}$ of $c$.

Lemma 2.4.9 For every bilinear context $c \in \mathcal{C}_{2}(F)$ with holes $u_{1} \in \operatorname{dom}(c)$ and $u_{2} \in \operatorname{dom}(c)$, there are unique linear contexts $c_{0}, c_{1}, c_{2} \in \mathcal{C}_{1}(F)$ and a unique tree $t \in \mathcal{T}(F)$ such that, for every tree $t_{1}, t_{2} \in \mathcal{T}(F)$, we have

$$
\varphi(c\left(t_{1}, t_{2}\right)=(\psi\left(c_{0}\right) \cdot \underbrace{\varphi(t) \cdot\left(\psi\left(c_{1}\right) \cdot \varphi\left(t_{1}\right)\right)^{R} \cdot\left(\psi\left(c_{2}\right) \cdot \varphi\left(t_{2}\right)\right)^{R}}_{\text {commuting idempotents }})^{R}
$$

and all the product are disjoint.

Proof Since $u_{1}$ and $u_{2}$ are distinct leaves in $c$, there necessarily exist (unique) $a_{1}, a_{2} \in A$ and $u_{0} \in A^{*}$ such that $a_{1} \neq a_{2}, u_{1}=u_{0} \cdot a_{1} \cdot u_{1}^{\prime}$ for some $u_{1}^{\prime} \in A^{*}$ and $u_{2}=u_{0} \cdot a_{2} \cdot u_{2}^{\prime}$ for some $u_{2}^{\prime} \in A^{*}$. In particular, the node $u_{0}$ is necessarily the greatest common prefix $u_{1} \wedge_{p} u_{2}$ of the two holes $u_{1}$ and $u_{2}$. This situation is depicted in Figure 10.


Figure 10: The disjoint decomposition of the bilinear context $c$ into linear contexts and trees.

Then, the expected contexts and trees are necessarily defined as follows. The context $c_{0}$ is defined by

$$
\operatorname{dom}\left(c_{0}\right)=\operatorname{dom}(c)-u_{0} A^{*}
$$

with $c_{0}\left(u_{0}\right)=\top$ and $c_{0}(v)=c(v)$ for every $v \in \operatorname{dom}\left(c_{0}\right)-u_{0}$. For $i=1$ or $i=2$, the context $c_{i}$ is defined by

$$
\operatorname{dom}\left(c_{i}\right)=\left(a_{i}\left(u_{0} a_{i}\right)^{-1} \operatorname{dom}(c)\right) \cap A^{*}
$$

with $c_{i}\left(a_{i} u_{i}^{\prime}\right)=\top$ and $c_{i}(w)=c\left(u_{0} w\right)$ for every $w \in \operatorname{dom}\left(c_{0}\right)-a_{i} u_{i}^{\prime}$. Last, the tree $t$, containing the remaining nodes, is defined by taking

$$
\operatorname{dom}(t)=\left(u_{0}^{-1}\left(\operatorname{dom}(c)-u_{0} \operatorname{dom}\left(c_{1}\right)-u_{0} \operatorname{dom}\left(c_{2}\right)\right)\right) \cap A^{*}
$$

with $t(w)=c\left(u_{0} w\right)$ for every $w \in \operatorname{dom}(t)$.
The expected property and the unicity of such a decomposition are easily checked.

In other words, even bilinear context applications can uniformly be encoded via quadruples of birooted trees.

The fact that the operations on $F$-tree and $F$-tree context defined above can uniformly be defined on their birooted tree images by means of the disjoint product and the right projection, says that every notion of birooted tree language recognizability that preserves the disjoint product and the left and right projections is applicable: the notion of quasi-recognizability defined below in Section 4, and the more general notion of partial algebra recognizability defined in [4].

### 2.5 Unranked trees and forest vs birooted trees

We show here in this section how (ordered) unranked trees and forests free algebras can also be embedded into the monoid of labeled birooted trees.

Definition 2.5.1 (Unranked $F$-trees and $F$-forests [6]) Assume that $F$ is a non empty alphabet. The sets $\mathcal{U}(F)$ and $\mathcal{F}(F)$ of unranked trees and unranked forest are mutually defined by the rules:

$$
f(s) \in \mathcal{U}(F), \quad\left(t_{1}, t_{2}, \cdots, t_{n}\right) \in \mathcal{F}(F)
$$

for every $f \in F$, every (possibly empty) finite sequence $s \in \mathcal{F}(F)$ and every unranked trees $t_{1}, t_{2}, \cdot, t_{n} \in \mathcal{U}(F)$.

Following [7, 6], the empty forest is denoted by 0 and the forest concatenation is denoted by + . The resulting monoid of forest is denoted by $H_{F}$ and is called the horizontal monoid.

Examples of unranked $F$-forests and $F$-trees are depicted in Figure 11, with $F=\{a, b, c, d\}$.


$$
t_{1}=b(c(0)) \quad t_{2}=d(a(c(0)+c(0))
$$

$$
t_{3}=a\left(t_{1}+t_{1}+t_{2}\right)
$$

Figure 11: Three $F$-trees $t_{1}, t_{2}$ and $t_{3}$.

Now, we aim at encoding unranked $F$-trees and $F$-forests into (ranked) birooted $F, A$-trees. For such a purpose, let $A=\{v, h\}$, with $h$ standing for vertical and $v$ standing for horizontal. Up to the additional nodes labeled by $\perp$, our encodings essentially follow the classical encoding of $\omega$-trees in binary trees [57] by means of the first child (almost vertical) relation and the next sibling (horizontal) relation.

## Definition 2.5.2 (Unranked $F$-trees and $F$-forests encodings)

The birooted tree encoding of every unranked $F$-tree and $F$-forest is defined via the mappings $\varphi_{1}: \mathcal{U}(F) \rightarrow \mathcal{B}(F, A)$ and $\varphi_{2}: \mathcal{F}(F) \rightarrow \mathcal{B}(F, A)$ given by the following (mutual) inductive rules:

$$
\varphi_{1}(f(s))=\left(f \cdot v \cdot \varphi_{2}(s)\right)^{R}
$$

and

$$
\varphi_{2}(0)=1, \quad \varphi_{2}(t)=h \cdot \varphi_{1}(t) \quad \text { and } \quad \varphi_{2}(t+s)=\varphi_{2}(t) \cdot \varphi_{2}(s)
$$

for every $f \in F$, for every $F$-tree $t \in \mathcal{U}(F)$, also seen as a singleton $F$-forest when in $\psi_{2}(t)$, and every $s \in \mathcal{F}(F)$, with all products that are disjoint products.

In particular, the mapping $\varphi_{2}: \mathcal{F}(F) \rightarrow \mathcal{B}(F, A)$ is not only a monoid morphism but it also maps sums in $\mathcal{F}(F)$ to disjoint products in $\mathcal{B}(F, A)$.

Continuing the example depicted in Figure 11, the birooted encodings $\varphi_{1}\left(t_{1}\right)$ and $\varphi_{1}\left(t_{2}\right)$ of the unranked $F$-trees $t_{1}$ and $t_{2}$ is depicted in Figure 12.


$$
\varphi_{1}\left(t_{1}\right)
$$

$$
\varphi_{1}\left(t_{2}\right)
$$

Figure 12: The birooted $F, A$-tree encodings of $t_{1}$ and $t_{2}$.
Continuing the same example, the birooted encodings of the $F$-forest lifting of $t_{1}$ and $t_{2}$ and the birooted encoding of the $F$-tree $t_{3}$ are depicted in Figure 13.


Figure 13: Encodings of the $F$-forests $t_{1}$ and $t_{2}$ and the $F$-tree $t_{3}$.
With the aim to generalizing the $f$-lifting of forests into trees, the notions of unranked trees and forest are extended to the notion of linear unranked tree and forest context as follows.

Definition 2.5.3 (Unranked $F$-tree and $F$-forest linear contexts [6])
Let $\Omega$ be a new forest symbol. The set $\mathcal{C}_{\mathcal{U}}(F)$ of unranked $F$-tree contexts and the set $\mathcal{C}_{\mathcal{F}}(F)$ of unranked $F$-forest contexts are mutually defined by

$$
\Omega \in \mathcal{C}_{\mathcal{F}}(F), \quad s_{1}+c+s_{2} \in \mathcal{C}_{\mathcal{F}}(F) \quad \text { and } \quad f(s) \in \mathcal{C}_{\mathcal{U}}(F)
$$

for every $F$-forest context $c \in \mathcal{C}_{\mathcal{F}}(F)$ and every $F$-forest $s_{1}, s_{2} \in \mathcal{F}(F)$.
Then, the set $\mathcal{C}_{\mathcal{F}}(F)$ of $F$-forest contexts is turned into a monoid by defining the composition product $\circ$ by

$$
c_{1} \circ c_{2}=c_{1}\left[c_{2} / \Omega\right]
$$

where $c_{1}\left[c_{2} / \Omega\right]$ is the $F$-forest context obtained from the context $c_{1}$ by replacing the hole $\Omega$ in $c_{1}$ by the context $c_{2}$.

In $[7,6]$, the monoid defined by $\mathcal{C}_{\mathcal{F}}(F)$ with unit $\Omega$ and product $\circ$ is denoted by $V_{F}$ and is called the vertical monoid.

Remark In the definition above, $F$-forest contexts are still seen as non empty sequences of $F$-trees and $F$-tree contexts. It follows that the operation + still denotes the concatenation of sequences with the empty sequence 0 as unit. In particular, the equations $\Omega+0=\Omega$ and $0+\Omega=\Omega$ hold.

Definition 2.5.4 (Unranked $F$-tree and $F$-forest contexts encodings) The birooted encoding of every $F$-tree context or $F$-forest context is defined via the mappings $\psi_{1}: \mathcal{C}_{\mathcal{U}}(F) \rightarrow \mathcal{B}(F, A)$ and $\psi_{2}: \mathcal{C}_{\mathcal{F}}(F) \rightarrow \mathcal{B}(F, A)$ given by the following (mutual) inductive rules:

$$
\psi_{1}(f(c))=f \cdot v \cdot \psi_{2}(c)
$$

and
$\psi_{2}(\Omega)=h \cdot \top, \quad \psi_{2}(t)=h \cdot \psi_{1}(t) \quad$ and $\quad \psi_{2}\left(s_{1}+c+s_{2}\right)=\psi_{2}\left(s_{1}\right) \cdot \psi_{2}(t) \cdot \varphi_{2}\left(s_{2}\right)$
for every $f \in F, F$-tree context $t \in \mathcal{C}_{\mathcal{U}}(F)$, also seen as a singleton $F$-forest context when in $\psi_{2}(t)$, every $F$-forest context $c \in \mathcal{C}_{\mathcal{F}}(F)$ and every $F$-forests $s_{1}, s_{2} \in \mathcal{F}(F)$, with all products that are disjoint products.

Then we have:
Lemma 2.5.5 For every context $c \in \mathcal{C}_{\mathcal{F}}(F)$ there exist a unique context $c_{1} \in \mathcal{C}_{\mathcal{F}}(F)$ and a unique forest $s \in \mathcal{F}(f)$ such that $c=c_{1} \circ(\Omega+s)$ and

$$
\psi_{2}\left(c \circ c^{\prime}\right)=\psi_{2}\left(c_{1}\right) \cdot\left(\varphi_{2}(s)\right)^{R} \cdot \psi_{2}\left(c^{\prime}\right)
$$

for every context $c^{\prime} \in \mathcal{C}_{\mathcal{F}}(F)$, with only disjoint products.

Proof In the case $c=s_{1}+\Omega+s_{2}$ for some forests $s_{1}, s_{2} \in \mathcal{F}(F)$ then we necessarily have $c_{1}=s_{1}+\Omega$ and $s=s_{2}$. Otherwise, there exist $f \in F$ and a unique context $c_{1}^{\prime}$ such that $c=c_{1}^{\prime} \circ f\left(s_{1}+\Omega+s_{2}\right)$ for some $F$-forests $s_{1}$ and $s_{2}$. Then, by disjointness hypothesis on their encodings, we necessarily have $c_{1}=c_{1}^{\prime} \cdot f\left(s_{1}+\Omega\right)$ and $s=s_{2}$. The equation above is easily verified.

Remark We thus have proved that the free forest algebras defined in [7, 6] can be uniformly encoded as birooted trees and pairs of birooted trees with only disjoint products and resets.

We conjecture that, together with the notion of partial algebra recognizability developed in [4], this encoding can be extended further to a full and faithful encoding of the algebraic language theory induced by forest algebras and forest morphisms.

## 3 Languages of labeled birooted trees

We are interested in languages of labeled birooted trees, that is, sets of non zero birooted $F, A$-trees. We first examine definability in Monadic Second Order (MSO) logic and a related notion of top down tree automata. Then, from the notion of finite state word automata, we derive a notion of birooted tree automata that is shown to capture languages that are definable in MSO and upward closed in the natural order.

### 3.1 MSO logic on (non zero) birooted trees

Every non zero birooted $F, A$-tree $B=\langle t, u\rangle$ can be seen as a FO-structure $\mathcal{M}_{B}$ with constants in and out, disjoint unary relation symbols $\left\{S_{f}\right\}_{f \in F}$ and binary relation symbols $\left\{E_{a}\right\}_{a \in A}$ defined over the domain $\operatorname{dom}\left(\mathcal{M}_{B}\right)=\operatorname{dom}(t)$ by in $=1$ and out $=u$ for the constants, the unary relation $S_{f}=t^{-1}(f)$ for every $f \in F$, and the binary relation $E_{a}=\{(v, w) \in \operatorname{dom}(t) \times \operatorname{dom}(t): v a=w\}$ for every $a \in A$.

Definition 3.1.1 (MSO-definable languages) A language $L \subseteq \mathcal{B}(F, A)$ of non zero labeled birooted trees is definable in monadic second order logic (MSO), or simply MSO-definable, when $L=\left\{B \in \mathcal{B}(F, A): \mathcal{M}_{B} \models \varphi\right\}$ for some closed MSO formula $\varphi$ on the above FO-signature.

The classical notion of tree automata [62], that characterizes MSO definable languages of trees, is applicable to birooted $F, A$-trees. Indeed, as depicted in Figure 14, every birooted tree on the vertex alphabet $F$ and the edge alphabet $A$ can be seen as mono rooted trees on the vertex alphabet $F \times\{0,1\}$ and the edge alphabet $A+\bar{A}$, with a unique vertex labeled in $F \times\{1\}$ : the output root.

However, such an encoding of the output root is not very convenient for it changes the underlying signature hence the tree automata that can be defined on birooted trees. Instead, we propose a notion of normalized top down automata


Figure 14: From birooted $F, A$-trees to mono-rooted $F$-trees with $(A+\bar{A})$-labeled edges.
that will runs on the birooted tree signature, handling the output root just by checking its state labeling.

## Definition 3.1.2 (Normalized top down birooted tree automaton)

A normalized top down tree automaton on the alphabets $A+\bar{A}$ and $F$ is a triple

$$
\mathcal{A}=\langle Q, I, O, \delta, T\rangle
$$

where $Q$ is a finite set of states, $I, O, T \subseteq Q$ are distinguished sets of states respectively called initial, output and terminal (or accepting) states, and

$$
\delta: Q \times(F \cup\{\top\}) \rightarrow \mathcal{P}(\mathcal{P}((A+\bar{A}) \times Q))
$$

is a transition function.
An accepting run of the tree automaton $\mathcal{A}$ on a birooted tree $B=\langle t, u\rangle$ is a mapping

$$
\rho: \operatorname{dom}(t) \rightarrow Q
$$

such that:
$\triangleright$ Roots condition: $\rho(1) \in I, \rho(u) \in O$,
$\triangleright$ Transition condition: for every $v \in \operatorname{dom}(t)$,

$$
\left\{(x, \rho(v x)) \in(A+\bar{A}) \times Q: v \prec_{p} v x, v x \in \operatorname{dom}(t)\right\} \in \delta(\rho(v), t(v))
$$

$\triangleright$ Accepting condition: if $u \in \operatorname{dom}(t)$ is maximal for the prefix order, that is, if $u$ is a leaf, then $\rho(u) \in T$.

The language $L(\mathcal{A}) \subseteq \mathcal{B}(F, A)$ recognized by the automaton $\mathcal{A}$ is then defined as the set of non zero labeled birooted tree $B \in \mathcal{B}(F, A)$ such that there is an accepting run of $\mathcal{A}$ on $B$.

Theorem 3.1.3 A language $L \subseteq \mathcal{B}(F, A)$ of non zero birooted tree is definable in MSO if and only if there exists a finite state normalized tree automaton $\mathcal{A}$ such that $L=L(\mathcal{A})$.

Proof Since $L$ is definable in MSO, the theorem of Doner, Thatcher and Wright applies (see Theorem 3.8 in [62]). Thus, with minor variations on classical definition, there exists a finite state top down tree automaton of the form $\mathcal{A}^{\prime}=\left\langle Q^{\prime}, q_{0}^{\prime}, \delta^{\prime}, T^{\prime}\right\rangle$ with finite set of states $Q^{\prime}$, initial state $q_{0}^{\prime} \in Q^{\prime}$, transition function

$$
\delta^{\prime}: Q^{\prime} \times((F \cup\{T\}) \times\{0,1\}) \rightarrow \mathcal{P}(\mathcal{P}((A+\bar{A}) \times Q))
$$

and terminal states $T^{\prime} \subseteq Q^{\prime}$, that recognizes (the tree encodings of) $L$ among the set of deterministic trees with edge labeled on the alphabet $A+\bar{A}$ and vertex labeled on the alphabet $F \times\{0,1\}$.

More precisely, following [62], for every birooted tree $B=\langle t, u\rangle$, an accepting run of $\mathcal{A}^{\prime}$ on $B$ is a mapping $\rho: \operatorname{dom}(t) \rightarrow Q$ such that $\rho(1)=q_{0}^{\prime}$,

$$
\left\{(x, \rho(v x)) \in(A+\bar{A}) \times Q: v \prec_{p} v x\right\} \in \delta\left(q,\left(t(v), b_{v}\right)\right)
$$

for every $v \in \operatorname{dom}(t)$ with $b_{v}=1$ if and only if $u=v$, and, additionally, $\rho(v) \in T$ when $v$ is a leaf for the prefix order.

By definition of the accepting runs, we may assume, without loss of generality, that for every $q^{\prime} \in Q^{\prime}$, every $f \in F \cup\{\top\}$ and every $m^{\prime} \in \delta^{\prime}\left(q^{\prime},(f, x)\right)$ with $x=0,1$ then $m^{\prime}$ is the relation of a partial function from $A+\bar{A}$ to $Q^{\prime}$, i.e. $\left|m^{\prime}(a)\right| \leq 1$ for every $y \in A+\bar{A}$,

We define the expected automaton $\mathcal{A}=\langle Q, I, O, \delta, T\rangle$ by $Q=Q^{\prime} \times\{0,1,2\}$, $I=\left\{q_{0}\right\} \times\{0,1\}, O=Q \times\{1\}, T=T^{\prime} \times\{0,1,2\}$ and, for every state $q$ of the form $\left(q^{\prime}, x\right) \in Q$, every vertex label $f \in F \cup\{\top\}$, by defining $\delta(q, f)$ to be the set of all $m \subseteq(A+\bar{A}) \times Q$, functional, such that, given

$$
m^{\prime}=\left\{\left(a, q_{a}^{\prime}\right) \in(A+\bar{A}) \times Q^{\prime}: \exists x_{a} \in\{0,1,2\},\left(a,\left(q_{a}^{\prime}, x_{a}\right)\right) \in m\right\}
$$

we have $m^{\prime} \in \delta^{\prime}\left(q^{\prime},(f, x \bmod 2)\right)$ and, moreover,
$\triangleright$ if $x=0$ then there exists one and only one $a \in A+\bar{A}$ such that we have $\left(a,\left(q_{a}^{\prime}, x_{a}\right)\right) \in m(a)$ for some $q_{a} \in Q$ with $x_{a}=0$ or $x_{a}=1$,
$\triangleright$ if $x=1$ or $x=2$ then for all $a \in A+\bar{A}$, if $\left(a,\left(q_{a}^{\prime}, x_{a}\right)\right) \in m(a)$ then $x_{a}=2$.
Then, we check that $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$ by observing that, for every birooted $F, A$ tree $B=\langle t, u\rangle$, for every mapping

$$
\rho: \operatorname{dom}(t) \rightarrow Q^{\prime} \times\{0,1,2\}
$$

given the mapping

$$
\rho^{\prime}: \operatorname{dom}(t) \rightarrow Q^{\prime}
$$

defined as the first projection $\pi_{1}(\rho)$ of the mapping $\rho$, then the following properties are equivalent:
$\triangleright \rho$ is an accepting run of the automaton $\mathcal{A}$ on $B$,
$\triangleright \rho^{\prime}$ is an accepting run of the automaton $\mathcal{A}^{\prime}$ on $\mathcal{B}$ with the additional property that, for every $v \in \operatorname{dom}(t)$, we have:
$-\rho(v) \in Q^{\prime} \times\{0\}$ if and only if $1 \leq_{p} v<_{p} u$, i.e. $v$ is distinct from the output root and located on the path from the input to output root,
$-\rho(v) \in Q^{\prime} \times\{1\}$ if and only if $v=u$, i.e. $v$ is the output root,
$-\rho(v) \in Q^{\prime} \times\{2\}$ if and only if $v \not \mathbb{Z}_{p} u$, i.e. $v$ is strictly above the output root in the prefix order.

This automata theoretic characterization of MSO definable language also leads to an automata theoretic characterization of a smaller class of languages: the MSO definable languages of labeled birooted trees that are moreover upward closed with respect to the natural order.
Definition 3.1.4 (Upward closed normalized automaton) A normalized top down tree automaton $\mathcal{A}=\langle Q, I, O, \delta, T\rangle$ is an upward closed top down tree automaton when $T=Q$ and for every $(q, f) \in Q \times(F \cup\{\top\})$, the set of relations $\delta(q, f) \subseteq \mathcal{P}((A+\bar{A}) \times Q)$ is downward closed with respect to the inclusion order with, moreover, $\delta(q, f) \subseteq \delta(q, \top)$.

Then we have:
Theorem 3.1.5 Let $L$ be a language $L \subseteq \mathcal{B}(F, A)$ of non zero labeled birooted trees. Then $L$ is MSO definable and upward closed with respect to the natural order if and only if there exists a finite state upward closed normalized tree automaton $\mathcal{A}$ such that $L=L(\mathcal{A})$.

Proof $(\Rightarrow)$ Assume that $L$ is MSO definable and upward closed. In the case $L$ is the empty set, then any upward closed automaton with empty output set states $O$ recognizes $L$.

Otherwise, by applying Theorem 3.1.3, let $\mathcal{A}=\langle Q, I, O, \delta, T\rangle$ be a normalized automaton that recognizes $L$. Let then, $\mathcal{A}^{\prime}=\left\langle Q^{\prime}, I^{\prime}, O^{\prime}, \delta^{\prime}, T^{\prime}\right\rangle$ be the automaton defined by $Q^{\prime}=Q, I^{\prime}=I, O^{\prime}=O, T^{\prime}=Q$ and $\delta^{\prime}(q, f)$ defined, for every $q \in Q$, for every $f \in F \cup \top$, as the downward closure (under relation inclusion) of the set of relations $\delta(q, \top) \cup \bigcup_{g \in F} \delta(q, g)$ when $f=\top$, or the set of relations $\delta(q, f)$ when $f \neq \top$.

We check that $L\left(\mathcal{A}^{\prime}\right)$ is the upward closure (under the natural order) of the language $L(\mathcal{A})$. But since $L=L(\mathcal{A})$ is upward closed, we conclude that $L=L(\mathcal{A})$.
$(\Leftarrow)$ Given an upward closed normalized automaton $\mathcal{A}$ it is routine to check that $L(\mathcal{A})$ is upward closed.

In the sequel, such an upward closed tree-automaton may simply be denoted by $\mathcal{A}=\langle Q, I, O, \delta\rangle$ omitting the (trivial) set of terminal states.

Remark Clearly, the class of languages of non zero labeled birooted trees definable in MSO is closed under all Boolean connective.

In the proof above, we see that it is also closed under upward closure henceforth, by complement, also under (non zero) downward closure.

Generalizing the case of languages of birooted words presented in [31, 13], the class of MSO definable languages is clearly closed under inverses and left and right projections. It can easily be shown that it is closed under (non zero) product, and, although the argument presented in [31, 13] no longer holds, it can also be shown that it is closed under iterated product (Kleene star).

This says that the class of MSO definable languages of labeled birooted trees is robust. However, in this paper, we focus our attention on the class of quasi-recognizable languages that is defined later in the text. Proving the above closure properties of the class of MSO-definable languages of birooted $F, A$-trees goes out of the scope of this paper.

### 3.2 Birooted tree automata

In this section, we define the notion of birooted $F, A$-tree automata that is shown to capture the class of languages of birooted $F, A$-trees that are upward closed with respect to the natural order and definable in Monadic Second Order Logic (MSO).

Definition 3.2.1 (Birooted tree automaton) A birooted $F$, $A$-tree (finite) automaton with edge alphabet $A$ is a triple of the form

$$
\mathcal{A}=\langle Q, \Delta, W\rangle
$$

with a (finite) set of states $Q$, a (non deterministic) transition table

$$
\Delta:(F+A) \rightarrow \mathcal{P}(Q \times Q)
$$

and a set of accepting pairs $W \subseteq Q \times Q$.
Observe that in the above definition, the transition function is only defined on $F$ and $A$. There is no reference to the trivial vertex labeling $\top$ nor to the reverse edge labeling alphabet $\bar{A}$.

Definition 3.2.2 (Runs) A run of a birooted tree automaton $\mathcal{A}=\langle Q, \Delta, W\rangle$ on a non zero birooted $F, A$-tree $B=\langle t, u\rangle$ is a mapping

$$
\rho: \operatorname{dom}(t) \rightarrow Q
$$

such that for every $v \in \operatorname{dom}(t)$ :
$\triangleright$ Vertex state coherence: if $\rho(v) \neq \top$ then $(\rho(v), \rho(v)) \in \Delta(t(v))$,
$\triangleright$ Edge states coherence: for every $a \in A$,

- if $v a \in \operatorname{dom}(t)$ then $(\rho(v), \rho(v a)) \in \Delta(a)$,
- if $v \bar{a} \in \operatorname{dom}(t)$ then $(\rho(v \bar{a}), \rho(v)) \in \Delta(a)$.

The run $\rho$ is an accepting run when $(\rho(1), \rho(u)) \in W$.
The language $L(\mathrm{a}) \subseteq \mathcal{B}(F, A)$ recognized by the automaton $\mathcal{A}$ is then defined to be the set of non zero birooted $F, A$-tree $B$ such that there is an accepting run of $\mathcal{A}$ on $B$.

Remark The definition of automaton runs relies on the intuition that vertex labels can be seen instead as cyclic $F$-labeled edges on the vertices. In other words, a birooted tree automaton is essentially a word automaton on the alphabet $F+A$ that is running over all paths of a birooted $F, A$-tree. However, a birooted tree automaton is not a walking automaton since, in all these "runs" on paths, every vertex is always labeled by the same state. A study of walking automata on birooted trees can be found in [33].

The notion of birooted $F, A$-tree automata is illustrated till the end of the section by showing that the language of idempotent birooted trees is recognized by such a finite state automaton.

Though fairly simple, this language is not recognizable by means of a morphism into a finite monoid. With an empty vertex alphabet $F$, that is within the free inverse monoid $F I M(A)$, its inverse image in the free monoid $(A+\bar{A})^{*}$ is a typical context free (and regular) language: the Dyck language (see [60] for a detailed study of the recognizable subsets of the free inverse monoid).

More precisely, let $\mathcal{A}=\langle Q, \Delta, W\rangle$ be the birooted $F, A$-tree automaton defined by
$\triangleright$ states : $Q=\{*\}+(A+\bar{A})$,
$\triangleright$ vertex transition: $\Delta(f)=\{(q, q) \in Q \times Q: q \in Q\}$ for every $f \in F$,
$\triangleright$ edge transition: $\Delta(a)=\{(q, \bar{a}): q \in Q\} \cup\{(a, q): q \in Q\}$ for every $a \in A$,
$\triangleright$ acceptance condition: $W=\{(*, *)\}$.
A run of automaton $\mathcal{A}$ on a birooted tree is depicted in Figure 15. Vertices are labeled by automaton states. In that figure, we observe that every state
 direction to the input root.
uniquely tells which edge to take to go towards the input root.
This example illustrates one of the main difficulty one is faced with birooted tree automata. A priori, no global orientation is encoded in the birooted tree edges: edge orientation are unrelated with the prefix order. A posteriori, a global orientation from every vertex towards the input root can still be computed as illustrated by the above example.

In other words, provided the input root is marked by the state $*$, a run of the automaton $\mathcal{A}$ on a birooted tree $B$ makes the prefix order or vertices explicit.

The following lemma makes this observation formal. It is worth being proved in detail for it is used in one of the main arguments in the proof of Theorem 3.3.1 below.

Lemma 3.2.3 (Orientation) For every birooted $F, A$-tree $B=\langle t, u\rangle$ there is a unique run of the automaton $\mathcal{A}$ on the birooted $F, A$-tree $B$ such that $\rho(1)=*$. Moreover, for every $v \in \operatorname{dom}(t)$, every $x \in A+\bar{A}$ such that $v \prec_{p} v x$, we have $\rho(v x)=\bar{x}$, i.e. $\rho(v x)$ gives the direction towards the input root.

Proof Let $B=\langle t, u\rangle$ be a non zero birooted $F, A$-tree. Clearly, the mapping $\rho: \operatorname{dom}(t) \rightarrow\{*\}+A+\bar{A}$ inductively defined on the length of reduced words of $\operatorname{dom}(t)$ by

$$
\rho(1)=* \quad \text { and } \quad \rho(v x)=\bar{x}
$$

for every $x \in A+\bar{A}$, every $v \in \operatorname{dom}(t)$ with $v \prec_{p} v x$, is a valid run of the automaton $\mathcal{A}$ on $B$.

Conversely, let $\rho: \operatorname{dom}(t) \rightarrow\{*\}+A+\bar{A}$ be a valid run of $\mathcal{A}$ on $B$ such that $\rho(1)=*$. We prove, by induction on the length of elements of $\operatorname{dom}(t)$, the announced property that also guarantees the unicity of such a run.

Then we can conclude:
Corollary 3.2.4 The recognized language $L(\mathcal{A})$ is the set of non zero idempotent birooted $F, A$-trees.

Proof Let $B=\langle t, u\rangle$ be a non zero birooted $F, A$-tree. By applying the first part of Lemma 3.2.3 there is a run $\rho: \operatorname{dom}(t) \rightarrow Q$ with $\rho(1)=*$. If we assume that $B$ is idempotent then we have $u=1$ hence $(\rho(1), \rho(u))=(*, *) \in W$, that is, the run $\rho$ is an accepting run.

Conversely, let $\rho: \operatorname{dom}(t) \rightarrow Q$ be an accepting run of the automaton $\mathcal{A}$ on the birooted $F, A$-tree $B$. Since $\rho$ is accepting, this means that $\rho(1)=*$. Hence, by applying the second part of Lemma 3.2.3, this means in particular that the input root 1 is the unique vertex in $\operatorname{dom}(B)$ such labeled by state $*$ in the run $\rho$. Now, since $\rho$ is an accepting run, we know that $(\rho(1), \rho(u)) \in W$ hence $\rho(u)=*$ and thus $u=1$, that is, the birooted $F, A$-tree $B$ is idempotent.

Remark Defining the automaton $\mathcal{A}^{\prime}$ just like the automaton $\mathcal{A}$ but taking instead $W^{\prime}=\{(*, q): q \neq *\}$ for the accepting condition, the recognized language $L\left(\mathcal{A}^{\prime}\right)$ is the set of non idempotent birooted $F, A$-trees.

One must not deduce from these two examples that the class of languages recognizable by birooted tree automata is closed under complement. We will show below that these languages are necessarily upward closed in the natural order. Their complements are downward closed.

### 3.3 MSO definability and birooted tree automata

We aim now at relating the expressive power of finite birooted tree automata with language definability in Monadic Second Order (MSO). We observe that languages recognized by birooted $F, A$-tree automata are upward closed in the natural order. Since every such a language is definable in MSO, this upward closure property turns out to be the characteristic property of this class of languages.

Theorem 3.3.1 Let $L \subseteq \mathcal{B}(F, A)$ be a language of birooted $F, A$-trees. The language is recognized by a finite birooted $F, A$-tree automaton if and only if $L$ is MSO definable and upward closed in the natural order.

Proof Let $L \subseteq \mathcal{B}(F, A)$ be a language of birooted $F, A$-trees. We first prove the easiest direction, from birooted tree automata to MSO. Then, we prove the slightly more difficult direction from MSO to birooted tree automata.

From birooted tree automata to MSO Assume that $L$ is recognizable by a finite state birooted tree automaton $\mathcal{A}$. Without loss of generality, since $\mathcal{A}$ is finite, we assume that the set $Q$ of states of $\mathcal{A}$ is such that $Q \subseteq \mathcal{P}(\{1,2, \cdots, n\})$ for some $n \geq \log _{2}|Q|$.

Then, checking that a birooted tree $\langle t, u\rangle$ belongs to $L(\mathcal{A})$ just amounts to checking that there exists an accepting run. Following a classical technique [62], this can be done by means of an existential formula of monadic second order logic of the form

$$
\exists X_{1} X_{2} \cdots X_{n} \varphi\left(X_{1}, \cdots, X_{n}\right)
$$

with $n$ set variables $X_{1}, X_{2}, \ldots, X_{n}$ and a universal first order formula $\varphi$. The sets $X_{1}, \cdots, X_{n}$ encode the mapping $\rho: \operatorname{dom}(t) \rightarrow Q$ defined, for every $v \in \operatorname{dom}(u)$ by

$$
\rho(v)=\left\{i \in[1, n]: v \in X_{i}\right\}
$$

Then, the formula $\varphi$, universally quantified, just checks that this run $\rho$ is an accepting run. This amounts to check in the formula $\varphi$ that the vertex and the state coherence conditions are satisfied, hence the mapping $\rho$ is a run, and that the acceptance condition are satisfied, hence it is an accepting run. Clearly, this can be done by means of two universal FO-quantifiers. We incidentally check that, indeed, the defined language is upward closed with respect to the natural order.

From MSO to birooted tree automata Conversely, assume that $L$ is upward closed for the natural order and that $L$ is definable in $M S O$. By applying Theorem 3.1.5, there exists a finite state upward closed normalized tree automaton $\mathcal{A}=\langle Q, I, O, T, \delta\rangle$ that recognizes $L$.

The intended birooted tree automaton $\mathcal{A}^{\prime}$ we are seeking for is then simply defined as the automaton

$$
\mathcal{A}^{\prime}=\left\langle Q^{\prime}, \Delta^{\prime}, I^{\prime} \times F^{\prime}\right\rangle
$$

with states, transitions and accepting pairs defined as follows.
First, the set of states $Q^{\prime}$ is defined as the set of all tuples of the form

$$
(x, q, f, m) \in(A+\bar{A}+\{*\}) \times Q \times(F \cup\{\top\}) \times \mathcal{P}((A+\bar{A}) \times Q)
$$

such that:
$\triangleright m \in \delta(q, f)$,
$\triangleright$ if $x \neq *$ then $m(x)=\emptyset$.
Second, the transition function $\Delta^{\prime}$ is defined by:
$\triangleright$ for every $g \in F$, the set of transitions $\Delta^{\prime}(g) \subseteq Q^{\prime} \times Q^{\prime}$ is defined as the set of all pairs of states of the form $\left((x, q, f, m),\left(x^{\prime}, q^{\prime}, f^{\prime}, m^{\prime}\right)\right) \in Q^{\prime} \times Q^{\prime}$ with $x=x^{\prime}, q=q^{\prime}, f=f^{\prime}=g$, and $m=m^{\prime}$,
$\triangleright$ for every $a \in A$, the set of transitions $\Delta^{\prime}(a) \subseteq Q^{\prime} \times Q^{\prime}$ is defined as the set of all pairs of states of the form $\left((x, q, g, m),\left(x^{\prime}, q^{\prime}, g^{\prime}, m^{\prime}\right)\right) \in Q^{\prime} \times Q^{\prime}$ such that any of the following condition is satisfied:

$$
\text { - forward transition: } x^{\prime}=\bar{a} \text { and } q^{\prime} \in m(a),
$$

- backward transition: $x=a$ and $q \in m^{\prime}(\bar{a})$.

Last, the set of accepting pairs is defined by the set $I^{\prime} \times F^{\prime}$ with:
$\triangleright$ the set of input root states $I^{\prime} \subseteq Q$ defined as the set of all states $(x, q, f, m)$ with $x=*$ and $q \in I$,
$\triangleright$ the set of output root states $F^{\prime} \subseteq Q$ defined as the set of all states $(x, q, f, m)$ with $q \in F$.

Intentionally, the birooted tree automaton $\mathcal{A}^{\prime}$ mimics the runs of the tree automaton $\mathcal{A}$ by encoding, into every state of the form $(x, q, f, m) \in Q^{\prime}$ on a given vertex the following information. The direction $x \in\{*\}+A+\bar{A}$ marks the direction to the input root just as stated and proved in Lemma 3.2.3. The state $q \in Q$ is the state of the vertex in the (simulated) run of the automaton $\mathcal{A}$. The label $f$ is (smaller than or equal to) the vertex label (when $T$ ). And $m$ is the transition that is chosen in the (simulated) run of the automaton $\mathcal{A}$.

Making this intention explicit allows to prove that $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$. For that purpose, let $B=\langle t, u\rangle$ be a birooted $F, A$-tree.
$(\Rightarrow)$ Assume that $B \in L(\mathcal{A})$, that is, let $\rho: \operatorname{dom}(t) \rightarrow Q$ be an accepting run of the tree automaton $\mathcal{A}$ on the birooted $F, A$-tree $B$.

Let $\rho^{\prime}: \operatorname{dom}(t) \rightarrow Q^{\prime}$ be the mapping defined, for every $v \in \operatorname{dom}(t)$ to take $\rho^{\prime}(v)=(x, \rho(v), t(v), m)$ such that $x=*$ when $v=1$ and $x \neq 1$ when $v=w x$ for some $w \in \operatorname{dom}(t)$ with $w \prec_{p} v$, and $m=\{(y, \rho(v y)) \in(A+\bar{A}) \times Q: v y \in$ $\left.\operatorname{dom}(t), v \prec_{p} v y\right\}$.

It is routine to check that the mapping $\rho^{\prime}$ is an accepting run of the automaton $\mathcal{A}^{\prime}$ on $B$ hence $B \in L\left(\mathcal{A}^{\prime}\right)$.
$(\Leftarrow)$ Assume that $B \in L\left(\mathcal{A}^{\prime}\right)$, that is, let $\rho^{\prime}: \operatorname{dom}(t) \rightarrow Q^{\prime}$ be an accepting run of the birooted tree automaton $\mathcal{A}^{\prime}$ on the birooted $F, A$-tree $B$.

Let $\rho: \operatorname{dom}(t) \rightarrow Q$ be the mapping defined, for every $v \in \operatorname{dom}(t)$, by $\rho(v)=q$ when $\rho^{\prime}(v)$ is of the form $(x, q, f, m)$ (henceforth with $m \in \delta(q, f)$ and $f \leq t(v)$ in the trivial order on $F \cup\{T\})$. Since the automaton $\mathcal{A}$ is assumed to be an upward closed automaton (see Definition 3.1.4), it is also routine to check that $\rho$ is an accepting run of the automaton $\mathcal{A}$ on $B$.

From now on, a language of birooted $F, A$-trees that is definable by a finite birooted $F, A$-tree automaton is called a regular language of birooted $F, A$-trees.

### 3.4 Tree languages vs birooted tree languages

We aim now at relating languages of labeled birooted trees and languages of $F$-trees when $F$ is a functional signature with the arity mapping $\rho: F \rightarrow \mathcal{P}(A)$.

Following Section 2.4, for every set $X$ of $F$-trees, let $L_{X}$ be the language $L_{X}=\{\langle t, 1\rangle \in \mathcal{B}(F, A): t \in X\}$ of the birooted tree images of the trees of $X$. It is called the birooted tree image of the language $X$.

Remember that an $F$-tree $t: A^{*} \rightarrow F$ is complete when, for every $v \in$ $\operatorname{dom}(t)$, we have $v a \in \operatorname{dom}(t)$ for all $a \in \rho(t(v))$.
Theorem 3.4.1 For every regular language $X$ of complete finite $F$-trees, there exists a regular language $U_{X}$ of birooted $F, A$-trees and the complement $D_{X}$ of a regular language of birooted $F, A$-trees such that $L_{X}=U_{X} \cap D_{X}$.

Proof This essentially follows from Theorem 3.3.1. More precisely, let $X$ be a regular language of finite $F$-tree.

We observe first that for every complete $F$-tree $t_{1}$ and $t_{2}$, their birooted images $\left\langle t_{1}, 1\right\rangle$ and $\left\langle t_{2}, 1\right\rangle$ are incomparable in the natural order. It follows that the elements of $L_{X}$ form an anti-chain in the natural order. It follows that, given $U_{X}=\left\{y \in \mathcal{B}(F, A): \exists x \in L_{X}, x \leq y\right\}$ the upward closure of $L_{X}$ and $D_{X}=\left\{y \in \mathcal{B}(F, A): \exists x \in L_{X}, y \leq x\right\}$ the downward closure of $L_{X}$, we have $L_{X}=U_{X} \cap L_{X}$. We conclude the proof by observing that if $X$ is regular then it is definable in MSO. This implies that the languages $L_{X}, D_{X}$ and $U_{X}$ are also definable in MSO. Since $U_{X}$ is upward closed and $D_{X}$ downward closed hence his complement is upward closed, we conclude by applying Theorem 3.3.1 that ensures that both $U_{X}$ and the complement of $D_{X}$ are regular languages of birooted trees.

## 4 Quasi-recognizable languages of labeled birooted trees

The notion of quasi-recognizable languages, that is, languages recognized by adequate premorphisms into finite adequately ordered monoids, is defined in this section. Then, its expressive power is studied and related to both birooted automata and Monadic Second Order logic.

### 4.1 Adequately ordered monoids

A partially ordered monoid is a monoid $M$ ordered by a relation $\leq$ that is assumed to be stable under product, that is, if $x \leq y$ then $x z \leq y z$ and $z x \leq z y$ for every $x, y$ and $z \in M$.

Definition 4.1.1 (Adequately ordered monoids) Let $M$ be a partially ordered monoid. Let $U(M)=\{y \in M: y \leq 1\}$ be the set of subunits of the monoid $M$.

The partially ordered monoid $M$ is an adequately ordered monoid when all subunits of $M$ are idempotents, and for every $x \in M$, both

$$
x^{L}=\min \{y \in U(M): x y=x\} \quad \text { and } \quad x^{R}=\min \{y \in U(M): y x=x\}
$$

exist.
The subunits $x^{L} \in U(M)$ and $x^{R} \in U(M)$ are respectively called the left projection and the right projection of $x$.

Examples Every monoid $M$ extended with the trivial order $x \leq y$ if, and only if, $x=y$ is an adequately ordered monoid with $x^{L}=x^{R}=1$ for every $x \in M$. These adequately ordered monoids are called trivial.

Every inverse monoid $M$ ordered by the natural order is an adequately ordered monoid with $x^{L}=x^{-1} x$ and $x^{R}=x x^{-1}$ for every $x \in M$. As a particular case, the monoid $\mathcal{B}(F, A)$ ordered by the natural order is also an adequately ordered monoid.

For every set $Q$, the monoid $\mathcal{P}(Q \times Q)$ of all relations on $Q$ ordered by inclusion is also an adequately ordered monoid with, for every $X \subseteq Q \times Q$, the projections defined by $X^{L}=\{(q, q) \in Q \times Q: \exists p \in Q,(p, q) \in X\}$ and $X^{R}=\{(p, p) \in Q \times Q: \exists q \in Q,(p, q) \in X\}$.

The basic properties of the adequately ordered monoids are described in the following Lemmas. We refere the reader to [27] for more details.

Lemma 4.1.2 The set $U(M)=\{z \in M: z \leq 1\}$ of the subunits of an adequately ordered monoid $M$ is a commutative submonoid and a meet semi-lattice with product as meet.

Proof In fact, let $x \leq 1$ and $y \leq 1$ be two subunits. By stability, we have $x y \leq 1$ hence $U(M)$ is a submonoid of $M$.

By stability again, we have $x y \leq x$ and $x y \leq y$. Moreover, for every $z \leq 1$, if $z \leq x$ and $z \leq y$ then, by stability and idempotency of $z$, we have $z \leq x y$. Altogether, this proves that $x \wedge y$ exists and $x \wedge y=x y$.

Corollary 4.1.3 Every finite ordered monoid $M$ with idempotent subunits is also an adequately ordered monoid.

Proof Take $x^{L}=\prod\{y \in U(M): x y=x\}$ and $x^{R}=\prod\{y \in U(M): y x=x\}$ for every $x \in M$.

Lemma 4.1.4 In an adequately ordered monoid $M$, the left and right projections are projections from $M$ to $U(M)$, that is, for every subunit $x \in U(M)$, $x^{L}=x=x^{R}$.

Proof Let $x \in U(M)$. By definition of $x^{L}$, we have $x x^{L}=x$ hence we also have $x \leq x^{L}$. Moreover, since $x x=x$, we also have $x^{L} \leq x$. It follows that $x=x^{L}$. A symmetrical argument proves that $x=x^{R}$.

Remark One can check that, in an adequately ordered monoid $M$, both the left and right projections approximate the left and right Green classes [40].

More precisely, let $x$ and $y \in M$. We say that $x$ and $y$ are $\mathcal{L}$-equivalent when we have $x=z_{1} y$ and $y=z_{2} x$ for some $z_{1}$ and $z_{2} \in M$. Then, for every $x$ and $y \in M$, if $x \mathcal{L} y$ (resp. $x \mathcal{R} y$ ) then we have $x^{L}=y^{L}$ (resp. $x^{R}=y^{R}$ ).

In fact, from an equality of the form $x=z_{1} y$ we deduce that $x y^{L}=x$ and thus $x^{L} \leq y^{L}$. From an equality of the form $y=z_{2} x$, we deduce that $y x^{L}=y$ and thus $y^{L} \leq x^{L}$. The case of the $\mathcal{R}$-equivalence is proved similarly.

In general, the reverse implications do not necessarily hold as shown by any trivial adequately ordered monoids with non trivial $\mathcal{L}$ and $\mathcal{R}$-classes. However, the reverse implications hold for inverse monoids [40].

### 4.2 Adequate premorphisms and quasi-recognizable languages

The notion of premorphism already appears in [46] in inverse semigroup theory (see also [22]). It can be generalized to partially ordered monoid as follows.

Let $M$ and $N$ be two partially ordered monoid. A premorphism is a mapping $\theta: M \rightarrow N$ such that $\theta(1)=1$ and, for every $x$ and $y \in M$, we have $\theta(x y) \leq$ $\theta(x) \theta(y)$, i.e. the mapping $\theta$ is "submultiplicative", and if $x \leq_{M} y$ then $\theta(x) \leq$ $\theta(y)$, i.e. the mapping $\theta$ is monotonic.

Definition 4.2.1 (Adequate premorphisms) Let $M$ and $N$ be two adequately ordered monoids. Assume that a notion of disjoint product is defined on $M$. Then, a premorphism $\varphi: M \rightarrow N$ is an adequate premorphism when for every $x$ and $y \in M$ we have $\theta\left(x^{L}\right)=(\theta(x))^{L}, \theta\left(y^{R}\right)=(\theta(y))^{R}$ and, if $x y$ is a disjoint product then $\theta(x y)=\theta(x) \theta(y)$.

Examples When $M$ and $N$ are trivially ordered monoids, then the premorphisms from $M$ to $N$ are exactly the monoid morphisms. Since they preserve every product they are also adequate premorphisms.

When $M$ and $N$ are naturally ordered inverse semigroups then premorphisms from $M$ to $N$ have already been studied in depth (see [40], Chap. 3). They
are already known to preserve left and right projections. However, no generic notion of disjoint product is yet defined that would allow for studying, in the abstract, adequate premorphisms between inverse semigroups.

Many other examples of adequate premorphisms derive from birooted tree automata as shown in Theorem 4.3.1 below.

It as been shown [31], that premorphisms into finite ordered monoids may recognize languages that are even not computable. The notion of quasi-recognizable languages, built on the notions of adequately ordered monoids and adequate premorphisms, is a remedy to this fact.

Definition 4.2.2 (Quasi-recognizable languages) A language $L \subseteq \mathcal{B}(F, A)$ of non zero birooted trees is a quasi-recognizable language when there exists a finite adequately ordered monoid $M$ and an adequate premorphism

$$
\theta: \mathcal{B}(F, A) \rightarrow M
$$

such that $L=\theta^{-1}(\theta(L))$.
Remark Every recognizable subset of $A^{*}$ is also quasi-recognizable. As observed above, every morphism from $\varphi: A^{*} \rightarrow M$ with finite $M$ is also an adequate premorphism when $A^{*}$ and $M$ are trivially ordered. This means that the notion of quasi-recognizability defined here is a generalization of the classical notion of recognizability by monoids.

Theorem 4.2.3 Let $\theta: F I M(A) \rightarrow M$ be an adequate premorphism with finite $M$. For every $B \in \mathcal{B}(F, A)$ the image $\theta(B)$ of the birooted $F, A$-tree $B$ by the adequate premorphism $\theta$ is uniquely determined by the structure of $B$, the structure of $M$ and the image by $\theta$ of elementary birooted $F, A$-trees. Moreover, it is computable in time linear in the size of $B$.

Proof This essentially follows from the adequacy assumption and the strong decomposition property (Lemma 2.3.2).

### 4.3 From birooted tree automata to quasi-recognizable languages

In this section, we show that every finite state birooted automaton induces an adequate premorphism that recognizes the same language.

Theorem 4.3.1 Let $L \subseteq \mathcal{B}(F, A)$ be a language of birooted $F, A$-trees. If $L$ is recognizable by a finite state birooted tree automaton then it is recognizable by an adequate premorphism into a finite adequately ordered monoid.

Proof Let $L \subseteq \mathcal{B}(F, A)$ and let $\mathcal{A}=\langle Q, \Delta, W\rangle$ be a finite birooted tree automaton such that $L=L(\mathcal{A})$.

We define the mapping $\varphi_{\mathcal{A}}: \mathcal{B}(F, A) \rightarrow \mathcal{P}(Q \times Q)$ by saying that $\varphi_{\mathcal{A}}(B)$ is, for every labeled birooted tree $B=\langle t, u\rangle \in \mathcal{B}(F, A)$, the set of all pairs of state $(p, q) \in Q \times Q$ such that there exists a run $\rho: \operatorname{dom}(t) \rightarrow Q$ such that $p=\rho(1)$ and $q=\rho(u)$. The mapping $\varphi_{\mathcal{A}}$ is extended to 0 by taking $\varphi_{\mathcal{A}}(0)=\emptyset$. We observe that $\varphi(1)=I_{Q}=\{(q, q) \in Q \times Q: q \in Q\}$.

The fact $\mathcal{P}(Q \times Q)$ is an adequately ordered monoid have already been detailled in the examples above. By definition we have

$$
L=\varphi^{-1}(\mathcal{X}) \quad \text { with } \quad \mathcal{X}=\{X \subseteq Q \times Q: X \cap W \neq 0\}
$$

It thus remains to prove that $\varphi_{\mathcal{A}}$ is an adequate premorphism.
The fact $\varphi_{\mathcal{A}}$ is monotonic is immediate. For every birooted $F, A$-tree $\langle s, u\rangle$ and $\langle t, v\rangle$, if $\langle s, u\rangle \leq\langle t, v\rangle$ this means that $u=v$ thus, for every run $\rho$ : $\operatorname{dom}(s) \rightarrow Q$ of $\mathcal{A}$ on $\langle s, u\rangle$, the mapping $\rho$ restricted to $\operatorname{dom}(t)$ is clearly a run of $\mathcal{A}$ on $\langle s \mid \operatorname{dom}(t), u\rangle=\langle t, u\rangle$.

Left and right projections preservation immediately follows from their characterizations in both $\mathcal{B}(F, A)$ and $\mathcal{P}(Q \times Q)$ and the definition of $\varphi_{\mathcal{A}}$.

We show that $\varphi_{\mathcal{A}}$ is submultiplicative. Let $\langle s, u\rangle$ and $\langle t, v\rangle$ be two birooted trees. In the case $\langle s, u\rangle \cdot\langle t, v\rangle=0$ we are done, since $\varphi_{\mathcal{A}}(0)=\emptyset$. Otherwise, let $\rho$ be a run of $\mathcal{A}$ on the product $\langle s, u\rangle \cdot\langle t, v\rangle$.

By definition of the product, the mapping $\rho_{1}: \operatorname{dom}(s) \rightarrow Q$ defined by $\rho_{1}(w)=\rho(w)$ for every $w \in \operatorname{dom}(s)$ is clearly a run of $\mathcal{A}$ on $\langle s, u\rangle$.

Similarly, the run $\rho_{2}: \operatorname{dom}(t) \rightarrow Q$ defined by $\rho_{2}(w)=\rho(u w)$ for every $w \in \operatorname{dom}(s)$ is also a run of $\mathcal{A}$ on $\langle t, v\rangle$. Now, since $\rho_{1}(u)=\rho_{2}(1)$ and that construction applies for every run $\rho$, this shows that

$$
\varphi_{\mathcal{A}}(\langle s, u\rangle \cdot\langle t, v\rangle) \subseteq \varphi_{\mathcal{A}}(\langle s, u\rangle) \cdot \varphi_{\mathcal{A}}(\langle t, v\rangle)
$$

which proves submultiplicativity.
Last, it remains to show that $\varphi_{\mathcal{A}}$ preserves disjoint products. Assume that the product $\langle s, u\rangle \cdot\langle t, v\rangle$ is disjoint. This means that $s(u) \wedge t(1)$ is well-defined in the trivial order on $F \cup\{\top\}$ with $\operatorname{dom}(s) \cap u \cdot \operatorname{dom}(t)=\{u\}$.

Let $(p, q) \in \varphi_{\mathcal{A}}(\langle s, u\rangle) \cdot \varphi_{\mathcal{A}}(\langle t, v\rangle)$. By definition of the product of relations, this means that there exists $q^{\prime} \in Q$, such that we have $\left(p, q^{\prime}\right) \in \varphi_{\mathcal{A}}(\langle s, u\rangle)$ and $\left(q^{\prime}, q\right) \in \varphi_{\mathcal{A}}(\langle t, v\rangle)$. But then, by definition of $\varphi_{\mathcal{A}}$ this means that there exist a run $\rho_{1}: \operatorname{dom}(s) \rightarrow Q$ of $\mathcal{A}$ on $\langle s, u\rangle$ and a run $\rho_{2}: \operatorname{dom}(t) \rightarrow Q$ of $\mathcal{A}$ on $\langle t, v\rangle$ such that $\rho_{1}(1)=p, \rho_{1}(u)=q^{\prime}, \rho_{2}(1)=q^{\prime}$ and $\rho_{2}(v)=q$.

Let then $\rho: \operatorname{dom}(s) \cup u \cdot \operatorname{dom}(t) \rightarrow Q$ defined by $\rho(w)=\rho_{1}(w)$ for every $w \in \operatorname{dom}(s)$, and $\rho(u w)=\rho_{2}(w)$ for every $w \in \operatorname{dom}(t)$. Since the product of the two birooted $F, A$-trees is a disjoint product, we have $\operatorname{dom}(s) \cap u \cdot \operatorname{dom}(t)=\{u\}$ with $\rho_{1}(u)=q^{\prime}=\rho_{2}(1)$ hence $\rho$ is well defined. As it is clearly a run of $\mathcal{A}$ on the (non zero) product $\langle s, u\rangle \cdot\langle t, v\rangle$ with $\rho(1)=p$ and $\rho(u v)=q$, this means we have $(p, q) \in \varphi_{\mathcal{A}}(\langle s, u\rangle \cdot\langle t, v\rangle)$.

As this holds for arbitrary pair of states $(p, q) \in \varphi_{\mathcal{A}}(\langle s, u\rangle) \cdot \varphi_{\mathcal{A}}(\langle t, v\rangle)$ this proves that $\varphi_{\mathcal{A}}(\langle s, u\rangle) \cdot \varphi_{\mathcal{A}}(\langle t, v\rangle) \subseteq \varphi_{\mathcal{A}}(\langle s, u\rangle \cdot\langle t, v\rangle)$ and thus concludes the proof.

### 4.4 Examples: on positive Boolean birooted trees

The language of the positive Boolean birooted trees and the sublanguages of these trees that evaluate to 1 , are especially interesting since, following [56], they allow for giving some finer details on the expressive power of our proposal.

Boolean birooted trees Positive Boolean birooted trees are defined from the sets of vertex labels $F=\{\wedge, \vee, 0,1\}$ and the set of edge labels $A=\{l, r\}$.

An example of a (partial) positive Boolean (birooted) tree is depicted in Figure 16 below. Forward edges labeled by $l$ or $r$ are meant to define Boolean


Figure 16: An (idempotent) partial positive Boolean birooted tree $B$
connective arguments and vertices labeled by 0 or 1 are meant to define Boolean constant.

The set of (partial) positive birooted trees is recognized by the automaton $\mathcal{A}_{1}=\left\langle Q_{1}, \Delta_{1}, W_{1}\right\rangle$ defined by:
$\triangleright$ states : $Q_{1}=\{f, c\}$, with state $f$ standing for "function" and the state $c$ standing for "constant",
$\triangleright$ vertex transitions : $\Delta_{1}(\wedge)=\Delta(\vee)=\{(f, f)\}, \Delta_{1}(0)=\Delta_{1}(1)=\{(c, c)\}$,
$\triangleright$ edge transitions: $\Delta_{1}(l)=\Delta_{1}(r)=\left\{\left(q_{1}, q_{2}\right) \in Q_{1} \times Q_{1}: q_{1}=c\right\}$,
$\triangleright$ accepting pairs: $W_{1}=Q_{1} \times Q_{1}$.
One can check that the language recognized by $\mathcal{A}_{1}$ is the set of birooted $F, A$ trees for which no edge exists a constant node, that is, a vertex labeled by 0 or 1 .

True Boolean birooted trees Now, we want to restrict the above language of birooted $F, A$-trees to the birooted trees that can be evaluated to true on the input root. This can be done with the automaton $\mathcal{A}_{2}=\left\langle Q_{2}, \Delta_{2}, W_{2}\right\rangle$ defined by
$\triangleright$ states : $Q_{2}=\mathbb{B} \times \mathbb{B} \times \mathbb{B}$ with the Boolean algebra $\mathbb{B}=\{0,1\}$,
$\triangleright$ vertex transitions :

- constant: $\Delta_{2}(x)=\left\{(q, q) \in Q_{2} \times Q_{2}: q=(x, x, x)\right\}$ for $x=0,1$,
- conjunction: $\Delta_{2}(\wedge)=\left\{(q, q) \in Q_{2} \times Q_{2}: q=\left(b_{1}, b_{2}, b_{3}\right), b_{1}=b_{2} \cdot b_{3}\right\}$,
- disjunction: $\Delta_{2}(\vee)=\left\{(q, q) \in Q_{2} \times Q_{2}: q=\left(b_{1}, b_{2}, b_{3}\right), b_{1}=b_{2}+b_{3}\right\}$.
$\triangleright$ edge transitions:
- left-argument: $\Delta_{2}(l)=\left\{\left(q_{1}, q_{2}\right) \in Q_{2} \times Q_{2}, \pi_{2}\left(q_{1}\right)=\pi_{1}\left(q_{2}\right)\right\}$,
- right-argument: $\Delta_{2}(r)=\left\{\left(q_{1}, q_{2}\right) \in Q_{2} \times Q_{2}, \pi_{3}\left(q_{1}\right)=\pi_{1}\left(q_{2}\right)\right\}$,
with $\pi_{i}$ standing for the $i$ th projection of triples,
$\triangleright$ accepting pairs : $W_{2}=\left\{\left(q_{1}, q_{2}\right) \in Q_{2} \times Q_{2}: \pi_{1}\left(q_{1}\right)=1\right\}$.
Intendedly, in a run of the automaton $\mathcal{A}_{2}$ on a Boolean birooted tree, the first component of every state is to be read as the possible Boolean value of the corresponding vertex, the second component as the Boolean value of its left argument, and the third component as the Boolean value of its right argument. Such a run is depicted in Figure 17. In that picture, vertices are labeled by pairs in $F \times Q$.


Figure 17: The unique run of $\mathcal{A}_{2}$ on the tree $B$
Evaluating a partial birooted tree amounts to guessing some Boolean values for its leaves that are not labeled by constant. Edge transitions ensure the bottom up propagation (now following edge orientation) of Boolean values. Vertex transitions ensure that such a propagation is coherent with the Boolean operators $\wedge$ or $\vee$ and the constants 0 and 1 that are labeling birooted tree vertices.

This means that a birooted $F, A$-tree belongs to $L\left(\mathcal{A}_{2}\right)$ if and only if its input root can be evaluated to 1 with the missing constant leaves acting as unknown Boolean values.

Induced adequately ordered monoid One can show that the adequately ordered monoids induced by the automaton $\mathcal{A}_{2}$ (as given by Theorem 4.3.1) is an aperiodic monoid. A software like SemiGroupe of Pin [55] allows for making such a verification. It follows that the language of all Boolean birooted tree that evaluate to true is quasi-recognized by an aperiodic monoid.

Since this language is not definable in FO, this indicates that, though we use finite monoids as recognizers, the correspondance between definability in FO and aperiodicity, that holds for recognizable languages of words, no longer holds for quasi-recognizable languages of birooted $F, A$-trees.

A similar observation has already been made in a slightly different context [56].

### 4.5 From quasi-recognizability to MSO

We show that every quasi-recognizable language of birooted $F, A$-trees is definable in MSO.

Theorem 4.5.1 Let $\theta: \operatorname{FIM}(A) \rightarrow M$ be an adequate premorphism with finite $M$. For every $X \subseteq M$, the language $\theta^{-1}(X)$ is definable in Monadic Second Order Logic.

Proof Let $\theta: F I M(A) \rightarrow M$ as above and let $X \subseteq M$. Uniformly computing the value of $\theta$ on every birooted tree by means of an MSO formula is done by adapting Shelah's decomposition techniques [59].

More precisely, we show that the strong decomposition provided by Lemma 2.3.2 is definable in MSO. Then, the computation of the value of $\theta$ on every birooted rooted $B$ can be done from the value of $\theta$ on the elementary birooted trees and the sub-birooted $F, A$-trees that occur in such a decomposition.

More precisely, we first show that the predecessor relation $\prec_{p}$ (and thus, by transitive closure, the prefix relation $\leq_{p}$ as well) is definable in MSO. This amounts to saying that there exists an MSO formula $\varphi_{p}(x, y)$ such that, for every birooted tree $\langle t, u\rangle$, for every vertex $v$ and $w \in \operatorname{dom}(t)$, we have $\langle t, u\rangle \models \varphi_{p}(v, w)$ if and only if $v \prec_{p} w$.

Defining $\varphi_{p}(x, y)$ amounts to saying that there exists a partition of $\operatorname{dom}(t)$ in three sets of vertices $X_{0}, X_{1}$ and $X_{2}$ such that the (input) root 1 belongs to $X_{0}$, all its neighbors (or immediate successors) belong to $X_{1}$, and for every vertex $z \in Z$ distinct from the input root, given $i \in\{0,1,2\}$ such that $z \in X_{i}$, given $j=i-1 \bmod 3$ and $k=i+1 \bmod 3$, the vertex $z$ has a single neighbor in $X_{j}$ (the unique predecessor of $z$ in the predecessor relation $\prec_{p}$ ) and all other neighbors of $z$ belong to $X_{k}$ (the successors of $z$ in the predecessor relation $\prec_{p}$ ).

As a consequence, since the reflexive and transitive closure of a definable binary relation is also definable in MSO, there exists a formula $\varphi_{p}^{*}(x, y)$ such that $\langle t, u\rangle \models \varphi_{p}^{*}(v, w)$ if and only $v \leq_{p} w$. This also means that for every birooted tree $B=\langle t, u\rangle$, the set

$$
U=\left\{z \in \operatorname{dom}(t): 1 \leq_{p} z \leq_{p} u\right\}
$$

is also MSO definable in every birooted tree $\langle t, u\rangle$ and, as well, for every vertex $v \in \operatorname{dom}(t)$, the sub-birooted tree $B_{v}^{p}$.

Here, by saying the birooted $F, A$-tree $B_{v}^{p}$ is definable in MSO we mean that its domain $D^{p}(v)$ (defined in the proof of Lemma 2.3.2) is definable and thus its structure: the vertex labels and the edge relations, is just obtained by restricting those of $B$ to the domain $D^{p}(v)$.

The next step is then the following. Given a finite collection of set variables $\left\{Y_{s}\right\}_{s \in U(M)}$, one variable $Y_{s}$ per element $s \in U(M)$, writing $\bar{Y}$ for the tuple of such variables, we claim that there exists a formula $\varphi(\bar{Y})$ such that for every birooted $F, A$-tree $\langle t, u\rangle$ for every $v \in \operatorname{dom}(t)$, for every subunit $s \in U(M)$, we have $\langle t, u\rangle \models \exists \bar{Y}\left(v \in Y_{s} \wedge \varphi(\bar{Y})\right)$ if and only if $\theta\left(B_{v}^{p}\right)=s$.

This amounts to saying that $\left\{Y_{s}\right\}_{s \in U(M)}$ form a partition (with possible empty sets) of $\operatorname{dom}(t)$ such that, for every vertex $v \in \operatorname{dom}(t)$, if $v$ is a leaf with respect to the prefix order $\leq_{p}$ then $s=\theta\left(B_{v}^{p}\right)=\theta\left(B_{t(v)}\right)$ and we check that $v$ belongs to $Y_{s}$. If $v$ is not a leaf, then we must have $v \in X_{s}$ with, by adequacy assumption on $\theta$, the value of $s$ that is uniquely determined by

$$
s=\prod\left\{\left(\theta\left(B_{v, w}^{p}\right) \cdot s_{w}\right)^{R}: v \prec_{p} w\right\}
$$

with $s_{w} \in M$ is the unique element of $M$ such that $w \in Y_{s_{w}}$.
By the proof of Lemma 2.3.2, we know that

$$
B_{v}^{p}=\prod\left\{\left(B_{v, w}^{p} \cdot B_{w}^{p}\right)^{R}: w \in \operatorname{dom}(r), v \prec_{p} w\right\}
$$

with disjoint products only and the adequacy assumption applies. As the product is of a bounded size, we can check that $v \in Y_{s}$.

Then, for every birooted tree $B=\langle t, u\rangle$, given the ordered prefixes of $u$ described by $u_{0}=1<_{p} u_{1}<_{p} u_{2}<_{p} \cdots<_{p} u_{n-1}<_{p} u_{n}=u$, we know, by applying Lemma 2.3.2, that

$$
B=B_{u_{0}}^{p} \cdot B_{u_{0}, u_{1}}^{p} \cdot B_{u_{1}}^{p} \cdots B_{u_{n-1}}^{p} \cdot B_{u_{n-1}, u_{n}}^{p} \cdot B_{u_{n}}^{p}
$$

with disjoint products only. It follows, by adequacy of $\theta$, that the value of $\theta(B)$ can be computed as the element $s \in M$ defined by

$$
s=\theta\left(B_{u_{0}}^{p}\right) \theta\left(B_{u_{0}, u_{1}}^{p}\right) \theta\left(B_{u_{1}}^{p}\right) \cdots \theta\left(B_{u_{n-1}}^{p}\right) \theta\left(B_{u_{n-1}, u_{n}}^{p}\right) \theta\left(B_{u_{n}}^{p}\right)
$$

All these values are computable, either as image by $\theta$ of elementary birooted trees, or, by induction, by observing that for every prefix $u^{\prime}$ of $u$ we have $\theta\left(B_{u^{\prime}}^{p}\right)=s^{\prime}$ if and only if $u^{\prime} \in Y_{s^{\prime}}$. Then, checking that $v \in Y_{s}$ by "computing" in MSO the value $s$ can be done, say, by a left to right "traversal" of the path from 1 to $u$, simulating the underlying finite state word automaton induced by $M$ on the (images of) elementary birooted trees.

### 4.6 Quasi-recognizable languages vs MSO definable languages

For the picture to be complete, it remains to characterize the class of quasirecognizable languages with respect to the class of languages definable in Monadic Second Order Logic.

Theorem 4.6.1 Let $L \subseteq \mathcal{B}(F, A)$ be a language of birooted $F, A$-trees. The following properties are equivalent:
(1) the language $L$ is quasi-recognizable,
(2) the language $L$ is a finite Boolean combination of upward closed MSO definable languages,
(3) the language $L$ is a finite Boolean combination of languages recognized by finite state birooted tree automata.

Proof The fact that (1) implies (2) essentially follows from Theorem 4.5.1. The fact (2) implies (3) immediately follows from Theorem 3.3.1. Last, we prove, by a classical argument (e.g. cartesian product of monoids) that the class of quasi-recognizable languages is closed under Boolean operations. Then, by applying Theorem 4.3 .1 this proves that (3) implies (1).
More precisely, let $L \subseteq \mathcal{B}(F, A)$ be a language of birooted $F$, $A$-trees.
(1) implies (2) We assume that $L$ is recognized by some adequate premorphism $\theta: \mathcal{B}(F, A) \rightarrow M$. By definition, we have $L=\theta^{-1}(\theta(L))$ hence

$$
\theta^{-1}(\theta(L))=\bigcup_{x \in \theta(L)} \theta^{-1}\left(D_{x}\right) \cap \theta^{-1}\left(U_{x}\right)
$$

with $U_{x}=\{y \in M: x \leq y\}$ and $D_{x}=\{y \in M: y \leq x\}$ for every $x \in M$. For every $x \in M$, we have $\theta^{-1}(x)=\theta^{-1}\left(U_{x}\right) \cap \theta^{-1}\left(D_{x}\right)$. The inclusion $\theta^{-1}(x) \subseteq$ $\theta^{-1}\left(U_{x}\right) \cap \theta^{-1}\left(D_{x}\right)$ is immediate. Conversely, let $B \in \theta^{-1}\left(U_{x}\right) \cap \theta^{-1}\left(D_{x}\right)$. Since $B \in \theta^{-1}\left(U_{x}\right)$ we have $x \leq \theta(B)$ and since $B \in \theta^{-1}\left(D_{x}\right)$ we have $\theta(B) \leq x$ hence $\theta(B)=x$ and thus $B \in \theta^{-1}(x)$.

We prove (2) by observing that both $\theta^{-1}\left(U_{x}\right)$ and $\overline{\theta^{-1}\left(D_{x}\right)}=\theta^{-1}\left(M-D_{x}\right)$ are upward closed (and recognized by $\theta$ ) hence, by Theorem 4.5.1, they are MSO definable.
(2) implies (3) This immediately follows from Theorem 3.3.1 that ensures that every upward closed and MSO definable languages is recognized by a finite state birooted tree automaton.
(3) implies (1) Assume that $L$ is a finite Boolean combination of languages recognized by birooted tree automata. We want to show that $L$ is quasirecognizable.

By Theorem 4.3.1, every such a regular language is quasi-recognizable. Since the class of quasi-recognizable languages is obviously closed under complement it suffices to prove that it is closed under intersection.

This is done using classical algebraic tools on monoids [54]. More precisely, given two adequate premorphisms $\theta_{1}: \mathcal{B}(F, A) \rightarrow M_{1}$ and $\theta_{2}: \mathcal{B}(F, A) \rightarrow M_{2}$, the mapping $\theta: \mathcal{B}(F, A) \rightarrow M_{1} \times M_{2}$ defined by $\varphi(B)=\left(\varphi_{1}(B), \varphi_{2}(B)\right)$ is an adequate premorphism in the product monoid $M_{1} \times M_{2}$ ordered by the product order. Then, for every $X \subseteq M_{1}$ and $Y \subseteq M_{2}$ we have $\varphi_{1}^{-1}(X) \cap \varphi_{2}^{-1}(Y)=$ $\varphi^{-1}(X \times Y)$. This concludes the proof.

Corollary 4.6.2 The birooted image of every regular languages of $F$-tree is recognizable by an adequate premorphism in a finite adequately ordered monoid.

Proof This follows from Theorem 3.4.1 and Theorem 4.6.1.

### 4.7 More on quasi-recognizable languages

The following separation Theorem is based on an example that was suggested by Marc Zeitoun.

Theorem 4.7.1 There exists an MSO definable language of birooted $F, A$-trees that is not quasi-recognizable.

Proof Let $F=\{\bullet\}$ and $A=\{a\}$ be the trivial alphabets. Let $B_{a}$ be the elementary birooted tree defined by $B_{a}=\langle t, a\rangle$ with $\operatorname{dom}(t)=\{1, a\}$. Let then $L_{1}=\left\{B_{a}^{2 n}: n \in \mathbb{N}\right\}$ and let $L_{2}=\left\{B_{a}^{2 n} \cdot B_{a}^{-2 n}: n \in \mathbb{N}\right\}$. These birooted trees are depicted in Figure 18 below.


Figure 18: The birooted trees $C_{n}=B_{a}^{n} \cdot B_{a}^{-n}$ with $C_{0}<C_{1}<C_{2}<C_{3}<C_{4}<$ $\cdots$.

Obviously, both the languages $L_{1}$ and $L_{2}$ are definable in MSO. Moreover, $L_{2}=\left(L_{1} \cdot L_{1}^{-1}\right) \cap U$ with $U$ the set of idempotent birooted trees. We prove that $L_{2}$ is not quasi-recognizable.

Assume there is an adequate premorphism $\varphi: \mathcal{B}(F, A) \rightarrow M$ into an adequately ordered monoid. We observe that the sequence $\left\{B_{a}^{n} \cdot B_{a}^{-n}\right\}_{n \in \mathbb{N}}$ is strictly decreasing in the natural order. By monotonicity, this means that the sequence $\left\{\varphi\left(B_{a}^{n} \cdot B_{a}^{-n}\right)\right\}_{n \in \mathbb{N}}$ is also decreasing.

Now, if we assume that $\varphi$ recognizes the language $L_{2}$, this means that $M$ is finite and since we have $B_{a}^{2 n} \cdot B_{a}^{-2 n} \in L_{2}$ while $B_{a}^{2 n+1} \cdot B_{a}^{-2 n-1} \notin L_{2}$ this also implies that the sequence $\left\{\varphi\left(B_{a}^{n} \cdot B_{a}^{-n}\right)\right\}_{n \in \mathbb{N}}$ is strictly decreasing which contradicts the finiteness of $M$.

Remark The above example shows that the class of quasi-recognizable languages is not closed under product. Curiously enough to be mentioned, closure under product is true when restricting to positive birooted $F, A$-trees, that is, birooted $F, A$-trees with output roots that belongs to $A^{*}$. The induced language theory is worth being studied as already started in the case of birooted words [14]. With trivial vertex labeling alphabet, the monoid of positive birooted-trees is already known in algebra: it is the free ample monoid generated by the alphabet $A$ [18].

## 5 Conclusion

Studying languages of birooted $F, A$-trees, structures that generalize $F$-terms and $F$-forests, we have thus defined a notion of birooted tree automata, a related notion of quasi-recognizability and we have characterized quite in depth their expressive power in relationship with language definability in Monadic Second Order Logic. As a particular case, our results provide a new algebraic characterization of the regular languages of finite $F$-trees.

Potential links with the preclones approach [15] or the forest algebra approach [7, 6] need to be investigated further. It has been shown [4] that quasirecognizability can also be seen as a particular case of recognizability in the setting of partial algebras [8]. In this more general framework, a notion of (partial algebra) syntactic congruence is available. Restating the language classification results obtained in $[7,6]$ in this new framework remains to be done.

We have already mentioned the application of this theory in computational music. Beyond these applications, it is expected that inverse semigroup theory can be developed much further towards application in computer science and engineering [34]. Thanks to Stephen's representation theorem [61], Munn's graphical representation theorem can be generalized to arbitrary inverse semigroup $S$ generated by a distinguished subset $A \subseteq S$. It follows that, via quotient by adequate equations, the language theory that is developed here may go far beyond the study of languages of birooted trees themselves, possibly in link with recognizable languages of graphs [10].
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[^1]:    ${ }^{1}$ This collapse of expressive power arises even in the absence of inverses themselves as illustrated by the recognizable languages of positive birooted words studied in [31].
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