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Abstract: Cellular networks have been notoriously interference-limited systems in dense urban
areas, where base stations are deployed in close proximity to one-another. Recently, a signal pro-
cessing method called Interference Alignment has emerged, making use of the increasing signal
dimensions available in the system through multiple-input multiple output (MIMO) and Orthog-
onal Frequency Division Multiplexing (OFDM) technologies. In this report, we review the state
of the art of interference alignment since its foundation, and we detail algorithms and baseline
comparisons to make when applying interference alignment schemes to downlink cellular networks.
We also propose a number of research directions of interest which are not yet answered in the
current literature.
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Alignement d’interférence dans les réseaux cellulaires en

voie descendante

Résumé : Les réseaux cellulaires ont été l’exemple typique de réseaux dont les performances
sont limités par les interférences, particulièrement dans les régions urbaines. Récemment, une
nouvelle technique de traitement du signal appelée “alignement d’interférences” a été dévelopée,
et permet d’utiliser les dimensions du signal reçu à travers les technologies MIMO (multiple input
multiple output) et OFDM (orthogonal frequency division multiplexing) pour annuler tout ou
partie de l’interférence reçue par les mobiles. Dans ce rapport, nous évaluons la littérature liée
à l’alignement d’interférence et nous détaillons les algorithmes existants et leur application aux
réseaux cellulaires en voie descendante. Nous proposons ensuite un ensemble de directions de
recherche d’intérêt par rapport à l’état de l’art actuel.

Mots-clés : alignement d’interférences, traitement du signal, réseaux cellulaires
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List of acronyms

MIMO multiple-input multiple output

d.o.f. degrees of freedom

SNR signal-to-noise ratio

SINR signal-to-interference-plus-noise ratio

w.l.o.g. without loss of generality

QoS quality of service

SC small cell

BS base station

IA Interference Alignment

CSI channel side information

w.r.t. with respect to

UE user equipment

OFDM Orthogonal Frequency Division Multiplexing

BAU Business-as-usual

MMSE minimum mean-square error

OFDMA Orthogonal Frequency Division Multiple Access

CoMP coordinated multi-point

MSE Mean-square error

FFR fractional frequency reuse
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4 Ferrand & Gorce

1 Introduction

Interference management techniques are a recurrent focus in many communication setups. In
cellular systems, interference from neighboring base stations are still one of the foremost con-
straint on the deployment of the network, and will create outages at the cell edges as well as
the need for complex handovers. Such trend can also be seen in dense urban wireless local area
networks, where an apartment building will typically have dozens of networks competing over
the same bandwith. A classical way to approach these issues are through medium access control
techniques, which in turn severely reduce the performance of each individual nodes system to
ensure cohabitation. Interference management is thus critical in most modern communication
networks.

Interference management for cellular network has been first and foremost implemented through
smart reuse of the resources allocated to the network as a whole, mostly through so-called Fre-
quency Division Multiple Access (FDMA) techniques. Common schemes include reuse-n schemes
where neighboring cells do not interference on each over resources, as well as fractional frequency
reuse (FFR) schemes [1]. More recently, making use of the increase signal space available through
both MIMO systems as well as OFDM techniques, a new concept has emerged. Interference
Alignment (IA) [2] aims at using these signaling dimensions so that transmitters cooperative
design their signals in order for interference to overlap at the receivers. Somewhat surprisingly,
as long as the number of dimension increases with the network size, the authors of [2] showed
that the sum-throughput of the network can grow linearly with the network size also.

Our goal in this report is to study the opportunity of using interference alignment as an
advanced communication technique in the Greentouch arsenal. Most research on IA focused
on the performance gain in idealized scenarios. We aim at focusing on the potential energy
gain of this approach, as outlined in [3], as well as the practicability of the implementation on
current hardware. While [3] detailed interference cancellation as a tool and the impact it has
on network performance, the current report is aimed at describing the existing IA algorithms
available in the state of the art, as well as our planned iterations and research objectives on this
front. We introduce advances from the literature up to the time of writing, and subsequently
develop a global model encompassing the different scenarii encountered in applying IA to cellular
networks. We then focus on 2 specific scenarii of interest and study their particularities, as well
as the different algorithms available to achieve IA performance gains in practice. The last section
of the report is devoted to the extension and specialization of the schemes we plan to develop,
as well as their implementation both in simulation and on software-radio hardware.

1.1 Notations

In the sequel, we denote vectors using a lowercase boldface notation, e.g. x, matrices using an
uppercase boldface notation, e.g. C and scalar in a normal typeface. Unless specified explicitely,
all scalars, vectors and matrices are complex-valued. The set of complex-valued matrices with
M rows and N columns is denoted M(M,N). The trace of a matrix tr(·) is the sum of diagonal
elements of the matrix. The determinant of a matrix is denoted as | · |. The superscript T
indicates the transpose of a matrix or a vector, whereas the superscript † indicates the hermitian
– the conjugate transpose – of a matrix. The operator νd[·] refers to the eigenvector of the dth

lowest eigenvalue of a matrix. Unless specified, the norm operator ‖ · ‖ refers to the euclidean
norm when applied to vectors, and the Frobenius norm when applied to matrices. We denote
[A]i the ith column of the matrix A, and [A]i the ith line of the matrix A. Finally, null(·)
denotes the space orthogonal to the specified vectors or the columns of the specified matrix,
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Downlink Cellular Interference Alignment 5

whereas span(·) refers to the subspace spanned by the specified vectors of the columns of the
specified matrix.

1.2 Mathematical preamble

A large body of results on interference channels focus on the notion of degrees of freedom (d.o.f.),
which relate to the number of elementary information streams that may flow in the network with
sufficiently large signal-to-noise ratio (SNR) at the receivers. We introduce this performance
metric through its basic definition on MIMO channels under an additive Gaussian model, with
M antennas at the transmitter and N antennas at the receiver. The output of this channel,
y ∈ C

N is linked to the input symbols x ∈ C
M by the relation:

y = Gx+ x (1)

The matrix G is composed of M × N complex channel gains. We can assume without loss
of generality (w.l.o.g.) that E

[
xx†

]
= IN , where IN is an identity matrix of size N × N [4,

Rem.9.1]. Furthermore, we assume that the total power used by the symbol x is bounded by
P , i.e. tr(E

[
xx†

]
) ≤ P . With conditions on the matrix G, [5] showed that using the singular

decomposition of G = U∆V†, the capacity of this channel may be written:

C = max
K:tr(K)≤P

log |Id +∆K∆| (2)

We define d = min(M,N) and K = V†
E
[
xx†

]
V is the transformed covariance matrix of the

input symbols. Since V is unitary by definition, the trace constraint on the power of x transfers
to a trace constraint on K. Both Id and ∆ are diagonal matrices. By Hadamard’s inequality,
we know that |A| ≤

∏

i Aii where Aii are the diagonal entries of A. Thus:

|Id +∆K∆| ≤
d∏

i=1

(1 + ∆iiKii∆ii) (3)

with equality iff K is diagonal. This result implies that at the optimal, the Gaussian MIMO
channel reduces to a product Gaussian channel, i.e. d parallel Gaussian channels. The optimal
covariance matrix K may be determined through water-filling [4, Sec.3.2.3]. Let’s denote K̃ the
optimal transformed covariance matrix K such that the capacity C in (2) is maximized. We can
write:

C =

d∑

i=1

log
(

1 + ∆2
iiK̃ii

)

(4)

If we assume ∆ii 6= 0 for all i, when the power constraint P increases, the water level is deep
and allocating equal amounts of powers to all the antennas becomes optimal asymptotically as
P →∞. Thus, we can rewrite:

C = d log(P ) + o(log(P )) (5)

The number d represents the number of spatial dimensions available to the transmitter, as mod-
ified by the channel G, and is termed as degrees of freedom as to represent the available parallel
channels available for signalization. Traditional orthogonalization will also increase the number
of d.o.f.. For example, using frequency division will provide additional d.o.f., as frequency-divided
channels are also traditionnaly modeled by parallel Gaussian channels.

RR n° 8543



6 Ferrand & Gorce

2 State of the art

We focus here on the literature specific to the actual interference alignment techniques as they
have been developped in the recent years. A previous report [3] describes the modeling of cellular
networks, as well as the the effect of interference on cellular networks. The potential gains in
terms of signal-to-interference-plus-noise ratio (SINR) geometry of interference alignment are
developped in this report.

2.1 Interference alignment

In the current literature, IA refers to a large range of signal processing techniques that aim at
using the dimensionality of signals transferred over the network as to reduce the space spanned
by unwanted signals at the receiver, thereby reducing or completely cancelling interference. One
of the key results from the application of IA ideas to networks is that, under specific conditions,
dense and high-power wireless networks are not fundamentally interference limited. As an exam-
ple, under idealized assumptions, using IA in the setting of an interference channel formed by
K transmitter-receiver pairs interfering between one another allows each pair to achieve a data
rate equal to half of his interference-free channel, regardless of K [2]. The theory developped on
the early work of [6, 7] on the X channel and interference channel with 2 transmitter-receiver
pairs.

Regardless of the setting, the idea behind interference alignment is as follows, and traces back
to the so-called index coding problem of source coding (links between IA and the index coding
problem are treated in [8] and references therein). The idea originates from linear algebra.
Consider the system of equations [9]:

y1 = 3x1 + 2x2 + 3x3 + x4 + 5x5 (6)

y2 = 2x1 + 4x2 + x3 − 3x4 + 5x5 (7)

y3 = 4x1 + 3x2 + 5x3 + 2x4 + 8x5 (8)

In a general setting, by observing y1, y2 and y3, one cannot recover the values of the five
unknowns. Solving for all unknowns would require at least five observations. Nevertheless, if we
are only interested in the value of x1, it turns out that in this setup it is possible to recover its
value because the interfering space (the values (x2, . . . , x5)) only span a 2 dimensional vector
space. Consider the projection of y = (y1, y2, y3)

T onto the vector u = (17,−1,−10)T :

uTy = 9x1 (9)

Through a simple linear projection of the observed vector, x1 can thus be recovered free from
interference even though the original space spanned by the signal was 5 > 3. This general
principle forms the basis of interference alignment, although most of the difficulty lies in the
specific design of transmit symbols and decoding algorithms allowing the system to effectively
consolidate interference at each receiver in a small subspace. One of the key condition for this
technique to work stems from the fact that, in realistic wireless channels, each receiver will
observe different combination of the symbols sent because of the random and independent effects
of the channel. Since each receiver observes a different signal, it is possible to carefully design the
transmitted signal to ensure that interference may be constrained in a subspace of the received
signal.

As a communication technique, IA shows the most gains in the high SINR regime, when the
transmission power grows, although one can characterize the gains at any SNR in specific cases
[10]. As such theoretical work on IA focuses on the d.o.f. achievable in specific communication

Inria



Downlink Cellular Interference Alignment 7

models. The original work on IA centered on the MIMO X channel [7] and the MIMO interference
channel [6], both with 2 transmitter-receiver pairs. Cadambe and Jafar developped an IA scheme
allowing to achieve the outer-bound on the d.o.f. in the K-users MIMO interference channel in
[11, 2], as well as the general MIMO X channel in [12]. These results have been extended by
Karmakar et al. in [13], who characterized the capacity of the MIMO interference channel within
1 bit over the whole SINR range1. Grokop et al. showed in [14] that the achievability of the d.o.f.
region in the case of the K-users interference channel requires the dimension of the signal space
to grow exponentially. In practice, in order to be able to solve the linear systems as presented
before and effectively constrain interference in a subspace of the received signal space, one has
to increase the number of antennas available on the transmitters and receivers. When this is not
possible, additional dimensions can be obtained by signaling over different frequency bands or
transmission slots, provided that significant diversity is obtained from these channel extensions.
As an example, one can simply use the fact that if the effect of the channel is modeled through a
symmetric probability distribution, then there exists states over time that will naturally cancel
each other. A transmitter that has knowledge of these states can use this particularity to design
its transmitted symbols to achieve IA, provided that it can transmit over an infinite period
of time [15]. Not using channel extensions can in many cases limit the achievable d.o.f., since
the outer-bounds on the d.o.f. region are fractional for most channels [16]. In generic random
channels, conditions for the solvability of the linear systems for IA were studied in [17], and linked
to the solvability of a system of polynomial equations. Yetis et al. [17] showed in particular that
so-called proper systems where the number of equations does not exceed the number of variables
are likely to be feasible in the K-user interference channel. Nevertheless, as the number of users
grows, the complexity of computing a solution to the IA problems becomes untractable ; in the
case of the interference channel, Razaviyayn et al. showed that the problem is indeed NP-hard
when receivers have more that 3 antennas [18]. Ning et al. proved feasibility results for IA
solutions when frequency diversity is available in the systems, thereby giving a specific block-
matrix form to the channel matrix. Further theoretical results on IA may be found in [9] and
references therein.

2.2 Effect of imperfect and delayed state information at the transmit-

ter

In most theoretical settings, achieving the gains of IA requires perfect knowledge of the channels
coefficients between the transmitter and receivers, in order to properly design the transmitted
symbols and decoding algorithms. In a practical setting however, especially when implementing
IA, channel side information (CSI) may not be available at the transmitter and/or receiver, or
may be delayed or degraded. This issue is a key focus of contemporary research on applying IA
in wireless communications networks [19], as imperfect CSI will lead the interference subspace
to leak into the signal subspace. A large body of work already showed that without CSI at
the transmitter, the achievable d.o.f. region collapses in a number of settings related to cellular
communications, especially broadcast [20] and the 2-user interference channel [21]. Vase and
Varanasi characterized the achievable d.o.f. region for the MIMO broadcast and interference
channel, and further identify the cases and hypotheses under which the region does in fact not
collapse without transmitter CSI. Nevertheless, Maddah-Ali and Tse showed in [22] and [23] that
in some cases delayed CSI can actually provide a gain in d.o.f. even when the delay is too large to
ensure correct channel tracking by the transmitter. Vaze and Varanasi studied the cases where
delayed CSI is indeed useful in MIMO broadcast and interference channels in [24], as well as their
d.o.f. region without transmitter CSI [25]. Jafar also showed that under specific conditions on the

1Recall that d.o.f. characterization focus only the asymptotic high SINR range.
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8 Ferrand & Gorce

wireless channel behavior, it was possible to achieve IA gains without any transmitter CSI [26].
The key idea in that case is to use the channel temporal correlation statistics, in particular the
fact that only part of the channel may vary over time, thereby allowing the receiver to effectively
cancel interference by tracking the changes and substracting the received signals. Similar results
have been presented in [27] by using antenna switching techniques.

In the most common case of imperfect or noisy CSI, one has to account for the leaked
interference in the signal space due to incorrect information about the channel coefficient. El
Ayach et al. studied an algorithm effectively tracking the channel and minimizing the interference
leakage and noise on the channel predictions simultaneously in [28]. The authors extended their
algorithm in [29] and showed that by projecting the required CSI onto the Grassmanian manifold,
one can effectively reduce the feedback overhead by exploiting both the temporal correlation of
the channel and the Grassmanian structure. A Grassmanian gradient descent algorithm was also
described in [30], showing similar benefits. Krishnamachari and Varanasi bounded the needed
feedback transmission rate required to achieve the d.o.f. region of the MIMO interference channel
[31], as well as the degradation in d.o.f. stemming from insufficient feedback. Rezaee and Guillaud
studied a similar problem and derived the optimal feedback scaling with respect to (w.r.t.) the
transmission power of the source and showed that without scaling, the capacity of the system
effectively plateaus [32, 33].

2.3 Numerical algorithms for IA

Linear interference alignment solutions in practical systems are at first sight very viable candi-
dates for improving the performance of the interference-limited cellular networks. In effect, the
schemes to achieve interference alignment only act on the precoding and decoding matrices and
thus should readily adapt to the MIMO-OFDM setups used in 4th generation cellular networks
and envisioned for the next generation. Nonetheless, as partially discussed in the preceding
section, some challenges may be identified before effectively achieving the theoretical gains of
IA[19]:

• The dimensionality required to achieve IA grows faster than exponentially in the number
of users, whereas practical systems will be limited in both frequency and antenna diversity.

• IA shows most of its gains in the high-SINR regime, in interference limited systems with a
low number of interferers.

• Computation of the precoding and decoding matrices is heavily reliant on CSI at both
transmitters and receivers. The overhead of CSI acquisition must be minimized and traded
off for the performance of the IA scheme.

• In some schemes, the synchronization and organization of the network will be paramount
in achieving the gains projected by IA. Centralized control risk increasing the load on
the backhaul network and risk missing delay constraints due to the transfer of CSI and
computation time of IA solutions.

The practical computation of precoding and decoding matrices in interference channels has been
treated in a number of paper. It has been shown that exactly computing the matrices for the
interference channel with more than 3 antennas receivers is indeed a NP-hard problem [18]. As
such, most approaches will use heuristics to derive adequate IA solutions targeted at a specific
IA scheme. We focus here on distributed approaches. The Interference plus noise leakage (INL)
algorithm presented in [34] aims at finding the smallest interference subspace and the associated
precoders and decoders, without considering the resultant SINR. The most common algorithm

Inria



Downlink Cellular Interference Alignment 9

aims at maximizing the SINR while reducing the interference space in the manner of [34], and
is thus called Max-SINR [35]. A similar approach has been taken by Kim and Torlak [36] to
improve the precoders found by the original algorithm proposed by Cadambe and Jafar in [2].
An extension of the Max-SINR algorithm relieving the hypothesis of reciprocal channels has
been introduced in [37], and Schmidt et al. introduced a generalized version using Mean-square
error (MSE) terms rather than SINR terms, with weights on the objective function [38], thereby
allowing for quality of service (QoS) constraints. The case where all nodes do not participate in
the IA scheme has been treated in [39]. Peters and Heath also prove the convergence of the Max-
SINR algorithm under a colored gaussian noise hypothesis in [39]. We detail these algorithms in
section 3.1.

These algorithms have been implemented on hardware platforms. The team of Pr. Heath
developed an IA testbed formed by 3 transmitter-receiver pairs with 2 antennas each, and suc-
cessfully implemented an IA scheme using an INL algorithm tuned for this setup (see e.g. [28, 19]
and references therein). The results highlight the complexity of the computation and the neces-
sary tradeoffs to be made for practical implementation of IA. Similar results have been found at
UT Vienna by Mayer et al. in a realistic outdoor testbed. They highlight precisely the processing
and delay incurred by the necessary estimation and feedback of CSI to the base stations [40].

3 Interference alignment in downlink cellular networks

As shown above IA drove strong interest in the research community for different settings far
beyond the initial K-user intereference channel. The recent review [19] highlights the different
technical challenges to be solved before envisioning a practical application among which im-
plementing accurate feedback loops is probably the most important challenge. But beyond the
practical implementation of IA solutions in a network, the actual model of the network tends to be
complex and involve a large number of hypothesis relative to the number of base stations (BSs),
user equipments (UEs), network geometry and antenna/frequency diversity. These assumptions,
or lack thereof, are needed and will play a significant role in the design of IA schemes. These IA
schemes are in return heavily tuned to the specific hypotheses made and may not adapt to all
cellular configurations, thereby justifying the need to develop a scheme adapted to the Green-
touch cellular model. A downlink cellular network is basically an interfering broadcast channel,
where BSs will transmit towards a number of users and interfere with each other. We state below
the general formulation for the downlink interferering broadcast channel, and subsquently review
the literature related to the problem based on the hypotheses and simplifications made.

We consider a set of B BSs indexed in {1, . . . , B} and a set of U UEs indexed in {1, . . . , U}.
As a simplification, all BSs will be equipped with M antennas and all UEs with N antennas.
We only focus on the downlink problem. Each user is linked to a specific BS, and the set of
all users linked to BS b is denoted by Ub. The communications take place over a bandwith W
separated into F orthogonal sub-bands of equal size W/F . For a sub-band f , with 1 ≤ f ≤ F ,

the power allocated by a BS b, with 1 ≤ b ≤ B is denoted by p
(f)
b , and the global power used by

the BS is constrained to P . In practical systems, usually, a scheduling operation will determine
the sub-bands a specific user will transmit on. We do not consider scheduling explicitely in the
model ; in effect, scheduling is either done before applying the IA techniques described here
or implicitely managed in the IA schemes, in which case all users share the whole frequency
space. As multiple BSs compete over the same resource set, a user will experience two kind of
interferences. The first kind of interference comes from BSs other than the UE’s and is termed
out-of-cell interference or inter-cell interference. A base station may also have to serve multiple
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10 Ferrand & Gorce

users simultaneously, thereby sending more than one stream of information in a single signal.
This leads to intra-cell interference due to the superposition of information streams, which can be
cancelled through beamforming techniques or managed through iterative decoding and/or dirty
paper coding [4, 41]. We model the signals received by the UE u from the BS b using a static
pathloss Lb,u dependent on the distance d(b, u) between the BS and the UE, a large-scale random
component Sb,u which follows the Greentouch shadowing model. For simplicity of presentation,
we consider the aggregate large-scale effects as a single variable:

γ
(f)
b,u = Lb,uSb,up

(f)
b (10)

We further denote Γ
(f)
b,u =

√

γ
(f)
b,u IN , and the pathloss matrix from BS b to user u is constructed

as Γb,u = diag
(

Γ
(1)
b,u, . . . ,Γ

(F )
b,u

)

. All matrices and scalars are supposed formed of complex

coefficients. Additional fading per sub-band is captured through a random matrix H
(f)
b,u ∈

M(N,M). The fading matrix over all sub-bands is denoted Hb,u = diag
(

H
(1)
b,u, . . . ,H

(F )
b,u

)

,

and so we have Hb,u ∈ M(F × N,F × M) . Each BS send a space-frequency codeword

xb =

[(

x
(1)
b

)†

, . . . ,
(

x
(F )
b

)†
]†

such that each for any 1 ≤ f ≤ F , the codeword x
(f)
b has size

M × 1. Without any precoding or decoding, and assuming that all BSs transmit on the whole
bandwith, the signal received by a specific user u can be written as:

yu =

B∑

b=1

Γb,uHb,uxb + zu zu ∼ CN (0, σ) (11)

We model the precoding and decoding operation over the whole available signal dimensions
in frequency and space. A BS aims at sending a du ≥ 1 symbols towards each of its users
u ∈ Ub. The symbols are ordered as {su,i}1≤i≤du

and may be stacked into a vector su. To send
a symbol, the BS uses a precoding matrix Cu ∈ M(F ×M,du), where [Cu]

i, the ith column of
the precoding matrix, is the precoding vector associated with the symbol su,i. Upon receiving its
signal, the user u can apply a linear operation on the signal received modeled through a matrix
Du ∈M(du, F ×N) to decode its symbols, such that:

ỹu = Duyu = Du

B∑

b=1

∑

v∈Ub

Γb,uHb,uCvsv +Duzu (12)

For the purpose of describing iterative algorithms when necessary, we will denote the “reversed”,
uplink network parameters (from the UEs to the BSs) using left-arrow stacked over the letters.

In essence,
←−
Hb,u is the channel matrix from user u to BS b,

←−
Cu is the precoder used by UE u

in the uplink, and
←−
Db is the decoder used by the BS b for uplink transmissions. In the uplink, a

user sends a signal ←−x u =
←−
Cu
←−s u and a BS receives ←−y b as follows:

←−
Db
←−y b =

←−
Db

U∑

u=1

Γb,u

←−
Hb,u

←−
Cu
←−s u +

←−
Db
←−z b (13)

Most uplink analysis in this and subsequent reports will nevertheless be restricted to channel
estimation and feedback rather than actual data transmissions. As such, symbols sent by the
users are expected to be quantized as a feedback rate – in which case we are only interested in
the SINR of the streams – or known by the BS and used for estimation. The actual content of
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Downlink Cellular Interference Alignment 11

the symbol vector ←−su is thus either fixed and known, or will match the downlink description of
the streams from the BS towards the UE.

In the downlink, to evaluate the sum-rate achievable by a user u, we will have to study the
rate of each stream captured through the symbols su,i. Assuming, w.l.o.g., that the user u is
linked to the BS 1, the received signal can thus be globally decomposed as:

ỹu =

Desired signal
︷ ︸︸ ︷

DuΓ1,uH1,uCusu +

Intra-cell interference
︷ ︸︸ ︷
∑

v∈U1

v 6=u

DuΓ1,uH1,uCvsv +

Inter-cell interference
︷ ︸︸ ︷

B∑

b=2

∑

v∈Ub

DuΓb,uHb,uCvsv +Duzu (14)

More compactly:

ỹu = DuΓ1,uH1,u






Cusu +

∑

v∈U1

v 6=u

Cvsv







+Du

B∑

b=2

∑

v∈Ub

Γb,uHb,uCvsv +Duzu (15)

Since the matrix Γb,u is diagonal for any b and u, necessary conditions on the achievability of
inter-cell IA would include, for a given user u:

DuHb,uCv = 0M ∀(b, v) ∈ {(b, v) | v ∈ {1, . . . , U}, v 6= u, v ∈ Ub} (16a)

rank (DuH1,uCu) = du (16b)

These conditions ensure that the inter-cell interference is nulled for any signal sent by the
interfering BSs, while still preserving the necessary signal space to achieve a multiplexing gain du
at high SINR. The intra-cell interference may then be treated in a complementary manner, either
through interference cancellation or dirty paper coding. However, in such a complex formulation,
these conditions are hard to evaluate and translate into actual effective constructions of precoders
and decoders achieving IA. Consequently, most of the literature considers a subset of the general
problem and develop schemes adapted to the model studied. We review theses simplifications
w.r.t. the goal of deriving a practical IA scheme for the Greentouch network model.

3.1 Interference alignment in the K-user interference channel

A classical MIMO based IA method for cellular networks is a direct application of the K-users
IA scheme introduced in section 2.1 – subsequent details may be found in [9]. For the sake of
clarity, the model comprises a set of K transmitter-receiver pairs which interfer each other, as
represented on Fig.1. The application of this model in the context of cellular networks has been
proposed by [42], and extended in [43]. The authors of [44, 45] study the form of IA solutions
in partially connected interference channels, where a subset of cross-channels between BSs and
UEs are active at a point in time. They provide an algorithm checking the feasibility of the
IA problem, as well as optimizing the d.o.f. achieved by each users. This approach, however
presented, will require the network to form “pairs” of BSs and UEs designated to interact over
the same set of resources in space, frequency and time, and only a single user from a specific BS
will be allocated the resource. This leads to a specialization of the interfering broadcast channel
to an interference channel:

• Each user is limited to a single frequency sub-band

• Each frequency sub-band is allocated to exactly one user
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T1

T2

T3

R1

R2

R3

...
...

Figure 1: K-users interference channel. The first 3 transmitter-receiver pairs are represented
on this figure. The blue lines indicate the desired links, whereas the red lines indicates the
interfering links.

As such, interference inside a single frequency sub-band will only come in the form of inter-cell
interference from external BSs, and the user scheduling is done before applying IA techniques.
Therefore, in the preceding model, we can simplify the study to a single sub-band and generalize
for all users of a BS on each sub-band, leading to F = 1 and B = U = K. Under these hypothe-
ses, the conditions (16) can be specialized, and a d.o.f. distribution for all users (d1, . . . , dU ) is
achievable iif there existsCb andDk precoding and decoding matrices s.t. for any k ∈ {1, . . . , U}:

DkHb,kCb = 0 ∀b 6= k (17a)

rank (DkHk,kCk) = dk (17b)

It has been proved ([2, 17, 9] and references therein) that the existence of this scheme de-
pends on the dimensions of the problem (K,M,n, (d1, . . . , dU )) and not on the specific channel
realizations, if the channels are assumed drawn from a continuous distribution. Conditions (17)
suppose a fixed d.o.f. distribution, but the “d.o.f. achievable region” can be determined for the
K-users interference channel and is given by [46]:

D = {(d1, · · · , dU ) | di + dj ≤ N ∀(i, j) i 6= j} (18)

which means that in a fair approach, the receiver dimension N is divided into two equal parts ;
one for interference and one for the useful signal. When all di = 1 and without channel extensions,
Tresch et al. provide the following limit [47]:

N +M − 1 ≥ K (19)

For instance, using this scheme with 2×2 MIMO systems allows to manage only 3 users simulta-
neously. Therefore, the authors of [47] proposed to form clusters of BSs, which cooperate to serve
their mobiles using the IA scheme (Fig.2). They observed a good capacity improvement but only
in the center of the clusters which is normal since border mobiles still suffer from inter-cluster
interferences. Less intuitivele, even mobiles near the center of the cluster – and thus far from the
3 cooperating BSs – gain relatively little compared to an optimal MIMO transmission associated
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with a 1/3 frequency reuse scheme. One could overcome this issue by forming dynamic clusters
depending on the position of the mobiles but the coordination would become cumbersome, and
even in this case a proper frequency reuse scheme could remain more efficient. Furthermore,
a global knowledge of CSI is required to form the clusters. This scheme has been generalized
and extended in [43] to arbitrary clusters over each frequency sub-band, thus still requiring a
centralized knowledge and decision system. Nonetheless, the authors develop an achievable IA
scheme for a dynamically constructed cluster of K BSs and d streams per user, verifying:

M +N − (K + 2)d ≥ 0 d ≤ min(M,N) d ≤ max(M,N) (20)

Figure 2: Clustering of base stations in a group of 3. Red cells indicate out-of-cluster interferers.
This example in a 2 × 2 MIMO configuration allows each cluster of BSs to serve 3 users using
interference alignment using the technique developed in [42].

A similar approach has been proposed and evaluated on actual measurements in [28], and
another scheme is evaluated by simulation in [48]. The results show again a questionable gain
of interference alignment compared to other techniques. However, as mentioned above, IA has
been performed independently on each frequency in the OFDM frequency spectrum after each
mobile has been allocated a given sub-band. In [48], two options are proposed: the first makes
clusters with the 3 sectorial antennas of a same site while the second makes clusters with the 3
sectorial antennas of adjacent cells pointing in the same direction. In such situation, we have
for each carrier, a set of three pairs TX-RX which aim at performing an interference alignment.
The former results however suffer from two main limitations. First, the working space is mostly
limited to 2× 2 MIMO space which drastically reduces the available signal space for performing
IA. As shown before, at most 3 users can be managed through this setup and each will have to
sacrifice half of its signaling space to achieve IA. So without coordination we have a potential
of 6 d.o.f. (2 per user) but suffering from strong interference, while with IA, we have only 3
d.o.f. with no interference (except from outside the cluster). Thus the d.o.f. lost through IA
should be compensated by a strong SINR gain, which is revealed to be unsufficient in the related
experiments.

The second limitation comes from the need of perfect and centralized CSI in the cluster to
align interference. It has been also shown that reducing the CSI further drastically reduces the
performance of the system [48]. The only option thus relies on increasing the signal space, i.e.
by equipping all BSs and mobiles with more antennas, but expecting more than 4 antennas on
mobiles is right now utopic. It can be also increased by considering not only the MIMO space
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but also the frequency space if the carriers suffer from independent fading states as suggested in
[49]. However, any approach in this research direction is likely to require centralized coordination
and CSI, whereas our focus in this work is rather on distributed coordination.

3.2 Interference alignment in interfering broadcast channels

By relaxing the strict BS-UE pairing of the preceding section, the system reverts to a downlink
broadcast interference channel and capture the expected situation of next generation networks.
This relaxation intuitively holds great potential ; in effect, we are trading the complexity of intra-
cell interference management for the gain of pooling and dynamically scheduling the resources
to the UEs. Nevertheless, the complexity of the model leads to various simplifications and
hypotheses to facilitate its analysis in the literature. In [50], the authors present a low-feedback
scheme for a 3-cells honeycomb setup, where fractional frequency reuse is used by the base station
to reduce interference on the cell-edge users. Their work presents an IA scheme designed to cancel
the dominant interferers on a subset of the UEs, whose signal is strong enough for the cross-
channel to be reliably estimated. Each UE able to implement this scheme get 1 d.o.f. free from
interference. Da and Zhang present a simple scheme for OFDM downlink cellular networks using
IA over different sub-bands, and develop an algorithm to optimally distribute the frequency and
power resources to individual users [51]. They suppose a fixed scheduling of OFDM sub-bands
for the users as to extract maximal frequency diversity, and show that the resulting optimization
problem is quasi-concave in the power allocation. Suh et al. develop in [49] a scheme for the
downlink celullar networks, extended from [52] which treated uplink channels. Their solution
allows users in a cell to cancel their dominant interferer as well as the intra-cell interference for
users in the same sub-band, achieving 1 d.o.f., without any communication between the BSs.
The IA scheme further implements a novel approach which gives a tradeoff between the power
gain of matched filtering at low-SNR and interference alignment gains at high SNR, thus being
efficient for a large range of practical cases in cellular networks. An opportunistic IA scheme is
presented in [53]. The implementation used pre-formed transmit beamformers, and allows users
to use their local CSI to compute a sub-optimal IA solution but in a completely independent
manner, using a Max-SINR algorithm. Hwang derived the conditions for the existence of IA
solutions in downlink cellular networks [54], with the particularity that all interferers at a UE
are aligned in a rank-1 vector space. Shin et al. show in [55] that a closed form solution to
the interference alignment problem exists in a simple a cellular setup with 2 BSs and 2 UEs.
The solution, when applicable, requires to solve a large matrix eigenproblem, whose computation
becomes very expensive as the size of the network grows. Their work is extended in [56] to larger
heterogeneous networks, where solutions for the IA problem are cast as generalized eigenvalue
problems. In parallel, Tang and Lambotharan [41] generalized the grouping method of [55] to
more general downlink cellular broadcast problem. The algorithm complexity to obtain the IA
solutions are evaluated, as well as necessary conditions for the number of transmit and receive
antennas for the problem to be cast as an eigenvalue problem.

As an example on how to derive an IA solution for the interfering broadcast channel, we
detail the scheme of [49], which assumes the following w.r.t. the model described in section 3:

• Each user is allocated 1 stream: du = 1 ∀u ∈ {1, . . . , U}. This causes the symbol sent to
user u to be a scalar su, and precoding/decoding matrices to become the vectors cu and
du.

• The BSs and the UEs have the same number of antennas: M = N

• The number of users U served by a BS through IA is limited to N − 1
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BS 1 BS 2 BS 3

. . . . . . . . .

Figure 3: General downlink interference broadcast channel, with 3 BSs and an arbitrary number
of UEs.

Some of these assumptions may be relaxed, although they lead to potentially suboptimal gen-
eralization of the IA scheme. Furthermore, while Suh et al. do indicate the possibility of using
multiple frequency sub-bands, the scheduling has to be done beforehand, as was the case with
the K-users interference channel schemes presented above. Another particularity of the scheme
of [49] is that the strongest interferer is removed. When using frequency-based signal dimen-
sions however, as seen from (10), such definition becomes arbitrary. We suppose an additional
precoder P ∈ M(N,N − 1), shared by all BSs. The received signal, considering precoders and
decoders, is thus written as follows using the assumptions of [49]:

ỹu = duΓ1,uH1,uP






cusu +

∑

v∈U1

v 6=u

cvsv







+ du

∑

b∈{2,...,B}

∑

v∈Ub

Γb,uHb,uPcvsv + duzu (21)

Each BS will have N − 1 precoders of size N − 1× 1. Using pilot signals, a user u can estimate
the interference from neighboring BSs. Assuming we want to cancel interference from BS β,
with β 6= 1, the user can always find a null vector du such that duHβ,uP = 0 since Hβ,uP ∈
M(N,N − 1). The user then feeds back its own specific signal space duH1,uP to its BS, which
can construct the zero forcing precoders cu for all its users such that intra-cell interference is
cancelled. Such a precoder also exists since there is exactly N − 1 dimensions available. The
received signal is thus:

ỹu = duΓ1,uH1,uPcusu +

Residual out-of-cell interference
︷ ︸︸ ︷

du

∑

b∈{2,...,B}
b 6=β

∑

v∈Ub

Γb,uHb,uPcvsv +duzu (22)

The approach of Suh et al. basically allows all intra-cell interferers to span the space of the the
cancelled out-of-cell interferer, thereby only leaving for a given user u a single stream with a
residual interference term. The authors note that the performance of this approach is dampened
by the residual interference term, which as seen in [3] may be large. They also propose an
alternative approach. Rather than aiming at completely removing the interference, the user will
design a decoder adapter to the interference space. Consider the covariance matrix of interference
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and noise at a user u:

Φu = (1 + INRrem)I+
SNR

K

∑

v∈Uβ

Γβ,uHβ,uPcvc
†
vP

†H
†
β,uΓ

†
β,u (23)

The INRrem term is the aggregate residual interference term, which is supposed white Gaussian.
The users have no knowledge of the zero-forcing precoders cv used by BS β for its users –
it changes at each channel use. Since cv is dependent on P, the global precoder, carefully
designing P allows to compute a good approximation of E

[
cvc

†
v

]
and thus use the expected

value over the whole user precoders cv of Φu as a decoder. This approach is akin to a minimum
mean-square error (MMSE) receiver in a point-to-point MIMO channel, and thus captures some
beamforming gain at low SINR, thereby outperforming the IA receiver presented above in this
region. Furthermore, the authors of [49] also show that through an empirical design of the
global precoder P, the MMSE-like receiver can also outperform IA at high SINR, making this
approach a strong candidate for practical implementation. Some limitations are present in the
scheme, the main one being that there is no simple and optimal extension for asymmetric antenna
configurations.

In [57], a slightly different approach is used. Assuming that N ≥ M , e.g. UEs have more
antennas than BSs, every interfering channel is invertible almost surely. WhenN < M , frequency
extensions and scheduling is proposed by the authors to attain the requirements. The authors
only consider a simple BSs geometry with 2 BSs, but the scheme can be readily extended to a
more general case and assume that only the strongest interferer is removed. All users agree on
a decoding vector vref of size M and using the pseudo-inverse of the strongest interfering BS β,
the received symbol for user u can be written:

ỹu = v
†
refH

+
β,uΓ1,uH1,ux1 + v

†
refΓβ,uxβ + v

†
refH

+
β,u

∑

b∈{2,...,B}
b 6=β

Γb,uHb,uxb + v
†
refH

+
β,uzu (24)

The decoder used here is du = v
†
refH

+
β,u where H+

β,u = (H†
β,uHβ,u)

−1H
†
β,u. As long as all

the xb are constructed in the null-space of vref (using for example zero-forcing beamforming

[57]), the term v
†
refΓβ,uxβ will cancel. To form its beamforming matrix, the BS will need to

gather knowledge of the receive vector vref , as well as the equivalent channels towards the users
v
†
refH

†
β,uH1,u, to apply intra-cell cancellation methods. This approach is thus equivalent to

the basic form of downlink IA of Suh et al. [49], although the “common signal space reducing
parameter” is different. In [57], the users agree on a common vref and basically agree that
they constrain themselve to a rank-1 subspace, whereas in [49], the BSs agree on a common
precoder P and reduce their signal space. Therefore, the approach of [49] seems more amenable
to extensions for users to decode multiple streams, or globally adapt the signal space at the
BSs. The scheme of [57] is evaluated in a practical setup in [58] and exhibits a significant gain
compared to a MIMO transmission. However, the simulations use MMSE receivers rather than
zero-forcing receivers. This lets us assume that it is probably more efficient to use the IA concept
to manage the subspaces used for signalization at the BSs, but have users employ MMSE-like
receivers as suggested in [49]. The superiority of MMSE receivers has also been noted in [48].

Both approaches offers much more freedom in the use of IA than the K-users IA approach of
the preceding section. It is worth noting that these are not in the strict sense IA schemes because
there is not a real alignment of interference from several BSs. However, they both integrate the
interference free subspace concept of IA. Each BS transmit inside a restricted subspace to
preserve a given free subspace for mobiles of neighborin BSs. This subspace doesn’t need to be
specific because the exact span of this subspace is receiver-dependent. This approach can be
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compared to fractional frequency reuse schemes [1], where an amount of resources is dedicated to
edge users. However, in the downlink IA schemes presented here, this interference free subspace
is different for each mobile, rather than being chosen by the BS. For instance, consider the case
with two cells A and B. If BS A works with a reduced signal space of 1 unit, this is sufficient to
create a free dimension at each receiver of BS B. Because the channel randomizes the orientation
of this free dimension, each mobile of BS B feeds a different equivalent channel to their BS. When
all these mobiles have send their feedback, it can attribute a precoding vector to each mobile,
with orthogonalization techniques such as zero-forcing precoding, to avoid intra-cell interference.

3.3 OFDMA based Interference Alignment

Interference alignment has been proposed initially for the context of MIMO communications.
But as noted from the earliest studies of interference alignment, it is however possible to exploit
channel extensions in frequency or time [2]. In fact, as many upper bounds on achievable
d.o.f. are rational, they require the use of such extensions ; using only space dimensions would
result in integer d.o.f.. Although MIMO and frequency spaces may be combined to increase the
total dimensions available for IA, we focus mainly on pure frequency space approaches in this
section. Using frequency space is relevant for LTE like systems based on Orthogonal Frequency
Division Multiple Access (OFDMA) since the frequency dimensions are much larger than the
space dimensions (receivers are typically limited to 2 up to 4 antennas). Of course, the actual
independent dimensions are much lower than the number of carriers due to channel correlation
between adjacent sub-carriers, but at least 10 independent carriers over the spectrum may be
expected in non line-of-sight conditions.

Basically, the problem formulation is similar to the MIMO based IA except that the channel
matrices are diagonal. Let consider a setup similar to Fig.3 where the channel should now be
understood as frequency channels. If we consider a 3-user interference channel, it is possible to
show that no IA solution exists for each user to attain 1 d.o.f. while globally using only 2 frequency
sub-bands. This is due to the fact that diagonal matrices reduce the number of independent
quadratic equations in the IA conditions (16), thereby only allowing trivial solutions to the IA
problem [17]. This issue also arises in practice in the numerical evaluation presented in [51],
which is presented thereafter, where the authors note a small but non-zero residual interference
term after applying the iterative Max-SINR algorithm [35]. On the other hand, using 4 frequency
sub-bands however allows each user to achieve 2 d.o.f.

The authors of [51] present a basic scheme aiming at implementing IA over a subset of the
frequency sub-bands of multiple BSs. The hypotheses made by the authors are as follows:

• Each user is allocated a pair of frequency sub-bands, spaced W/2 apart from each other.
The total number of users per-cell is thus constrained to F/2

• For each pair of frequency sub-bands, 3 BSs cooperate to form a classical 3-user interference
channel, and aim at cancelling interference for their own user.

• Iterative computation of the interference alignment solutions to (16) is performed using
the algorithm in [35].

• A power allocation per BS is performed as to maximize the sum-rate of each cell, taking
the IA scheme into account. This means that scheduling of the users onto the frequency
sub-band pairs is done before the power allocation.

As mentioned, no exact IA solution exist for this setup, and residual interference will remain
after the iterative computation of IA solutions. The authors then propose to extend the scheme
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using hybrid approaches similar to a fractional frequency reuse, where a subset of the frequency
sub-bands is reserved for cell-edge users.

In [59], the authors propose an experimental study of practical IA in the frequency domain,
in an approach similar to that of [51] but considering a larger number of frequency sub-bands
for each user. As was the case for the scheme of [51], this is equivalent to a K-user interference
channel where channel matrices are diagonal, and thus has limitations similar to the approaches
presented in section 3.1. The authors evaluate different algorithms for numerical computation of
the IA solutions, which shows clear gains from the Max-SINR and Max-Sum rate approaches.

In [60] proposes an iterative approach that resembles to the scheme proposed by Tse but with
a complete feedback between BS so that the BS can also optimize their transmission codebooks.
A central BS receives all channels and optimizes the coders by removing outcell interference.
They show that the system performs almost as well as a block diagonalization approach but
where a complete synchronization and data exchange is required. A similar approach is taken
in [61], where the IA conditions are solved globally over the space and frequency domain jointly,
in a numerical manner, and where all interference is aimed at being cancelled. The authors
conjecture that for d streams per user, K users per cell and symmetric antenna configurations
on BSs and UEs, a necessary condition for the feasibility of IA in the MIMO-OFDM interfering
broadcast channel is:

(BK + 2)d ≤ F ×N (25)

which clearly shows that for a fixed number of resources F × N , increasing B reduces linearly
either d or K, if we aim at removing every interferer. This highlights the main drawback of IA: if
we want to align simultaneously all interference from all BSs, the number of constraints become
too complex and the number of users served diminishes drastically. However, we will show in the
next section that focusing on removing the first interferers provides substantial gains, and may
even lead the network out of the interference-limited regime in some cases.

4 Implementation scenarii and algorithms

As described above, several directions are possible for using IA inside the Greentouch framework.
First, to the best of our knowledge, most studies already published evaluated the gain of IA in
terms of sum-rate or SINR improvement but never estimated the potential energy gain of this
approach, especially when coupling IA with global power reduction as hinted in [3]. We identified
2 main scenarii relevant for Greentouch where IA techniques may be exploited.

4.1 Inter-cell cooperative IA

These schemes use the ideas presented in section 3.1, and aim at forming clusters of BSs where
a select number of UE-BS pairs apply interference alignment jointly. As seen from [3], removing
up to 2 interferers is conjectured to provide the best complexity/performance tradeoff. As such,
we can readily imagine 3 BSs grouping their respective facing sectors to achieve IA on 3 users,
as shown on Fig.4.

This setup is directly based on theK-user interference channel. We suppose here that schedul-
ing is done beforehand and that users do not share their allocated subcarriers. From [42] we know
that most gains are expected at the center of the cell clusters, which lets us bias the scheduler in
order to have cell-edge users on a select group of sub-carriers that is common to all BSs. If need
be, beyond the space dimensions available inside a subcarrier, multiple groups of sub-carriers
can be formed and scheduled to add frequency dimensions for the IA problem. As an example,
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Figure 4: Sector groups for inter-cell cooperative IA. Three BSs coordinate their precoders to
achieve IA on 3 users distributed over the 3 sectors.

attaining the theoretical upper bound of 3/2 in the 3-user interference channel requires multiple
frequency extensions [2]. Multiple points can be made for and against this approach:

• This scheme provides an interesting baseline. It is similar to coordinated multi-point
(CoMP) while requiring less backhaul communications between the base stations. In short,
only the precoders have to be jointly designed by the BSs of the cluster based on the global
CSI ; the signals and symbols actually sent are irrelevant in IA.

• As far as experimental validation goes, the basic 3-user interference channel has already
been implemented and studied on various platforms [28, 40] as well as extensive simulations
[58, 48]. While the baseline is interesting in our study, it provides little breakthrough
compared to the state of the art. Nonetheless, few of these approaches considered the
impact of using frequency-space signal dimensions simultaneously, and none were focused
on decreasing the global energy consumption of the network.

• Basic Business-as-usual (BAU) systems with d = 1,F = 1, M = 2, N = 2 and 3 BS-UE
pairs accepts closed form expressions for the IA problem [2]. For other setups, iterative
algorithms like the one proposed in [35] converges almost surely.

• This approach is held back by the need of centralized cooperation between the BSs, or
multiple iterations and channel estimations when considering distributed numerical opti-
mizations. Therefore, while the performance gain may prove interesting, the overall cost
of the solution will require extensive system-level simulations, as to compute the global
impact of backhauling, delay and imperfect knowledge of the channel coefficients on the
performance of the whole system.

The state-of-the-art algorithms available for this setup at the moment can be split up in three
categories, all stemming from a similar analysis yet differing in their optimization objectives, as
discussed in [39]. Let us consider a K-user interference channel, with an arbitrary yet fixed space,
time and frequency resource set available for the transmitter-receiver pairs. This resource set
generates channel matrices between the nodes that will be either full, diagonal or block-diagonal
depending on the combination of resources considered. The authors of [35] present both an
interference space minimization algorithm, as well as the well-used Max-SINR algorithm. Both
presentations are based on some key hypotheses:
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• The precoding and decoding matricesCb andDu have orthonormal column vectors. Verify-
ing the IA conditions (16) only requires orthogonal column vectors, but the orthonormality
conditions allows for a clearer treatment of the power allocation described below. Essen-
tially, the precoding does not change the power distribution between the symbols and the
actual signals sent.

• The transmitted symbols sb are chosen from a Gaussian codebook with variance P/Db · I.
Since each transmitter is paired with a single receiver, this also implies Db = du is the
theoretical d.o.f. achieved by the BS-UE pair if interference is effectively removed. The
equal power allocation between the source symbol is optimal at high SINR [62], and as such
does not impact the achievable d.o.f.. In practice however, an unequal power allocation
between the streams may provide substantial beamforming gains.

• The channels are supposed reciprocal, i.e. Hb,u =
←−
H

†
b,u. As the algorithms are iterative

in nature, this assumption has a profound impact on the algorithm and the form of the
solutions. In particular, from the IA conditions (16), we have that achieving IA in both
directions requires:

D†
uHb,uCu = 0M ∀(b, u) ∈ {(b, u) | 1 ≤ b ≤ K, 1 ≤ u ≤ K, b 6= u} (26a)

rank
(
D†

uHb,uCb

)
= du ∀(b, u) ∈ {(b, u) | 1 ≤ b ≤ K, 1 ≤ u ≤ K, b = u} (26b)

←−
D†

u

←−
Hb,u

←−
Cu = 0M ∀(b, u) ∈ {(b, u) | 1 ≤ b ≤ K, 1 ≤ u ≤ K, b 6= u} (26c)

rank
(←−
D†

u

←−
Hb,u

←−
Cu

)

= du ∀(b, u) ∈ {(b, u) | 1 ≤ b ≤ K, 1 ≤ u ≤ K, b = u} (26d)

Since Hb,u =
←−
H

†
b,u, choosing Cu =

←−
Du and

←−
Cu = Du ensures that the IA conditions are

satisfied for the downlink if they’re satisfied for the uplink, and conversely.

The first algorithm of [35] aims at minimizing the interference leakage at all receiver. The
interference leakage for a user u is defined as follows:

IIL(u) = tr
(
D†

uQuDu

)
Qu =

∑

1≤b≤K
b 6=u

P

du
Γb,uHb,uCuC

†
uH

†
b,uΓ

†
b,u (27)

In this expression, Qu is the interference covariance term. We consider that Cb has been chosen
for all 1 ≤ b ≤ K, and the user thus has to choose Du such that Lu is minimized – and Du has
orthonormal columns. The partial problem thus writes, for each user u:

min.
Du

IIL(u) = tr
(
D†

uQuDu

)

s.t. D†
uDu = I

(28)

A solution to the problem is to take Du as the space spanned by the du smallest eigenvalues of
Qu. Using the notation νi[·] as the eigenvector corresponding to the ith smallest eigenvalue of a
matrix, the columns of Du as thus chosen as:

[Du]
d = νd [Qu] 1 ≤ d ≤ du = Db (29)

The user thus sets its receive filter as D†
u, and subsequently uses it as a precoder in a feedback

transmission
←−
Cu = Du. In a similar manner, the BSs compute their optimal receive filters for

the feedback transmission, and uses them as precoder in the next iteration. It can be shown[35]
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that the leakage interference term is decreasing at each step, and bounded below, which means
that the algorithm converges towards a local optimum. This approach can be extended to include
a potentially colored noise or uncorrelated interference term in the objective, another approach
termed interference plus noise leakage minimization [28].

By noting that the objective of the interference leakage minimization does not take the direct
received power into account, the authors of [35] proposed another algorithm – also in a distributed
form. The goal is there to maximize the SINR of the user for each stream. Considering a stream
1 ≤ d ≤ du at user u, the SINR of the stream is:

SINRu,d =
P

du
·
[D†

u]d
(
Γu,uHu,u[Cu]

d[C†
u]dH

†
u,uΓ

†
u,u

)
[Du]

d

[D†
u]dBu,d[Du]d

(30)

where Bu,d is the interference plus noise covariance matrix:

Bu,d = N · I+

Out-of-cell interference
︷ ︸︸ ︷
∑

1≤b≤K
b 6=u

P

db
Γb,uHb,uCbC

†
bH

†
b,uΓ

†
b,u +

Cross-stream interference
︷ ︸︸ ︷

P

du

∑

1≤l≤du

l 6=d

Γu,uHu,u[Cu]
l[C†

u]lH
†
u,uΓ

†
u,u (31)

The optimal beamforming vector for the dth stream of user u is the MMSE solution:

[Du]
d =

B−1
u,dHu,u[Cu]

d

‖B−1
u,dHu,u[Cu]d‖

(32)

As before, the solution may be iterated using channel estimations at the nodes and transmitting
on the feedback link through the channel reciprocity property. We can note however that while
this solution provides the gains of IA, it does not aim at aligning interference, but rather computes
the optimal receivers – albeit without successive cancellation between streams [62]. At high SINR,
we expect the Max-SINR algorithm to perform as well as the interference leakage minimization,
and be more adaptative in other SINR regions. The partial problem is written, for the decoder
side, as:

max.
Du

ISINR(u) =
∑

1≤d≤du

SINRu,d

s.t. D†
uDu = I

(33)

The last family of optimization techniques aims at minimizing the MSE of the estimated
symbols, and has been presented in [38, 39]. The objective is there to minimize the MSE of the
estimated symbols at the receivers globally:

IMSE =

K∑

u=1

E
∥
∥D†

uyu − su
∥
∥
2

2
(34)

=

K∑

u=1

E

∥
∥
∥
∥
∥
∥
∥
∥
∥
∥
∥
∥
∥

D†
u












Γu,uHu,uCusu +
∑

1≤b≤K
b 6=u

Γb,uHb,uCbsb

︸ ︷︷ ︸

Interference signals

+zu












− su

∥
∥
∥
∥
∥
∥
∥
∥
∥
∥
∥
∥
∥

2

(35)
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In [38, 39], precoders and decoders are not subjected to an orthonormality constraint, symbols
sent are normalized, E

[
sus

†
u

]
= I, and [39] treats the general case where the noise is non-white,

i.e. Zu = E
[
zuz

†
u

]
. The power constraint is thus relegated to the precoders Cu. Nonetheless,

for any Cu, there exists some diagonal matrix Ψu and normalized C̃u such that Cu = C̃uΨu.
Therefore, we can freely consider the power constraint enforced either on the precoders Cu, or on
the symbols su through the relation Cusu = C̃uΨusu. In lieu of the orthonormality constraint,
the authors of these algorithms use the relaxed power constraint ‖Cb‖

2
F = tr(CbC

†
b) ≤ P , for all

b ∈ {1, . . . ,K}. For the whole network, this thus writes:

min.
(Du)1≤u≤U

IMSE

s.t. ‖Cb‖
2
F ≤ P

(36)

Using these hypotheses, at each iteration, for fixed receiving filters Du, 1 ≤ u ≤ K, the optimal
precoders are:

Cb =

(

λbI+
K∑

u=1

Γ
†
b,uH

†
b,uDuD

†
uHb,uΓb,u

)−1

Γ
†
b,bH

†
b,bDb (37)

The scalar coefficient λb is a Lagrangian multiplier chosen such that the power constraint
tr(CbC

†
b) ≤ P is met. No closed-form is available for its expression, although Cb(λb) is de-

creasing in λb and thus Newton iterations yield the desired value efficiently. Similarly, at each
step, for fixed transmit precoders Cb, 1 ≤ b ≤ K, the optimal decoders are:

Du =

(
K∑

b=1

Γb,uHb,uCuC
†
uH

†
uΓ

†
b,u + Zu

)−1

Γu,uHu,uCu (38)

At each step, the solutions presented here verify the Karush-Kuhn-Tucker conditions, and each
iteration reduces the global MSE and thus converges towards a stationary point of the original
problem [39]. The minimum MSE optimization objective can be linked to the minimum inter-
ference leakage objective, by considering the MSE between the processed received symbols on
the direct link D†

uΓb,uHb,uCusu rather than su [39]. Furthermore, it is related to the max-SINR
algorithm in the reduced treatment of [38] considering only 1 stream per user. An extension of
the algorithm with weights on the MSE of each BS-UE pair has been treated in [63], and linked
to a weighted sum-rate maximization objective, thereby providing treatment of QoS constraints.

4.2 Decentralized IA scenario

We presented two approaches for decentralized IA in cellular networks in section 3.2. Compared
to the K-user interference channel, in the interfering broadcast channel model, one has to take
intra-cell interference into account. Streams of information from the BS have different destina-
tions, and since the BS multiplexes these streams in a single symbol, they interferer between
one another. This is a classical multi-user problem known in the broadcast channel litterature,
as well as in multi-user MIMO techniques. The approaches of [49] and [57] that we presented
share common characteristics, although the actual implementation between them differs slightly.
These similarities are listed below, and Fig.5 presents a graphical view of the functioning of both
schemes:

• Through additional precoding or decoding, the signal space used by the BSs is reduced in
order to allow users to find a receiving subspace orthogonal to the interference.
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• The intra-cell interference is aimed at spanning the out-of-cell interference space on the user
side. This is the part where IA is actually implemented ; users will choose some receiving
subspace where interference is cancelled or diminished, and ask their BS to project intra-cell
interference onto that space, through zero-forcing beamforming.

• Beyond initial parameters, no sharing of information, nor iterations, are necessary to
achieve the gains promised by the schemes. UEs only need to estimate the channel of
their strongest interferer, compute their receive filters based on this knowledge, and trans-
mit their equivalent received space to their BS.

BS 1 BS 2 BS 3

. . .Estimate
interferer

Estimate
interferer

Equivalent
Channel

Equivalent
Channel

Zero-forcing
Beamforming

Figure 5: Decentralized IA for interfering broadcast channels. The scheme incorporates channel
estimation, computation of the receive filter and zero-forcing from the BS.

Both schemes, in their actual shape, suffer from some drawbacks. They only consider singular
stream allocations to users, and a generalization isn’t clear. We discuss some possibilities in the
next section. Furthermore, they only consider removing 1 interferer only. The scheme of [49]
hints at the possibility of adapting the MMSE decoder to more than one interferer, but the
performance of such a change has not been evaluated yet. If the 2 strongest interferers are close
to colinear, then the gains of such an approach are likely consequent. The number of available
dimensions and the overlap between the interferers will also likely play an important role.

A different approach has been presented in [55] and extended by Tang and Lambotharan in
[41]. The goal is here to align all inter-cell and intra-cell interferers onto the same subspace.
Consider for example network with 2 BSs and 2 UEs per BS. In essence in this network, a BS
has to consider 4 receiving subspaces and send its information towards its users, while managing
interference onto the other users. This problem can be simplified by grouping the users in a cell
in such a way that the interference seen from a BS spans the same subspace on both users. Let
the users of BS 1 be indexed by 1 and 2. Upon estimating the interfering channel, the condition
for the subspaces to overlap is thus:

span{H†
2,1D1} = span{H†

2,2D2} = G1 (39)
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The variables of interest are the decoding matrices D1 and D2. This can be solved through the
matrix equation [55]:

(

I −H†
2,1 0

I 0 −H†
2,2

)



G1

D1

D2



 = 0 (40)

If a solution verifying (39) can be found, both users in the group can be considered as one for
the interfering BS. Hence, if BS 1 can use the fact that its precoder columns need to lie in the
proper nullspaces of the interference terms. For example, if we consider d = 1 stream per user,
the precoders c1 and c2 verify:

c1 ⊂ null{[G1 H
†
1,2D1]

†} (41)

c2 ⊂ null{[G1 H
†
1,1D2]

†} (42)

The symbol streams thus are orthogonals to the interference subspace for each user. Extensions
for multiple streams and more BSs is treated by [41]. For K users per BS, B BSs and d streams
per users, the conditions for achievability of this scheme on the number of transmit and receive
antennas are:

M ≥ d(1 +K(L− 1))

N ≥ d(1 + (K − 1)(L− 1))

It is yet unclear whether using frequency diversity rather than antennas leads to harsher condi-
tions on the achievability of the scheme.

Shi et al. [64] develop an extension of the Min-MSE algorithm applicable to interfering broad-
cast channels in a distributed fashion. As such, this is an interesting baseline for performance
comparisons of the more refined IA schemes presented above. In effect, the iterative algorithm
of [64] does not aim at aligning interference, but rather at designing precoders and receive filters
maximizing some utility function of the different information streams in the network through a
weighted MMSE approach. The general optimization problem the authors are solving is repre-
sented in the following way. Let Eu be the MSE variance at user u, and assume user u is linked
to BS β:

Eu = (I−D†
uHβ,uCu)(I−D†

uHβ,uCu)
† +

∑

1≤b≤B

∑

v∈Ub

v 6=u

D†
uHb,uCvC

†
vH

†
b,uDu + σ2

uD
†
uDu

The problem in its most basic form is thus written:

minimize
(Du,Cu)1≤u≤U

IMSE =
∑

1≤u≤U

tr(Eu)

subject to ‖Cu‖
2
F ≤ P 1 ≤ u ≤ U

(43)

The constraint on the precoder’s norm may be written as a trace constraint. Shi et al. show that
many kind of more complex problems may be derived from the MMSE minimization problem
with the addition of a variable weight matrix. In particular, they show that maximizing the
weighted sum-rate

∑

u αuRu of all nodes in the network is equivalent – in the sense that it has
the same global optimum – to the following problem:

minimize
(Wu,Du,Cu)1≤u≤U

∑

1≤u≤U

αu (tr(WuEu)− log |Wu|)

subject to ‖Cu‖
2
F ≤ P 1 ≤ u ≤ U

(44)
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By noting that the problem is convex in Wu, Du and Cu separately, the authors propose an
iterative block descent algorithm which reaches a stationary and locally optimal point provably.
This algorithm is amenable to distributed implementation, and thus is an interesting baseline to
compare the performance of IA schemes to more traditional distributed beamforming schemes.
The implementation of the distributed scheme is straightforward, and in practice similar to the
Max-SINR algorithm or the MSE minimization of the preceding section.

4.3 Extensions and complementary scenarii

The decentralized IA scheme is well adapted to integration with small cells. In effect, since
the base stations reduce their own signal space in order to allow users to compute interference-
reducing receive filters, a small cell (SC) can proceed in a similar manner and be effectively treated
by the algorithm as a macro BS. Some alternative approaches can also be envisionned for SCs.
In [65, 66], the authors propose schemes termed cognitive IA, where the SCs users estimate the
channels from the macro BSs and use an orthogonal space for all their transmissions, thereby
allowing the main communication backbone to communicate transparently. In effect, all the
computation is delegated to the SCs.

Such an extension may be envisionned with the decentralized approach of [49, 57]. By re-
ducing their used signal space, the BSs are leaving part of the global space free for small cells to
use. Since the most limiting aspect of performances for users in a SC is the interference from the
neighboring BS, the SC access point may use orthogonalization techniques to send its information
in a space that is orthogonal to the interference space at the receiver. In effect, this approach
is akin to a Fractional Frequency Reuse scheme [1], where the freed signal dimensions are much
more dynamic than traditional FFR schemes ; each user will see a different free subspace and
thus the BS has much more latitude in the way it can handle its transmissions.

Describing the previous scenarii, we focused on distributed optimization of the decoders and
precoders. As seen in our literature review, and pointed out in [19], much of the focus of practical
interference alignment lies in the handling and quality of the feedback from the users to their
BS. We expect to work in the immediate future on several aspects of this particular roadblock
for IA:

• Although the complete interference cancellation of IA is attractive at first, in practice
numerous works showed that MMSE receivers actually performed better. For any of the
scenarii presented above, [49, 48, 35] used MMSE receivers and achieved higher rates than
“pure” interference alignment. MMSE receivers are also more robust to channel estimation
errors, and are easier to handle when trying to model uncertainty on the state of the differ-
ent channels. While the algorithms we plan to develop root themselves in IA techniques,
we plan to use MMSE decoders as receive filters.

• A key point of the feedback quality can be linked to subspace tracking methods derived
from statistics and estimation. In effect, in order to construct its precoders, the BS will
want to track theminor subspace of interference – complementary to the principal subspace
– and use this subspace for transmission. Iterative subspace tracking algorithms have been
studied extensively in the late 1990s, such as the well known Projection Approximation
Subspace Tracking (PAST) [67], which may adapt readily to our setup. More recently,
these approaches have been adapted to sparse or extremely noisy data using results from
the compressive sensing literature (see [68] and references therein).

• Beyond the successful tracking of subspaces, the goal is ultimately to have a stable network
where variations of resource allocations and, in our case, precoding and decoding matrices
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are thoroughly controlled to avoid transient unstable states. Such stability over time may
be obtained through control theory, as demonstrated in [69]. In practice, the resource
allocation changes are constrained to deviate smoothly from the present to the target
state, rather than abruptly. Therefore, the system is in effect pursuing its target and not
reach it, making the whole network evolution slower and thus predictable. This method
may be extended in our case, using the minor subspaces and interference power tracked by
the BSs for their respective users.

Finally, a complementary goal to this work would be to better predict the gains of IA in
practical cases. This is needed for example in the first scenario ; if a BS, or a group of BSs, are
able to assess that a group of their users would benefit from using interference alignment, they
may trigger an opportunistic cooperation towards this aim. In order to take this decision however,
one clearly needs a tractable way to compute the IA gains without actually implementing the
scheme. An interesting approach on this subject has been presented in [44] based on the ergodic
capacity of MIMO channels.

5 Conclusion

In a previous report, we identified that much of the expected gain of IA techniques will come
through the removal of the first, or the first two, strongest interferers. Throughout this report,
we described two IA schemes with some variations that provide a base to achieve this goal.
The first scheme stems from the more classical IA model, the K-user interference channel. In
this model, a cluster of K BSs chooses to dedicate part of their resources to exactly K UEs,
and apply classical IA to make interfering subspaces overlap on the UEs. The second scheme
is oriented towards interfering broadcast channels, which closely model the behavior of actual
cellular systems in the downlink direction. In this case, at least 2 approaches in the literature aim
at removing the strongest interferer while ensuring a rank-1 subspace with reduced interference
for each user in the cell, provided that enough dimensions are available for signaling.

We plan to iterate on these results, on several key points described in the last section of
the report. First, most practical implementations and simulations consider only the spatial
dimensions – i.e. antennas – and the frequency dimensions as channel extensions rather than
actual dimensions. In our experiments, we plan to not only focus on energy gains, but also on
the use of mainly frequency dimensions to see if IA shows enough gains in this setup. If indeed
it does, the complexity of adding IA in existing systems is relatively low, therefore making IA a
good candidate for implementation in future generation wireless networks. In particular, using
IA over the frequency space, we expect to provide gains over the full-reuse or FFR schemes
currently implemented in cellular networks.
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