
HAL Id: hal-01016820
https://hal.inria.fr/hal-01016820

Submitted on 1 Jul 2014

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A Multilayer Markovian Model for Change Detection in
Aerial Image Pairs with Large Time Differences

Praveer Singh, Zoltan Kato, Josiane Zerubia

To cite this version:
Praveer Singh, Zoltan Kato, Josiane Zerubia. A Multilayer Markovian Model for Change Detection
in Aerial Image Pairs with Large Time Differences. International Conference on Pattern Recognition
(ICPR’14), Aug 2014, Stockholm, Sweden. �hal-01016820�

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by INRIA a CCSD electronic archive server

https://core.ac.uk/display/49617594?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://hal.inria.fr/hal-01016820
https://hal.archives-ouvertes.fr


A Multilayer Markovian Model for Change

Detection in Aerial Image Pairs with Large Time

Differences

Praveer Singh

Telecom ParisTech

46 rue Barrault

F-75634 Paris Cedex 13, France

Email: praveer.singh@telecom-paristech.fr

Zoltan Kato

Institute of Informatics

University of Szeged, 6701 Szeged,

P. O. Box 652, Hungary

Email: kato@inf.u-szeged.hu

Josiane Zerubia

INRIA, AYIN team,

2004 route des Lucioles,

06902 Sophia Antipolis, France

Email: josiane.zerubia@inria.fr

Abstract—In this paper, we propose a Multilayer Markovian
model for change detection in registered aerial image pairs with
large time differences. A Three Layer Markov Random Field takes
into account information from two different sets of features
namely the Modified HOG (Histogram of Oriented Gradients)
difference and the Gray-Level (GL) Difference. The third layer
is the resultant combination of the two layers. Thus we integrate
both the texture level as well as the pixel level information
to generate the final result. The proposed model uses pairwise
interaction retaining the sub-modularity condition for energy.
Hence a global energy optimization can be achieved using a
standard min-cut/ max flow algorithm ensuring homogeneity in
the connected regions.

I. INTRODUCTION

Change Detection is of utmost interest in the field of
remote sensing be it for tree / boat detection, forest fire, urban
planning or disaster management in hazardous areas [1] [2] [3].
Various state of the art techniques have been introduced in the
previous years with the advent of stochastic modeling in image
processing. One of the first work in this domain [4], laid down
Markov Random Fields (MRF) as an effective model for image
restoration. However the energy minimization problem is NP-
hard which requires powerful optimization tools like Simulated
Annealing [5], or sub-optimal deterministic techniques such
as ICM [6], Modified Metropolis Algorithm [7], or in some
special cases of energy functions [8] the famous graph based
min-cut/max flow algorithm [9].
In case of complex segmentation problems, a single layer based
MRF model is not sufficient to obtain the desired results. Multi-
layer Markov Random Field (MMRF) have successfully been
used in the earlier works of [10] [11] [12] [13] as well. [10]
has been able to successfully detect changes in aerial images
with small time differences using a three layer Markovian
model. [12] [13] were able to detect changes with large time
differences in aerial image pairs but this time by employing a
Mixed Markov field [14].
In the proposed approach, we have tried to include both the
texture and pixel level information to build a three layer
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Markov model using a Modified Histogram of Oriented Gradi-
ents (HOG) [15] and the Gray Level (GL) Difference features
on the topmost and bottommost layer respectively. Using
the precomputed Ground Truth (GT) mask (done manually
by an expert), we employ a supervised technique to mark
the initial set of pixels / sites as foreground or background.
With the Modified HOG difference [15] and the Gray level
difference feature vector computed for all the pixels in the
image pairs, a probability density function is fitted individually
for the foreground and background labels. This probabilistic
estimate is calculated using one training image pair for each
of the 3 data sets (same data set as used in [13]) . Using
this probabilistic measure of the background and foreground
labels, a negative log likelihood is computed for each pixel
corresponding to the 2 feature vectors. This is then fed as input
to the energy function of the proposed 3-layer MRF model.
The final segmentation is obtained through the optimization of
sub-modular energy via graph-cut [9], as a result of which we
obtain foreground and background labeling over the combined
layer (the third layer in between the Modified HOG and GL
difference layer in the 3-layer MRF model). The proposed
model is validated over all the different image pairs present
in the three data sets obtained from the Hungarian Institute of
Geodesy, Cartography and Remote Sensing using the manually
generated ground truth [13].
In the next section, we describe the image model and the fea-
ture selection in detail. Multi-layer MRF (MMRF) segmenta-
tion model is discussed in Section III. MAP estimate via graph-
cut is illustrated in Section IV. Experiments are described in
Section V. Finally Conclusion is given in Section VI.

II. IMAGE MODEL AND FEATURE SELECTION

Feature selection is carried out over the aerial image pair
data set (see again [13]). The registered image pairs I1 and
I2 are over the same region but with a large time difference
and with different atmospheric conditions. Image pairs were

converted to gray scale-images G̃1 and G̃2 and then normalized
by taking the L2-norm over all the image pixels given by:

Gk =
1√√√√

(
∑
i,j

(G(i, j))
2

) ∗ G̃k



(a) (b)

Fig. 1: Image Model. (a) Lattice S with a 1st order
neighborhood system. (b) All possible cliques for S.

where k = {1,2}. To improve the results further and get a
better quality of the features we employ a smart contrast
normalization technique (see [16]).

A. Image Model

The two image pairs are built over the same lattice S which
is composed of sites (or pixels) s such that S = {s1, s2..., sN}
as described in Figure 1. The two registered gray scale images
G1 and G2 have their gray scale values respectively denoted
by g1(s) and g2(s) for a given pixel s∈S. A 4-neighborhood
system (figure 1(a)) is defined on the lattice as :

∀s ∈ S : Φs = {r ∈ S : ‖s− r‖ = 1}, (1)

Hence the cliques can be defined as in figure 1(b). The primary
goal is to classify each site s ∈ S as changed (foreground) or
unchanged (background). Hence the assignment of a label to
a particular site is from the set : λ = {fg, bg} where {fg}
refers to foreground class and {bg} refers to the background
class. {fg, bg} labels will be represented by {1, 0} as there
respective logical values.

B. Feature Extraction

In the proposed method we try to incorporate two kinds of
features, namely the Gray Level (GL) difference and the Mod-
ified Histogram of Oriented Gradients difference (HOG) [15]
between the image pairs. We consider the background/ fore-
ground classes as random processes generating the above
mentioned features. Hence we try to model these random
processes by fitting a suitable distribution function over the
histograms (for both features) corresponding to each of the
foreground and background class using a set of training image
pairs. The training image pairs contain a Ground Truth having
all the pixels manually labeled as background / foreground by
an expert.

1) GL difference feature: The Gray Level difference feature
computed over the image pairs for each corresponding pixel
is defined as :

d(s) = ‖g1(s)− g2(s)‖ (2)

Using the already available ground truth of the training image
pair, we plot histogram for the different d(.) values corre-
sponding to both background and foreground pixels. Pixels
belonging to background class are estimated by a generalized
gamma distribution (as shown in Figure 2) , using the WAFO
toolbox [17], whose density is given as :

P (d(s)|bg) = f (d(s)|a, b, c) =

Fig. 2: Histogram corresponding to Background pixels for
the GL difference feature fitted with a Generalized Gamma

distribution.

c

bacΓ(a)
d(s)ac−1e

−
(

d(s)
b

)c
(3)

Since the foreground can have any d(s) value, we try to
approximate the foreground class using a uniform density
function given as :

P (d(s)|fg) =

{
1

bd−ad
, if d(s) ∈ [ad, bd].

0, otherwise.
(4)

2) Modified HOG difference feature: The Histogram of
Oriented Gradient (or simply HOG) feature that we use is a
somewhat modified form of the original method as proposed
in [15]. HOG is a feature descriptor that has mainly been
used for object detection in the field of image processing.
It basically involves counting the number of occurrences of
different orientations of gradients inside a bounding box fixed
by us and then rounding it to the correct bin of the histogram.
In [15] the implementation of the HOG has been achieved
by dividing the image into blocks and then further into small
cells for which the histogram of gradients is computed. Finally
the concatenation of all resulting histograms leads to the
descriptor for the entire image. However in our case, instead
of already framed cells over the entire image, we employ a
sliding window of size 11 × 11 which is then made to slide
over the entire image.
The first step in the HOG implementation involves gradient
computation at each pixel. The gradients are computed using
the following basic filters:

Ix = I ∗ [−1 0 1] Iy = I ∗ [−1 0 1]
T

Henceforth the amplitude and the orientation can be calculated
using the following equations:

‖H‖ =
√
I2x + I2y θ = arctan

(∥∥∥∥
Iy
Ix

∥∥∥∥
)

It can be seen that the range of θ is now varying between 0
to π/2. The second step consists of computing the histogram
associated with every position of the sliding window over
the entire image. The HOG (with 9 bins) so computed for a
particular position of the sliding window is then assigned as a

feature vector
−→
fs to the center pixel of the window. Thus finally

after applying this technique, we now have a 9 dimensional

vector
−→
fs associated with every pixel s∈S of the image.

In [15], in order to get a better performance, the local his-
tograms are contrast-normalized by calculating a measure of
the intensity across the block, and using this value to normalize
all cells within the block. However in our case we get better



Fig. 3: Histogram corresponding to Background pixels for
the Modified HOG difference feature fitted with a

Generalized Gamma distribution.

results with an unnormalized HOG because we have already
done the contrast stretching as an image preprocessing step as
discussed before. We have tried to test various combinations
of window and bin sizes, with and without contrast stretching
over the entire image as well with and without normalized
and unnormalized HOG over the sliding window. The best
results were obtained by employing contrast stretching over
the entire image, and with an unnormalized HOG computed
over a detection window of size 11 × 11 and using 9 bins.
Hence forth the HOG difference corresponding to a particular
pixel s is given by:

−−→
h(s) = ‖

−→
fs1 −

−→
fs2‖ (5)

Finally we add up all the terms present in the 9- dimensions

of
−−→
h(s) corresponding to every pixel s in order to obtain a 1-

D HOG difference feature h(s) for each site. The background
class is approximated using a generalized gamma distribution
(as shown in Figure 3) with the WAFO toolbox [17] which is
given by:

P (h(s)|bg) = f (h(s)|u, v, w) =

w

vuwΓ(u)
h(s)uw−1e

−
(

h(s)
v

)w
(6)

Again the the foreground class is estimated using a uniform
density function given by -

P (h(s)|fg) =

{
1

bh−ah
, if h(s) ∈ [ah, bh].

0, otherwise.
(7)

3) Maximum Likelihood Estimate: The maximum likeli-
hood estimate for the GL difference feature is computed by
the following equation:

arg max
φ∈{fg,bg}

P (d(s)|φ)

Similarly for the Modified HOG difference feature as well,
Maximum Likelihood estimate is given by:

arg max
φ∈{fg,bg}

P (h(s)|φ)

where φ ∈ {fg, bg} is the binary label set from which a label
is assigned to any given pixel s.
Figure 4(a) and Figure 4(b) show the maximum likelihood
results using the GL and the Modified HOG difference features
respectively. It is clearly visible that the weak segmentation
obtained from the Maximum Likelihood estimate of the two
features is not sufficient to classify the pixels. Lot of noise
is noticed both in the foreground and the background regions

(a) (b)

Fig. 4: Maximum Likelihood Estimate for. (a) GL Difference
Feature. (b) Modified HOG Difference Feature.

due to the out-lier pixels.
Henceforth there is clearly a need for a more sophisticated
technique, which takes into account the weak segmentation
coming from the two features without neglecting prior knowl-
edge on the homogeneity of the regions.

III. MULTI-LAYER MRF SEGMENTATION MODEL

As shown in the Figure 5, our proposed multi-layer MRF
segmentation model [10] [11] [12] [13] is built over a Graph
G composed of three different layers namely Sh, Sc and Sg

all being of the same size as the lattice S of the image model.
Each pixel s ∈ S has a corresponding site associated with it
in each of the three layer given as:

sh ∈ Sh, sc ∈ Sc, sg ∈ Sg

where Sh, Sc and Sg correspond to the three different lay-
ers of the multi-layer MRF segmentation model representing
Modified HOG difference feature, final desired change map
and GL difference feature respectively. Every site si where
i ∈ {h, c, g} has also a class label specified to it denoted
by ω(si) which is modeled as a discrete random variable
taking values from the label set λ = {fg, bg}. The initial
labeling of the sites si ∈ {Sh, Sg} is characterized by the
weak segmentation results discussed in the previous section
for each of the two Modified HOG difference feature and the
GL difference feature. All the different sites si corresponding
to the third layer Sc would be the final desired change map.
Thus we can define the hidden label process as the set of all
the labels over the entire graph G as follows:

ω =
{
ω(si)|s ∈ S, i ∈ {h, c, g}

}
(8)

Since we are dealing with Multi-Layer Markov Random Fields,
we defined two kinds of neighborhood system in the proposed
technique as clearly shown in the figure 5. The first one cor-
responds to the intra-layer connections between the site pairs
at every layer of the graph G where we follow the 1st order
neighborhood system as discussed in Section II-A. The second
one is the inter-layer interaction between the sites of different
layers. In other word it consists of 5 interactions between two
layers: Any site si interacts with the corresponding site sj

(where ∀s ∈ S; {i, j} ∈ {{h, c}, {c, g}}) on the neighboring
layer as well as with the 4 neighboring sites two steps further
away as shown in the figure 5. The first kind of interactions
yields homogeneity within each layer whereas the second kind
of interaction ensures that the final change mask coming from
the Sc layer does not neglect the information from the other
two layers.
Hence the graph G has doubleton “intra-layer” and “inter-
layer” cliques (denoted by C2 and C5 respectively). The sin-
gleton cliques are denoted by the set C1 corresponding to the



Fig. 5: MRF Segmentation Model. The interlayer and the
intra-layer interactions are clearly visible in the Hierarchical
model. Also shown are intra layer singletons as well intra

and inter layer doubleton’s.

TABLE I: Quantitative Results over the 3 data sets. All the
False Alarm, the Missed Alarm and the Overall Error in
percentage of the number of processed image pixels. We can
see that the Overall Error for our model (HMRF) is at least
0.7% less than the CXM model.

Data-Sets False-Alarm Missed-Alarm Overall-Error

CXM HMF CXM HMF CXM HMF

Szada 2.86 1.10 1.31 2.32 4.18 3.43

Tiszadob 2.91 0.06 1.77 3.89 4.68 3.96

Archieve 7.59 2.22 3.06 6.42 10.66 8.65

one element sets with single individual sites linking our model
to the two observation features namely the GL Difference and
the HOG difference. Thus the set of cliques is given by:

C = C1 ∪ C2 ∪ C5 (9)

Both the GL difference and the Modified HOG difference
features, are represented by the observation process :

F = {f(s)|s ∈ S}, (10)

where f(s) = {h(s), d(s)}.

This noisy image process is basically a deviation from the
underlying label process.
Our goal is to find the optimal labeling ω̂ which maximizes
the a posteriori probability P (ω|F) , which is the maximum
a posteriori (MAP) estimate [4] given as :

ω̂ = argmax
ω∈Ω

P (ω|F) (11)

where Ω denotes the set of all the possible labellings. Based
on the Hammersley-Clifford Theorem, the posterior probability
for a particular labeling follows a Gibbs distribution:

P (ω|F) =
exp(−U(ω))

Z
=

1

Z
exp

(
−
∑

C∈C

VC(ωC)

)
(12)

where U(ω) is the energy function, VC denotes the clique
potential of C ∈ C having the label configuration ωC ,
Z is a normalization constant independent of ω given by
Z =

∑
ω∈Ω exp(−U(ω)) .

Any clique refers to a set of sites, which may contain a
single element or more in such a way that any two distinct
elements present in the set are the corresponding neighbors of
each other defined by the 1st neighborhood system. Hence the
doubleton “intra-layer” cliques corresponding to the sites sh

and rh can be denoted by {sh, rh}. Similarly for the “inter-
layer” cliques for sites sh and rc we have the corresponding

clique as {sh, rc}. As discussed earlier the singleton potentials
are the ones which represent the direct influence of the
observation process on the probabilistic modeling of a label of
a site without taking into account any contextual information.
whereas the doubleton clique potentials do express a strong
relationship between the neighborhood pixels.
Since the labellings for Sh and Sg layers are directly influ-
enced by the values of h(.) and d(.) respectively, we have:
∀s ∈ S, the singleton potentials given as:

V{sh}(ω(s
h)) = − logP (h(s)|ω(sh)). (13)

V{sg}(ω(s
g)) = − logP (d(s)|ω(sg)). (14)

where the probabilistic measure, given that the label being a
background or a foreground class generate the h(s) or d(s)
observations, has already been defined in Section II. The
labels corresponding to the sites of the Sc layer have no
direct influence by these observations and hence the singleton
potential is set to φ. For the intra-layer cliques given by
C2 = {si, ri} where C2 ∈ C2 and i ∈ {h, c, g}, the potential
can be defined as follows :

VC2
= f

(
ω(si), ω(ri)

)
=

{
0, if ω(si) = ω(ri).

2Ki, ifω(si) 6= ω(ri).
(15)

where i ∈ {h, c, g}. Ki ≥ 0 is a parameter controlling the
homogeneity of the regions. As Ki increases, the resulting
regions in the corresponding layer (based on i) become more
homogeneous.
Next for the inter-Layer cliques given by C5 = {si, rj} where
C5 ∈ C5 and {i, j} ∈ {{h, c}, {c, g}}, the corresponding
potentials are given by:

VC5
= f

(
ω(si), ω(rj)

)
=

{
ρhc ∗Wr ∗ ‖V{sh}(ω(s

h))− V{sh}(ω(r
h))‖, (a).

ρcg ∗Wr ∗ ‖V{sg}(ω(s
g))− V{sg}(ω(r

g))‖, (b).
(16)

where (a) and (b) refer to {i, j} = {h, c} and {i, j} = {c, g}
respectively. Also V{sh}(ω(.)) and V{sg}(ω(.)) are the single-

ton potentials for the sites sh and sg belonging to the layers
Sh and Sg respectively dependent on the labeling ω(.). Both
parameters (ρhc ≥ 0 and ρcg ≥ 0) control the influence of the
feature layers(Sh and Sg) to the combined (Sc) layer. Wr is
the weight of the interaction. We assign higher weight (Wr =
0.6) to the corresponding site whereas smaller weights (Wr =
0.1 each) to the other 4 neighboring sites.
Hence the optimal MAP labeling ω̂, which maximizes P (ω|F)
(i.e. minimizes − logP (ω|F))) can be calculated as the min-
imum energy configuration as:

ω̂ = argmin
ω∈Ω

−
∑

s∈S

logP (h(s)|ω(sh))−

∑

s∈S

logP (d(s)|ω(sg)) +
∑

C2∈C2

VC2
(ωC2

) +
∑

C5∈C5

VC5
(ωC5

)

(17)

IV. MAP ESTIMATE VIA GRAPH-CUT

The multi-layer MRF segmentation model as discussed in
the section III consists of binary labels namely the foreground
and the background class {fg / bg}. Moreover, the Gibbs
energy given in equation (17) is composed of singleton and
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Fig. 6: Qualitative results over 3 data set. Column (a) - image 1; column (b) - image 2; column (c) - ground truth; column (d)
- CXM model results; column (e) - our own (MMRF) model results.

doubleton potentials. It is because of the occurrences of the
pairwise interactions as well as the binary labels in our model,
that the Gibbs energy in equation(17) can be represented in
the form of a graph G = (V, E). The set of vertices’s V in the
graph G consists of all the sites present in the 3-layer MRF
segmentation model and two other terminals namely the source
s and the sink t. There are also edges E present in the graph G
representing not only the doubleton’s but also the connection
of all the sites with the two terminals (for more details see [8]).
A cut on the graph G represents a binary partitioning S,T of
the vertices’s such that the terminals source s ∈ S and sink
t ∈ T and can be described using the binary variable ω(si)
where s ∈ S and i ∈ {h, c, g}. The cost of any cut c(S,T)
is the sum of the edge weights c(u,v) that go from S to T.
Hence the energy represented by G can be seen as a function
E(ω) equal to cost of the cut defined by ω. Thus in order
to compute the energy minimization, we need to compute the
min cut /max flow in the corresponding graph G. The energy
function E(ω) can be decomposed as follows :

E(ω) =
∑

s∈S

Es(ω(s
i)) +

∑

(s,r)∈C−{C1}

Es,r(ω(s
i), ω(rj))

(18)
where i , j ∈ {h, c, g} ; i = j for intra-layer cliques and inter-
layer clique’s otherwise. The first term in the above equation
refers to the energy corresponding to the singletons whereas
the second term corresponds to the doubleton’s (both intra-
layer and inter-layer). Before applying the graph-cut algorithm,
a necessary and sufficient condition for graph-representation of
the energy function E(ω) is the sub-modularity condition :

Es,r(bg, bg) + Es,r(fg, fg) ≤ Es,r(bg, fg) + Es,r(fg, bg)
(19)

which is always true in our case since the left hand side is
always 0, while the right hand side is a value always greater
than or equal to 0 depending on the singleton potential and
the homogeneity constants. Hence we used a standard graph-
cut algorithm implemented by Prof. Vladimir Kolmogorov
(http://pub.ist.ac.at/ vnk/software.html) to minimize the energy
in equation (17).

V. EXPERIMENTAL RESULTS

A. Test Databases

For testing and evaluation, three sets of optical aerial
image pairs provided by the Hungarian Institute of Geodesy
Cartography and Remote Sensing (FOMI) and Google Earth
were used. As described in [13], the data sets namely SZADA,
TISZADOB and ARCHIEVE contain 7, 5 and 1 image pairs
respectively along with manually generated Ground Truth (GT)
by an expert. Also image pairs in the same test set have been
taken from nearby regions,with similar camera properties. Data
set SZADA contained images taken by FOMI in 2000 and
2005, respectively. Due to limitations of the WAFO toolbox,
we used 5 image pairs in this test set, all of them manually
evaluated covering in aggregate 9.5 km2 area at 1.5-m/pixel
resolution (the size of each image in the test set is 952
× 640 pixels). One image pair was used for training and
the remaining 4 ones for validation. From the second test
set called TISZADOB we used 2 image pairs from 2000 to
2007 (6.8 km2) with the same size and quality parameters to
SZADA. For the last test set ARCHIVE, a comparison was
made between the aerial image taken by FOMI in 1984 and a
corresponding Google Earth photograph from 2007. This test
set was highly challenging due to the degraded quality from
the 1984 image pair and several major differences appeared
during the 23 year time slot between the two shots. GT masks
were generated manually by an expert for each image pair of
the data sets.

B. Parameter Estimation

The following parameters are used in the proposed model
which need to be estimated :
1. Parameters for Modified HOG feature selection: {dw, nb}
2. Parameters of the various pdf’s as introduced in (3), (4),
(6), (7) : {a, b, c, u, v, w, ad, bd, ah, bh}
3. Parameters of the intra-layer and inter-layer clique potential
functions : {Ki, ρhc, ρcg} where i ∈ {h, c, g}
The approach used in our model is a supervised one. Hence all
the parameters are estimated using the training data provided
in each of the three data sets. The initial parameters for the
HOG feature selection namely the detection window size dw
and the bin size nb were set by evaluating the maximum-
likelihood results. By experimentation the desired results were



obtained by setting the detection window to 11 × 11 and the
number of bins to 9.
Parameters for the Generalized Gamma Distribution (in (3),
(6)) corresponding to the the background class (both for the
gray level and the Modified HOG features) were learned
from the training data provided in each of the data sets.
The threshold values for the uniform distribution (in (4), (7))
corresponding to the foreground class for both the gray level
and the HOG features were set to the optimal values again for
each of the training data belonging to its respective data set.
Parameters of the intra-layer and inter-layer clique potential
functions were set by trial and error over the training data to
their accurate values.

C. Results and Evaluation

In this section we would try to make a comparison of
our method with the CXM method (proposed in [13]) which
has yielded better results on the same data sets as compared
to other state of the art methods as discussed in [13]. The
comparisons is made both qualitatively and quantitatively with
CXM which also uses a supervised approach as our method.
For a quantitative evaluation, the same metrics is used as
in [18] [19]. The segmentation results obtained with the CXM
model were compared to the manually generated Ground Truth
and henceforth the number of false alarms (unchanged pixels
falsely detected as changes), missed alarms (changed pixels
which were erroneously ignored during the segmentation) and
overall error (total sum of the false alarms and the missed
alarms) were computed.
The evaluation rates measured over the 3 data sets are given in
table I(overall error) in percentage of the number of processed
image pixels. It can be clearly seen that the overall error of
our proposed method is at least 0.7% powerful than the CXM
model. As stated in [13] the weaker results in the Archieve
data sets are mainly due to the poor image quality.
Qualitative results also showed comparative results over some
image portions (see figure 6). We can notice that our approach
produces more homogeneous and smoothening effect than the
CXM model. Using graph cut our method is computationally
very efficient (takes 10 -15 seconds / image pairs) compared
to CXM method in [13].

VI. CONCLUSION

This paper proposed a novel approach for change detection
in aerial images with large time difference using a hierarchical
MRF segmentation model incorporating feature selection in
terms of Modified HOG and GL difference and using the
min-cut/max-flow algorithm. The approach has outperformed
the previous best results from CXM model quantitatively
whereas qualitatively the results are quite comparable. The
proposed method has taken into account both the pixel level
GL difference as well as texture level information in terms of
the Modified HOG feature. The hierarchical MRF model takes
into account some prior knowledge about the homogeneity of
the regions within a layer as well as with the neighboring
feature layer which is another advantage. Finally the energy
minimization is performed using the graph cut technique which
is time efficient and reliable.
Hence the proposed method can be used for various remote
sensing applications including assisting operators in evaluation
of data sets.
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