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A traffic light controller takes as input an estimation of the number of vehietgering the intersection and produces
as output a light plan, with the objective to reduce the traffic jam. The qudlitheoinput traffic estimation is a
key consideration on the performance of the traffic light controller. atheent of Wireless Sensor Networks, with
their relatively low deployment and operation price, led to the developwofesgveral sensor-based architectures for
intersection monitoring. We show in this paper that the solutions propose ilitehature are unrealistic in terms
of communication possibilities and that they do not allow a measure of thewehqueue length at a lane level.
Based on extensive experimental results, we propose an eneggrefflow cost and lightweight multi-hop wireless
sensor network architecture to measure with a good accuracy the vgh@le length, in order to have a more precise
vision of traffic at the intersection. Associated challenges are then diesgusuch as self-configuration, routing and
energy harvesting, which should be addressed in order to reduceghefche proposed solution and to improve the
performance of the target application.

Keywords: Sensing, Vision, and Perception; Communications and Protocols in I3&] Rraffic Control

1 Introduction

The concept of Intelligent Transportation Systems (IT$neto the introduction of intelligence in the
transport sector by using Information and Communicatiochfielogies (ICT), in order to deliver more
innovative services both in terms of user safety and ecocmrBiervices offered by ITS are numerous ; they
include vehicle count, tunnel and bridge infrastructurenituoing, collision avoidance, drivers guidance,
electronic tolls, traffic monitoring and traffic lights mageament [1, 2, 3]. Intelligently managing the traffic
lights could reduce traffic congestion in urban areas, primdua significant economic impact for countries
adopting this ITS technology. Indeed, an adaptive and smartagement of traffic lights is expected to
reduce travel times, stopping at intersections, envirartedémpact of vehicles and fuel consumption.

In the case of an intelligent traffic light control applicatj an ideal controller takes as input the num-
ber of vehicles on each lane and their respective waiting,temmd produces as output the light plans for
each direction. As a matter of fact, a traffic light manageinsgatem can be divided into two main compo-
nents : the vehicular traffic monitor and the traffic light tofier. The first component monitors vehicular
traffic at the intersection and provides data, i.e. per-latdcle queue length, to the second component,
which implements a traffic light management algorithm. Récesearch mostly focused on the traffic light
management part, numerous such algorithms being propostt iliterature [5, 4, 6], while the traffic
monitoring problem has been somehow neglected. In thisrpaefocus on vehicular traffic monitoring,
and more precisely on the measure of the vehicle queue lemgtiach lane of an intersection. We believe
that the monitoring system is very important, as the qualitthe input can highly impact the scheduling
performance. The different controller algorithms, whightb reduce waiting time at each intersection and
overall driving time by an optimal scheduling of the greeyhts, usually make the assumption of a perfect
monitoring system, which is difficult to achieve in realin important research challenge, addressed in
this paper, can then be formulated as : is there a way to helgaddl accurately monitor vehicular traffic at
an intersection ?
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In ITS traffic monitoring applications, vehicle detectors a@eployed, and most of the offered services
depend on the accuracy of gathered data. The accuracy ioathiext refers to the difference between the
data provided to the target application and the ground tiTitle closer the reported data is to the ground
truth, the higher the accuracy. For traffic light managenagmiications, for example, the accuracy of the
controller input (the vehicle queue length) represents bimse the measured data is to the real vehicle
gueue length on the road.

With the advent of Wireless Sensor Networks (WSN) and their éguipment, installation and main-
tenance costs, several WSN-based architectures have bmmwsed for road and intersection monitoring
[5, 7, 6]. In these solutions, magnetometer sensors arefasgdhicle detection, and standardized techno-
logies such as IEEE 802.15.4 [8] are used for sensor-toes@esnmunications in order to allow the data
collection. Nevertheless, most of these proposed solitioous on the light planning algorithm, and do
not take into account wireless network properties and agfiin requirements. Indeed, unstable radio links
due to environment perturbation, non line-of-sight caondis and obstacles, or the accuracy of the vehicle
gqueue length measurement are not considered in theseosslute argue that these approaches are im-
practical in terms of wireless network communication, dreytremain inaccurate in terms of the quality of
data reported, which represents a major obstacle for tlegiogiment.

In this paper, based on several extensive test campaignmopese a WSN architecture for intersection
traffic monitoring. Compared to previous approaches, tlopgsed solution is realistic from a network
communication point of view, can measure traffic flow with &dseprecision and is cost competitive. Our
contribution is threefold :

— We provide experimental results, showing that previoligtiems proposed in the literature can not be

supported by a WSN approach for vehicular monitoring ;

— We propose WRIM a novel Wireless sensor network Architecture for Reliabkerdsection Monito-
ring, allowing reliable data collection, and providing acate per-lane vehicular queue length estima-
tion;

— We discuss important challenges that should be address#temetwork side to reduce the overall
financial cost of the proposed system, with a special focienengy harvesting, self-configuration and
routing protocols.

The remainder of this paper is organized as follow. In Secionve present WSN architectures proposed
in the literature for intersection monitoring. In SectionsBarting from field tests, we show the limits of
previous approaches, and we propose our solution. Reselaatienges concerning this novel architecture
are discussed in Section 4. We conclude our work and presespéctives in Section 5.

2 Existing Solutions

In this section, we discuss the most significant WSN architestproposed in the literature for data col-
lection with an intersection management purpose. We §etssise solutions into two categories : detector-
based architectures and link-quality-based architestunedetector-based architectures, dedicated types of
sensors, e.g. magnetic sensors, are used to detect vedtielgdsen location of the intersection [5, 7, 6]. In
the second approach [9, 10], only radio units are deploysditraffic flows at the intersection are estimated
based on the properties of the radio link between these egvic

2.1 Detector-based solutions

Most of the proposed solutions for intersection monitoring based on single vehicle detection. Detec-
tion technologies can be classified as in-roadway sensarewer-roadway sensors [11]. An in-roadway
sensor is one that is either embedded in the pavement of duvay, embedded in the subgrade of the
roadway, or taped or otherwise attached to the surface obtuway. Pneumatic road tubes, inductive loop
detectors, magnetic sensors, piezoelectric sensors agt-imemotion are some examples of in-roadway
sensors. An over-roadway sensor is one that is mounted dhewrface of the roadway, either above the
roadway itself, or alongside the roadway, offset from tharaest traffic lane by some distance. Video image
processors, microwave radars, infrared sensors, ulfi@sensors and passive acoustic array sensors are
some examples of over-roadway sensors. The main and mdsewvisfference between in-roadway and
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over-roadway sensors is that the latter can be deployeautittiisturbing traffic. However, regarding the
sensor financial cost, the most deployed over-roadway sengdeo cameras, are much more expensive
compared to magnetic sensors, which are the most poputaathway solution [11]. Apart from the cost,
the specific placement required alongside the roadway/lysaralampposts, is another strong constraint
of over-roadway detectors.

Detector-based architectures can be further classifiedvrtt categories : infrastructure-free and infrastructure
based.

2.1.1 Infrastructure-free architectures

In most of the architectures proposed in the literature [B],/magnetic sensors are the main detection
technology used for traffic light control applications. Wthis solution, nodes equipped with 2 or 3-axis
magnetometers are deployed on the road to detect the peegepassing of vehicles. Based on the IEEE
802.15.4 standard, which theoretically provides a comupatiun range in the order of 70-100m, this kind
of architecture is adopted by most of the researchers (ged Jiln this architecture, two sensors are used
per lane : Arrival Detector (AD) sensor, which is used to detbe arrival of a vehicle at the intersection
and Departure Detector (DD) sensor, which is used to detdtthes exiting the intersection. When a ve-
hicle is detected by AD sensor, a message is send to DD sditmor.DD sensor uses arrival and departure
information to compute the number of vehicles per lane. Bnihitecture has several drawbacks which

s |
100m

@)

etector (AD)

lLight Controller . Arrival
* Departure Detector (DD)
- Vehicle ___> Wireless Communication

O raffic Light
FIGURE 1: Infrastructure-free WSN architecture for traffic light control

directly impact the performance of the traffic light conkeal The first drawback is the low precision on
the number of vehicle reports per lane. Indeed, once a wehad been detected by the AD sensor, nothing
prevents it to change lanes, especially given the largamtst (up to 100m) between the two sensors. A
second drawback with this architecture is representedédyrthuthorizedstops at the intersection. Indeed,
if after passing above the AD sensors, a vehicle stops fonieal or human reasons, it is not possible with
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this architecture to automatically and quickly detect aalize this situation. The last but most important
drawback with this kind of architecture is to guarantee @mbé wireless communication using the IEEE
802.15.4 standard between two sensors placed over or urelevddway and at a distance of 100m. Expe-
rimental results, presented in the next section, provesthelh a communication range is not achievable in
such environment.

2.1.2 Infrastructure-based architectures

To deal with this communication issue, the use of an infuastire deployed along the road was proposed
[12]. In this example, in order to allow line-of-sight cotidns favorable to radio communication, at least
one wireless node is not located at the road level but higheveathe ground to collect data : reliability is
improved and a longer radio range is achieved. Therefomjéh solutions, repeaters are installed along the
road, at a given height, to relay messages coming from thétanimy sensors. AD and DD sensors, located
at ground level, report messages to the repeaters, whimh reteived packets to the controller. Even if the
radio communication issue is well-addressed by this kinarofiitecture, all the other problems mentioned
for infrastructure-free architectures remain. Note thehsan architecture also leads to an increased finan-
cial cost, as additional infrastructure has to be purchatsuloyed and maintained, which can significantly
increase the cost of the system.

2.2 Link-Quality based solution

In the previously discussed approaches, vehicles aretddtasing either in-roadway or over-roadway
sensors, and repeaters along the roadside can be used twéntipe reliability of the data collection to the
controller. In [9, 10], authors proposed a WSN architectareriffic estimation based on the monitoring of
the quality of radio links, where no dedicated monitoringss®'s are used (see Fig. 2). The main idea of this
solution is that vehicle flow influences the radio link qualietween transmitter (TX) and its associated
receiver (RX). Both are installed on the two sides of the raizal height of 0.5m. Received Signal Strength
Indicator (RSSI) measured between TX and RX node is used ssifyfaraffic condition as free flow or
congested based on a threshold.

Unfortunately, this architecture allows only to give a geth@iew of the traffic conditions on each road of

Controller Arriving Vehicles TX node

FIGURE 2: Link-Quality based architecture for traffic light control

the intersection without any detail of the number of vetigber lane. This implies that the system cannot
be used in a situation where a high accuracy on the numberhidlgs is required or when intersection
monitoring is integrated in a global traffic management atyascale. Moreover, both arriving and leaving
vehicles impact the radio link quality ; this leads to ovéireate the traffic condition because both arriving
and leaving vehicles are counted together, while only engiwehicles should be taken into account in
traffic light management. If this solution does not disrupffic flow during deployment, the installation of
transmitter and receiver nodes increases significantlfinbacial cost.

3 WARIM : Wireless sensor network Architecture for a Reliable In-
tersection Monitoring

Our goal is to propose an energy efficient, low cost and ligigivt WSN solution to accurately estimate
the vehicle queue lengths at an intersection. To overcompritblems previously highlighted, we propose,
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building on experimental results, a new WSN architecturerédricle count and queue length estimation for
traffic light control.

3.1 Problem statement

As discussed above, an adaptive traffic light control apfibn requires vehicular flow information, col-
lected at the intersection level. The performance of thet lkgheduling algorithm depends on the accuracy
of the collected data : the reliability of the vehicle queeedth estimation can have a significant impact on
the quality of the scheduling. As mentioned in the previcertien, and for all related works, three draw-
backs can negatively impact the target applicatidrthe low accuracy of vehicle queue length estimation at
a lane leveliji) the incapacity to detect and localimeauthorizedstops around the intersection, aiiyl the
unreliable nature of the radio links of the network which limp non reliable data gathering from the mo-
nitoring sensors. Moreover, the financial cost and the néttii@time, which is determined by the nodes’
energy consumption, are not taken into account.

We propose WRIM (Wireless sensor network Architecture for a Reliable Irgetion Monitoring, a
lightweight WSN architecture for intersection monitorir@ur initial motivation is to provide a solution
with a reasonable financial cost in order to be accessibleast municipalities, especially in emerging
countries. This leads us to consider low cost technologigsh as an open standard communication proto-
cols e.9.IEEE 802.15.4). Moreover, to reduce deployment and maamtes costs, we have to limit the hu-
man intervention, thus self-configuration and self-orgation protocols must be developeda®/m should
also exhibit a long lifetime, thus the energy is a main concere propose to use classical battery-equipped
wireless sensor nodes but having also energy harvestirapittips [15]. Finally, to reduce deployment
time and road deterioration, surface-mounted sensorddlbeuused. This raises an important challenge
from the networking point of view, as communication betweerices at ground level is characterized by
a high degree of unreliability.

3.2 Experimental results

Related monitoring architectures assume unrealistiorbelk properties, mainly in terms of stability,
connectivity and reliability : our experimental resultogshthat such assumptions are never met, leading
to nonfunctional architectures for a real deployment. Tarabterize the radio link, we measure the packet
reception ratio as a function of distance between two nauease of presence or absence of vehicle. We
also evaluate the maximum distance between 2 nodes thasaloeliable communication.

3.2.1 Experiments setup

We use two IEEE 802.15.4rDsBow TelosB sensor nodésdenoted a#\ andB), deployed on the
road surface. In the followingh — B denotes the communication from noéldo nodeB andB — A from
nodeB to nodeA. We consider a transmission power of 0dBm, which is the higla#lowed by these
nodes. An extensive set of experiments was conducted, betiadformat constraints, only two scenarios
are described here :

— Experiment 1: SensordA andB are deployed on the road surface without any vehicular ¢raffi

— Experiment 2 : A vehicle is deployed above the sengofsee Fig. 3). The vehicle used in this expe-

riment has a length of 4m.

The distancel between the two sensors varies from 1m to 30m (Experimenhd)fmm 3m to 20m
(Experiment 2) with a step of 1m. Each time, 200 packets waresitted by the two nodes, allowing us
to measure the packet reception rat&g) on linksA — B andB — A.

3.2.2 PRR as a function of distance - Experiment 1

Fig. 4 presents the packet reception ratio as a functiarfarf the first experiment. Contrary to theoretical
results, theeRRis not a strictly decreasing function of distance. In Expent 1, results show that tieRR
is higher at a distance of 9m-12mKR > 0.75) compared to a distance of 5m or 8ARR < 0.3). Such
results are obtained considering a reasonable confideterwahdue to the 200 transmissions which are

t. http ://www.willow.co.uk/TelosBDatasheet.pdf
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Vehicle on node A Node B
FIGURE 3: Deployement area

processed. While the precise shape of the results is vety ke to the characteristics of each deployment
area we considered (such as the road topology or the preséroarces of electromagnetic interference),
a similar trend, but with different quantitative resultande noticed in all the delployment areas we study.
These results illustrate that communication between és\atroad level is possible, but remains unreliable
and unpredictable.

Moreover, we can note that tleRrRis very low for distances beyond 15 meters, with a receptiobg-
bility lower than 1%. It means that it is not reasonable tosider a reliable radio link between two nodes
separated by more than 15m. This shows that previous mgtsolutions (see Section 2), which propose
sensors separated by up to 100m, can not work in a practipidydaent.

Finally, Experiment 1 allows us to illustrate the asymneetrature of radio links between the nodes.
Indeed, the results show that, at given distancesp Hres not the same in both communication directions.
For example, atl = 8m, the PRRIs close to 0.9 foB — A, while it is less than 0.15 foA — B. After
investigations on the deployment area, we conclude thaethesults are produced by a bump on the road
surface, which results in nod&being placed slightly higher than node These situations are very likely
in real deployments, and such considerations should be fake account in the design of communication
protocols. It also means that the environment has a stropgdbhon the radio link properties.
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FIGURE 4: PRRas a function of distance (Experiment 1)

3.2.3 PRR as a function of distance - Experiment 2

The effect of deploying a vehicle on sengocan be observed in Fig. 5, which shows that the presence of
a vehicle highly impacts the communication between the taaes. Indeed, therris less than 0.2 much
of the time, except at 9m where we observe a peak in both comeation senses. In such conditions, with
a low PRR, retransmissions should be used to improve the commuaitadiiability, while opportunistic
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forwarding can reduce the delay needed to gather data fremmt¢imitoring sensors. Unfortunately, it means
that the presence of vehicles degrades the connectivitydaet nodes, even if sometimes the waveguide
effect is present.

[A->B —%— B->A -]

04

RECEPTION RATE

02

0 4 8 12 16 20
DISTANCE(In meters)
FIGURE 5: PRRas a function of distance (Experiment 2)

3.3 Proposed architecture

Based on these experimental results, we propose an atcinédechere sensors are deployed on the road
surface, and they are able to communicate through a myftii8N to report vehicle detection to the
controller. In our proposition, WRIM (Fig. 6), several sensors are deployed on each lane of thesaat-
tion, and the distance between two sensors on a given laméhis order of 5-10m, which is smaller than the
one proposed in related works. This short distance allows ashieve two important goals. Firstly, com-
munication between nodes is now reliable, even in the poesefwvehicular traffic. If the radio links remain
asymmetric, unstable and dynamic because of the enviranrienshort distance we recommend leads
to better connectivity. Nevertheless, additive mechagisoth as retransmissions and coding scheme are
still required to optimize the networking operations. Satly, the dense deployment proposed ink\Mm
achieves a more accurate per-lane estimation. By using lhdistance between sensorsp®IM provides
an accurate measure of the vehicle queue length at lank-dpéiEnizing the functioning of the traffic light
control algorithm.

Surface mount
node with energy
harvesting capability|

Road
Contoller

ﬁ Wireless Intersection
C

ommunication Controller

FIGURE 6: WARIM : Wireless sensor network Architecture for a Reliable Intersection Mangor
The number of sensors deployed on each lane depends on tteldesuracy and the node communica-

tion capabilities. The higher the number of deployed sexsbe better the accuracy, but a dense deployment
also increases the financial cost of the monitoring systéris. ffade-off needs to be well understood before
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the deployment phase. The only requirement imposed by WAR ikt the deployment of the sensor nodes
results in a connected network, which produces a certa@l &haccuracy. If higher accuracy is required, a
denser deployment should be usedhRMW uses only surface-mounted sensors without extra infretsire,
therefore highly reducing the deployment and maintenanstscMoreover, the sensors are equipped with
energy harvesting capabilities, further reducing the teaiance time, as solar energy harvested by small
size panels will be used, instead of human interventioret¢barge the nodes’ batteries.

4 Remaining challenges

As mentioned above, ¥kIM is designed with the characteristics of ground level waglinks in mind,
but it still has to tackle some important challenges in otdaptimize networking operations. Moreover, it
is essential to propose a low cost solution, so we need tdajfeam autonomous system both in terms of
energy requirements and communication protocols, minimgihuman intervention, which dominates the
costs related to the deployment and operation of wirelassmaetworks.

4.1 Energy Harvesting

Generally speaking, wireless sensor nodes are battergnedw\When the battery is exhausted, it can be
replaced if the deployment area is accessible. kR, to reduce the maintenance cost, sensor nodes take
benefit from renewable energy sources. Recently, with thiiBon of energy harvesting technologies, and
particularly solar energy, small size solar cells have l@eposed for WSN [14, 15].

Energy-aware networking protocols are generally used ftetyapowered WSN to manage efficiently
the energy consumption of nodes. In energy harvesting WSN\hetwork lifetime is theoretically infinite,
and it is only limited by hardware lifetime. Then, the maimsilerations regarding energy shouldipt®
schedule the data transmission according to the energpblaand to anticipate the energy depletion using
a data traffic scheduld@) to maximize throughput anid) to guarantee perpetual network functioning, i.e.
allow the network to function even in the lack of harvestingrges for a long time. The energy produced
by a solar panel depends on its size, the season, the peribd dé&y, the area where the panel is deployed
and the availability of sunshine radiation. In the case @R, because vehicles stop at the intersection
when the light is red, sensors close to the traffic light amdsived much of the time by vehicles and
harvest less energy compared to those which are far. Moremveh sensors have to relay control packets
sent by other nodes. Clearly, this means that the power ogptsan of such nodes has to be studied finely,
by taking into account data traffic intensity and the avddadnergy sources. Transmission scheduling,
topology management, and dynamic routing protocols shoeildesigned by considering renewable energy
cycles.

4.2 Self-Configuration

Network deployment and configuration is one of the actisitieat increase the cost of WSN. In order
to reduce deployment and configuration time, self-configmaprotocols for different WSN applications
are proposed in the literature [13]. A configuration paranef a sensor node for traffic monitoring can
be itslocation: in WARIM, the location can be defined as the lane on which the node Ieyd#pand its
relative position with respect to the light controller. N&tllocations are very important both for network
and application purposes. In the network, they can be usedeighborhood setup and exploited by the
routing protocol for data report. In the case of the traffihticontrol application, the location of the sensor
node is used to know exactly the position of a detected vehithe configuration problem here is the
construction of the physical topology of the deployed naatess network level.

A simple solution to solve this problem is to manually confggeach node, as it is currently done by
manufacturer$. This solution not only increases the financial cost of thetesy in terms of deployment
time, but it also requires the participation of specificatigined human resources. Another solution is to
equip each node with a localization devieegGPS). However, this solution not only increases the findncia
cost of the nodes, but also consumes a significant amounteofgrMoreover, the problem here is not to

$. http ://www.hikob.com, http ://www.sensysnetworks.com/
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self-calculate the precise distance between nodes, bt pdydocalize each node on the road. An important
challenge for VkrRIM should therefore be to develop communication protocolsdha allow the network
to self-organize and self-configure. These protocols shialile into account the specific properties of radio
links in a vehicular environment.

4.3 Routing

Due to energy constraints and due to the environment, thentorication range of wireless sensor nodes
is generally limited. As shown in Sec. 3.2.1, this is pafacdy true in vehicular traffic monitoring. To
send data to the controller, a multi-hop approach is redquindich makes routing a key service for each
node in the network. Numerous routing protocols have beepgsed in the literature for WSN [16]. For
energy-efficient routing protocols, battery level of nodad topology control are generally used for routing
decisions. Routing protocols for energy harvesting WSN rak& into account not only the battery level of
nodes but also the harvested capacity of each node in theretiior example, Kansal et al. [14] propose
to combine the residual battery level and the expected fataargy harvesting in order to select routes in
the network.

In the case of an intersection monitoring system, the 8istion of vehicular traffic on different lanes
is not uniform. In a given direction, with multiple lanesjstpossible to have some lanes with a very high
vehicular traffic compared to other. Moreover, nodes closké controller must contribute more than others
to the network communication task, because they shouldrgentheir own data, but also forward data
coming from others nodes. This implies that these nodesneqore energy and, as we have mentioned
in the Section 4.1, they are also the ones having less enarggdting capabilities. Then, a reliable routing
protocol for WARIM musti) take into account the energy potential of each node (itehatevel and
energy harvesting capabilitiesi), balance network traffic load on nodes deployed on differangs,iii)
take benefit from opportunistic radio links, aiwl exploit the particular topology of our architecture.

5 Conclusion

In this paper, we deal with vehicle traffic monitoring at roatkrsections. We argue that WSN architec-
tures proposed in the literature are inaccurate in termbef/g€hicle queue length estimation, and are not
suitable for network communication because of the wirelepslogies proposed. Starting from extensive
measurements in a real vehicular environment, we propose/gemergy efficient, low cost and lightweight
multi-hop wireless sensor network architectureARM, to accurately measure the vehicle queue length
at intersection. We discuss the remaining challengesecbkat WARIM, including energy harvesting, self-
configuration and routing. These challenges will be adéekgsour ongoing and future works.
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