
HAL Id: hal-01064637
https://hal.archives-ouvertes.fr/hal-01064637

Submitted on 16 Sep 2014

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Learning Dictionary of Discriminative Part Detectors for
Image Categorization and Cosegmentation

Jian Sun, Jean Ponce

To cite this version:
Jian Sun, Jean Ponce. Learning Dictionary of Discriminative Part Detectors for Image Catego-
rization and Cosegmentation. International Journal of Computer Vision, Springer Verlag, 2016,
�10.1007/s11263-016-0899-0�. �hal-01064637�

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by INRIA a CCSD electronic archive server

https://core.ac.uk/display/49596324?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://hal.archives-ouvertes.fr/hal-01064637
https://hal.archives-ouvertes.fr


1

Learning Dictionary of Discriminative

Part Detectors for Image Categorization

and Cosegmentation

Jian Sun, Member, IEEE, Jean Ponce, Fellow, IEEE,

Abstract

This paper proposes a novel approach to learning mid-level image models for image cate-

gorization and cosegmentation. We represent each image class by a dictionary of discriminative

part detectors that best discriminate that class from the background. We learn category-specific

part detectors in a weakly supervised setting in which the training images are only labeled with

category labels without part / object location labels. We use a latent SVM model regularized by l1,2

group sparsity to learn the discriminative part detectors. Starting from a large set of initial parts,

the group sparsity regularizer forces the model to jointly select and optimize a set of discriminative

part detectors in a max-margin framework. We propose a stochastic version of a proximal algorithm

to solve the corresponding optimization problem. We apply the learned part detectors to image

classification and cosegmentation, and quantitative experiments with standard benchmarks show

that our approach matches or improves upon the state of the art.

Index Terms

Part detector, image classification, image cosegmentation, group sparsity

F

1 INTRODUCTION

Learning mid-level image representations is a promising approach to improving the performance of

image recognition systems. Traditional recognition systems model the set of low-level features (e.g.,
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SIFT [1], HOG [2]) by a mid-level bag-of-words model [3], sparse codes [4], Fisher vectors [5], etc.

These approaches generally represent an image by a fixed-length image code through quantitizing the

low-level feature space, then feed these image codes to classifiers for image recognition. They have been

shown to be effective for image recognition.

Another category of popular mid-level representation decomposes objects, scenes, or images into

parts [6], [7], [8], [9], [10], [11], and each part covers a discriminative region of an object / image, e.g.,

the head of dogs, the rear of cars. Successful examples of part-based models include the deformable

part models (DPMs) [9], poselets [7], discriminative patches [11], [10], [12] for object detection [7], [9],

action recognition [13], semantic segmentation [6], scene classification [11], [10], [12], etc.

  (a) Example images of “Car” category (b) Examples of learned part detectors

Fig. 1. We learn discriminative part detectors for an image set with the same category label. The

part detectors are applied to image classification and cosegmentation. (Best viewed in color.)

Learning part-based models has, however, been a challenge. The essential question is how to efficiently

learn and select object / image parts that are discriminative for an image / object category. The deformable

part model (DPM) [9] learns a mixture of object templates in different poses represented by a few

spatially deformable object parts using a discriminative latent-SVM learning framework. The positions

and number of parts are heuristically initialized given the object bounding box. Other recent methods

learn a much larger set of discriminative part detectors. For example, in poselet [7] and discriminative

patch (DP) [8], [11], [12] models, a large number of part detectors are first learned by linear SVMs

from image patch clusters. Discriminative parts are then selected by ranking the importance of image

parts and discarding the unimportant ones. In the case of poselets, additional supervision in the form of

keypoint labels is necessary.
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In this work, we propose a principled approach to learning class-specific part detectors inspired by

dictionary learning approaches [14], [15]. As illustrated in Figure 1, given a set of training images

(Figure 1 (a)) from the same category, we design a novel latent SVM model regularized by group

sparsity to jointly select and optimize a set of discriminative part detectors. Given a large set of initial

parts, the group sparsity regularizer forces the model to automatically select and optimize a dictionary of

discriminative part detectors in a max-margin framework. Our model tends to select the discriminative

part detectors that more frequently and strongly appear in positive training images than in the negative

ones. Examples of the learned part detectors are shown in Figure 1 (b).

With our approach, part detectors are learned to reliably detect the discriminative image parts that

can best discriminate the category of interest from the background world. We have applied the learned

part detectors to image classification and cosegmentation. For image classification, we encode an image

using a fixed-length mid-level code by max-pooling the responses of the learned part detectors to the

image, and achieve competitive performance in the applications of object / scene / event classification

over benchmark databases. We have observed that our discriminative part detectors are able to detect

the common object parts from a set of images containing the same object class, and therefore propose a

novel cosegmentation model in a discriminative clustering framework by incorporating the object cues

provided by the learned part detectors. We also report state-of-the-art results on benchmark datasets.

A preliminary version of this work appeared in [16]. In this journal version, we extended the conference

version in [16] as follows. First, we present more implementation details on algorithms and experiments.

Second, we re-implement the algorithm of learning part detectors using training images in multi-scale

pyramids, and accordingly report our improved classification and cosegmentation results. We also test

the effect of the different part initialization methods on the recognition performance. The source codes

of our algorithm are also published on the link of https://github.com/exploreman/discriminative parts.

1.1 Related Work

1.1.1 Image Representation

Traditional image representations are primarily based on quantization of low-level features, e.g., bag-of-

words (BoWs) [3], sparse coding [4], Fisher vector [5], LLC coding [17], etc. The image is represented

by spatially pooling the corresponding codes globally on a coarse grid or a spatial pyramid [18] for

image classification. These approaches have achieved excellent results for image recognition. Contrary

to these approaches, we learn a dictionary of discriminative mid-level image parts in diverse poses /

viewpoints, which directly represent object or image category by their mid-level parts.

There is a large body of work on part-based models for recognition. The deformable part model

(DPM) [9] represents an object by a set of deformable parts organized in a tree structure and learned

from object bounding boxes. Strongly-supervised DPM [19] further incorporates human-annotated object
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parts to improve performance. In poselets [7], a large number of object parts are learned and selected

using SVMs trained over clusters of image patches with the aid of human-labelled 3D keypoints in

different poses. Discriminative patch (DP) methods learn distinctive image patches using discriminative

clustering [11] or extended mean-shift mode seeking [12]. Both the poselet and DP methods separately

learn a set of part detectors using linear SVMs and select the distinctive ones by heuristically ranking

their importance.

Contrary to these approaches, we propose a unified model to jointly learn and select a dictionary of

category-specific part detectors using a latent-svm model with group sparsity regularization. Our approach

works in a weakly supervised way and only requires the training examples at the category level without

any manually labelled keypoints or parts. The group sparsity regularizer plays the role of part selector,

and allows us to select diverse and discriminative part detectors best discriminating the positive training

examples from negative background. The number of discrimiantive part detectors can be controlled by

the group sparsity regularization coefficient.

Our approach is related to dictionary learning approaches [20], [15], [21], [22], where image patches are

encoded as a sparse linear combination of basis (dictionary elements) optimized for image reconstruction

[15], [22] or classification [21], [20]. Our part learning model bears similarities to the dictionary learning

approaches but is significantly different. Our learned part detectors are similar to the basis used in

dictionary learning, but they are specifically optimized for object / image part detection, which requires

a novel latent SVM model with group sparsity regularization for learning the dictionary of part detectors.

1.1.2 Cosegmentation

Cosegmentation [23], [24], [25] is the problem of jointly segmenting a set of images into foreground

and background regions. It is a challenging task in computer vision, since it involves a weak form of

supervision, i.e., images contain instances of the same object class, to segment out these objects. Its

multi-class extensions [26], [27] try to segment out multiple classes of objects from images. Recently,

discriminative clustering [28] has successfully been applied to image cosegmentation and achieved state-

of-the-art cosegmentation results. In this paper, we address the two-class cosegmentation problem to

segment out common objects from diverse backgrounds. We take the image set containing the same object

as positive training data, and the external background images as negative training data, our approach can

learn a dictionary of object part detectors which are discriminative and frequently appear in the positive

training images. These part detectors provide object localization cues for better object cosegmentation.

The rest of our paper is organized as follows. Section 2 formally defines our part model. Section

3 presents our model for learning discriminative part detectors. Section 4 discusses our approach to

solving the corresponding optimization problem. Applications of discriminative part detectors to image

classification and cosegmentation are presented in Section 5. Section 6 experimentally illustrate the
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effectiveness of the proposed approach on benchmark databases. This paper concludes with a brief

discussion in section 7.

2 PART DETECTOR DEFINITION

  
(a) Detectors (b) Detected parts with 

maximal response
(c) Response maps  
without  thresholding

(d) Response maps 
after thresholding

 =0.7144

=0.6376

0

1

Fig. 2. Examples of part detectors. With the learned part thresholds, part detectors can produce

clean responses to images. (Best viewed in color.)

Given an image I , let us consider dense features extracted at fixed intervals over the image grid.

An image part is a box whose top-left corner is positioned at z, and it is represented by a feature

vector Φ(I, z) that concatenates all the feature vectors within the box. We further define a part detector

Γk = (βk, τk) (k = 1, · · · ,K) as template / threshold pair (βk, τk), and define its response to image

part Φ(I, z) as

rz(Γk, I) = [S(βk,Φ(I, z))− τk]+, (1)

where [a]+ = max(a, 0), and S(βk,Φ(I, z)) is the matching score between the part template βk and

the image part Φ(I, z). In this work, we simply define the matching score as the inner product between

part template and normalized part feature vector:

S(βk,Φ(I, z)) =
< βk,Φ(I, z) >

||Φ(I, z)||2
=< βk,

Φ(I, z)

||Φ(I, z)||2
> (2)

Based on Eq.(1), the part detector Γk has non-zero response to image I at position z only when the

matching score S(βk,Φ(I, z)) is higher than τk. Furthermore, we say that the part Γk appears in an

image I when there exists at least one position z that satisfies rz(Γk, I) > 0. Figure 2 shows examples of

part detectors and the corresponding responses. As shown in this figure, after thresholding the matching

scores using Eq.(1), irrelevant image parts are suppressed and only significantly similar image parts have

non-zero responses.
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0 

(a) Training dataset with positive and 
negative examples. 

(b) Examples of initialized  
parts detectors. 

 

(c) Joint selection and optimization of part detectors by 
max-margin with group sparsity regularization. 

(d) Examples of learned 
discriminative part detectors. 

  

Fig. 3. An illustration of our learning framework. Given a training set of positive and negative

images for an image category, we first initialize a set of part detectors as discussed in Section

3.1. Then we jointly select and optimize a set of part detectors (i.e., template / threshold pairs)

using the novel latent SVM model regularized by group sparsity as discussed in Section 3.2.

3 LEARNING PART DETECTORS BY GROUP SPARSITY

In this section, we aim to learn a set of category-specific image part detectors that can best discriminate

the images in the category of interest from the background images. As shown by Figure 3, the input of our

approach is an image set composed of positive and negative training examples. First, we automatically

pick an initial set of candidate part detectors associated with the image category. They frequently appear

in the positive training images but may not be discriminative. Then we use a novel latent SVM model

to select and optimize discriminative part detectors with group sparsity regularization.

3.1 Part Detectors Initialization

We first initialize a set of part detectors which will be taken as candidates for futher optimization

and selection by our learning model. We have tried two types of initialization methods, compared

experimentally in Section 7.2.2.
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Random Sampling. To initialize the candidate part detectors for an image category, we randomly

crop a fixed number of image parts from the positive training images. Assume that we have K sampled

image parts, then we initialize K part detectors {Γk}Kk=1, Γk = {βk, τk}. Each part template βk is taken

as the feature vector of the k-th random patch, and the part threshold τk is initially set to zero value.

Patch Clustering. An alternative initialization approach is based on patch clustering. We first randomly

crop a large number of image parts (approximately ten thousands) from the positive training images,

then we perform K-means clustering (K = 1000 clusters in our implementation) over these sampled

image parts. This is similar to the construction of a visual word dictionary in BoWs. We only retain

sufficiently large clusters of size 10 or more. Assume that we have K clusters of image parts, then we

initialize K part detectors {Γk}Kk=1. The part template βk and part threshold τk are initialized with the

k-th cluster center and a zero value respectively.

3.2 Learning Discriminative Part Detectors

With the above initialization, we now learn a set of part detectors that best discriminate the positive and

negative training images. We require that the learned part detectors should appear more frequently and

strongly in the positive training images than in the negative ones.

Before introducing our learning method, let us first define the confidence of image I belonging to the

current category given class-specific part detectors Γ = {Γk}Kk=1 :

g(I,Γ) =

K
X

k=1

[βT
k Φ(I, zk)− τk]+, (3)

where zk is a latent variable indicating the image part position with maximum response:

zk = argmaxz∈ΩI
βT
k Φ(I, z), (4)

and ΩI defines the set of all possible part positions in I . Observe from Eq.(3) that g(I,Γ) ≥ 0 is

defined as the sum of the maximum responses of all the part detectors to image I . Image I thus has

higher confidence in belonging to the category of interest when more parts appear in I and have higher

responses.

Next, we learn part detectors using a variant of the latent SVM model with group sparsity regular-

ization. The basic idea is to jointly select and optimize the part detectors by maximizing the margin of

the confidence value g(I,Γ) on positive and negative training images. Denote the training image set as

{In, yn}Nn=1 where yn = 1 if In belongs to the category and yn = −1 otherwise. The cost function is

defined as:

E(Γ, b) =
1

N

N
X

n=1

L(g(In,Γ), yn, b) + λR(B), (5)

where B = {βk}Kk=1 is the set of all part templates and L is the squared hinge loss function:

L (g(I,Γ), y, b) = [1− y(g(I,Γ) + b)]2+, (6)
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and b is a bias term. We have chosen this loss function because it is differentiable w.r.t. g and b. We

could have used other differentiable losses, e.g., a logistic function.

R(B) is a regularization term over the part templates. We impose group sparsity [29] over part

templates, where each template is considered as a group. This forces the algorithm to automatically

select a few discriminative part detectors with non-zero templates from a large set of candidate part

detectors. Typical group sparsity terms include l1,2 and l1,∞ regularizers [29]. We choose the l1,2

structured sparsity norm in this paper, i.e., R(B) =
PK

k=1 ||βk||2, which is the sum of l2 norm of part

templates, and is convex w.r.t. B. In summary, we learn the discriminative part detectors by solving:

argmin
Γ,b

(

1

N

N
X

n=1

[1− yn(g(In,Γ) + b)]2+ + λ

K
X

k=1

||βk||2
)

, (7)

where g(In,Γ) depends on latent variables in Eq.(4).

The above variant of the latent SVM model tries to enforce that g(I,Γ)+b ≥ 1 if I is positive training

image, and g(I,Γ) + b ≤ −1 if I is negative training image. This forces the learned part detectors to

have larger responses to positive training images than to negative ones. It implies that the learned part

detectors should be discriminative, i.e., more frequently and strongly trigger in the positive training

images than in the negative ones. With group sparsity regularization, the optimization procedure will

automatically discard the less discriminative part detectors among the initial ones.

Let us briefly compare our model to the latent SVM in [9]. Using the squared hinge loss instead of

the regular one is a minor difference. More importantly, our proposed latent SVM model is regularized

by group sparsity, which is able to automatically select discriminative part detectors from a large pool

of initial detectors. Second, our learned part detectors are template and threshold pairs. With the part

thresholds, parts are not required to appear in every image of the category, which makes the detectors

robust to intra-class variations caused by poses, sub-categories, etc.

4 OPTIMIZATION ALGORITHM

The latent model of Eq.(7) is semi-convex [9] w.r.t. the part detectors Γ, i.e., it is convex for the

negative examples and non-convex for the positive examples. This can be justified by the follow-

ing facts. First, g(I,Γ) is convex w.r.t. Γ = {βk, τk}Kk=1. This can be easily shown by noting that

g(I,Γ) =
PK

k=1 max{β̃T
k Φ̃(I, zk), 0}, where β̃k = [βT

k , τk]
T and Φ̃(I, zk) = [ΦT (I, zk),−1]T , which

is the maximum of linear functions. Second, the cost function in Eq.(7) is convex and non-decreasing

w.r.t. g(I,Γ) if I is a negative example (i.e., y = −1). Therefore the cost is convex w.r.t. Γ for the

negative examples. However, it is non-convex for the positive examples.

Following [9], we optimize Eq. (7) by iteratively performing the following two steps. First, we update

the latent variables for all the positive examples based on Eq. (4). Second, given the set of latent variables

for all the positive examples (denoted as Zp), we optimize part detectors {βk, τk}Kk=1 and bias term b by
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minimizing the convex cost E(Γ, b;Zp) which is the cost function in Eq.(7) with fixed latent variables

for positive examples. We stop the iterations when a maximal number of steps is reached or when the

parameters do not change significantly any more.

We now discuss how to minimize E(Γ, b;Zp) given Zp. This cost function is smooth for b and

piecewise-smooth for Γ. Therefore, we utilize a gradient descent method to optimize b and a subgradient

method to optimize Γ = {βk, τk}Kk=1 simultaneously. Due to the group sparsity regularization for

{βk}Kk=1, we utilize a stochastic version of a proximal method (specifically, the FISTA algorithm [30])

for the optimization of part detectors by minimizing the convex cost E(Γ, b;Zp) . Proximal methods are

known to be effective in optimizing convex loss functions with sparse regularization. For an objective

function with the form of minB{L(B) + λR(B)} where L is an convex loss function and R(B) is

the above defined group sparsity regularization over B = {βk}Kk=1 , it can be efficiently optimized by

updating the parameters using a proximal operator [30]:

βk
t+1 = Proxλγ(β

t
k − γ

∂L(B)

∂βk
t ), (8)

where

Proxµ(βk) =
1

||βk||2
βk[||βk||2 − µ]+ (9)

for l1,2 group sparsity regularizer.

In summary, given training image set, we minimize the energy E(Γ, b;Zp) by iteratively updating the

parameters:

βk
t+1 = Proxλγ(β

t
k − γ

1

N

N
X

n=1

∂Ln

∂βk
t ), (10)

bt+1 = bt − γ
1

N

N
X

n=1

∂Ln

∂bt
, (11)

τk
t+1 = τ tk − γ

1

N

N
X

n=1

∂Ln

∂τk
, (12)

where γ is the step size determined by the back-tracking method in the FISTA algorithm [30], and

Ln = L(g(In,Γ), yn, b). The gradient (w.r.t. b) and sub-gradients (w.r.t. βk, τk) involved are computed

as follows.

∂Ln

∂b
=

8

<

:

−ηnyn if yn(g(In,Γ) + b) < 1

0 otherwise,
(13)

∂Ln

∂βk
=

8

<

:

−ηnynΦ(In, zn,k) if C is satisfied

0 otherwise,
(14)

∂Ln

∂τk
=

8

<

:

ηnyn if C is satisfied

0 otherwise,
(15)
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Algorithm 1 Algorithm for discriminative learning of class-specific part detectors.

Input: Training images S = {In, yn}Nn=1. Maximum iterations Tin and Tout.

Output: Learned part detectors Θ = {βk, τk}Kk=1.

1: Initialize part detectors Γ0 = {β0
k, τ

0
k}Kk=1 as in Section 3.1, bias term b = 0 and tout = 0;

2: while tout < Tout do

3: Compute latent variables of all part detectors over positive training images by Eq.(4), then optimize

part detections by the following FISTA iterations.

4: Initialize s1 = s0 = 1;Θ
1
= Θ

0
= Θ0 = Γtout ; t = 0.

5: while t < Tin do

6: Sample training examples St ⊂ S (six positive and negative examples respectively).

7: Compute latent variables for part detectors over sampled negative examples by Eq.(4).

8: Compute the estimated average gradients of parameters (denoted as ∂̂L
∂βt

k

, ∂̂L
∂τk

, ∂̂L
∂b ) using Eqs.

(13-15) over St; Estimate Lipschitz constant γt by backtracking as in the FISTA algorithm [30];

9: Update parameters: β
t

k = Proxλ/γt
(βt

k − 1
γt

∂̂L
∂βt

k

); τ tk = τ tk − 1
γt

∂̂L
∂τk

; b
t
= bt − 1

γt

∂̂L
∂b , for

k = 1, · · ·K. Then assign Θ
t ← {βt

k, τ
t
k}Kk=1;

10: st+1 =
1+

√
1+4s2t
2 ;

11: Θt+1 = Θ
t
+ st−1

st+1
(Θ

t −Θ
t−1

);

12: t = t+ 1.

13: end while

14: Γtout = ΘTin ; tout = tout + 1.

15: end while

16: Output the learned part detectors set Θ which is composed of the part detectors in Γtout with non-zero

norms in the part templates.

where ηn = 2(1−yn(g(In,Γ)+b)), zn,k is the k-th latent variable for image In, C denotes the conditions

of βT
k Φ(In, zn,k) > τk and yn(g(In,Γ) + b) < 1. The optimization of E(Γ, b;Zp) is a large-scale and

high-dimensional convex optimization problem. To make it tractable, we propose to use a stochastic

algorithm in which a subset (six random samples) of training images are sampled to approximate the

gradients / subgradients [31].

Algorithm 1 presents the detailed optimization procedures. After optimization, non-discriminative part

templates are set to zero due to the l1,2 regularization. We discard these part detectors with zero part

templates and derive a set of discriminative part detectors.
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(a) Examples of part detectors 

and detected parts. 
(b) Images and the total response maps of the learned part detectors for each category.  

WheelChair (Caltech-101) 

Car (MSRC database) 

Closet (MIT indoor 67) 

Florist (MIT indoor 67) 

laundromat (MIT indoor 67) 

Fig. 4. Examples of learned part detectors, detected parts and total response maps of part

detectors to images. The learned part detectors have higher responses to the discriminative

regions in each category. Response maps are shown as the original images masked by the

linearly normalized total response maps in range of [0, 1]. (Best viewed in color.)
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5 TOTAL RESPONSE MAPS OF PART DETECTORS

To illustrate the learned part detectors, we define the response map of a part detector Γk to an image I

as the weighted sum of all the detected parts appearing in the image pyramid by resizing the image to

multi-scale resolutions, i.e.,

R(Γk, I) =
X

s

X

z∈ΩIs

rz(Γk, I
s)Mz(I

s), (16)

where Is is the image at scale s, rz(Γk, I
s) is the response value defined in Eq.(1), Mz(I

s) is the binary

mask of Is indicating the region occupied by image part located at position z. The part mask Mz(I
s) is

rescaled by 1
s , therefore the response map R(Γk, I) has the same resolution as I . In our implementation,

we construct an image pyramid using thirteen scaling factors, i.e., s ∈ {2−2, 2−1.75, · · · , 20.75, 2}. The

total response map to an image is defined as the sum of all the response maps of the derived part

detectors:

R(Γ, I) =
X

k

R(Γk, I). (17)

Figure 4 shows examples of learned part detectors and detected parts. As shown in Figure 4(a), the

learned detectors are discriminative for the categories considered. For example, in categories of closet,

florist, laundarmat, wheelchairs and cars, the learned part detectors commonly represent the important

parts of these categories. Note that we are not given any part localization information in training, our

approach can automatically learn the discriminative parts in these categories. Figure 4(b) shows total

response maps of part detectors. It shows that the learned part detectors have large responses to the

salient regions which are discriminative for the image category, and have low responses to the cluttered

backgrounds.This indicates that our algorithm can effectively derive a set of discriminative part detectors

and discard the unimportant ones.

6 APPLICATIONS

Discriminative part detectors provide a mid-level and discriminative representation for an image category.

We now apply them to image classification and image cosegmentation.

6.1 Image Classification

Given an image database, we learn class-specific part detectors for each category using one-vs-all training.

We denote all the learned part detectors from different categories as Γ = {Γk}Kk=1, K is the total number

of part detectors. Based on our learning method for part detectors, an image I can be naturally encoded

by a vector of codes {ck}Kk=1, and each code ck = [max
z∈ΩI

βT
k Φ(I, z)− τk]+, corresponding to the max-

pooling over the responses of part detector Γk to all the image parts in I .

Following object-bank [32], we improve the above coding method in a multi-scale scheme by the

following steps. We resize the image resolution in 13 scaling factors ({2−2, 2−1.75, · · · , 20.75, 2}) to
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(a) Multi-scale image responses to a part detector. (b) feature max-pooling (per scale bin). 

Scale bin 1 

Scale bin 2 

Cell 1 

Cell 1 

Cell 2 Cell 3 

Cell 4 Cell 5 

Cell 3 

Cell 5 

Cell 2 

Cell 4 

Max pooling Max pooling 

Fig. 5. An illustrative example of feature max-pooling for image coding. Given an image, we

compute its multi-scale response maps to each part filter. We discretize the scales uniformly into

scale bins as in (a). As shown in (b), for each scale bin, we perform max-pooling of the response

values over spatial cells to produce a code. The final image code is the concatenation of these

codes computed for all scale bins and part detectors.

capture image parts in different scales. Then we uniformly quantitize these scales into S bins. In each

scale bin, we use spatial pyramid matching (SPM) [18] by dividing the image region into spatial cells

in three levels (1× 1, 2× 2, 4× 4). The response values in each spatial cell are max-pooled to produce

the image code for each part detector (please refer to Figure 5 for an illustrative example). Finally, the

image I is coded by concatenating all the codes computed over all part detectors and scale bins. This

coding method will produce a feature vector with the length of SMK, where M is the number of cells

in spatial pyramid. Given the image codes, we use a linear SVM classifier to produce the classification

results.

6.2 Image Cosegmentation

For cosegmentation, we aim to segment the common objects in an image set with the same category

label. Given an image set {In}Nn=1 from the same category, we first learn discriminative part detectors

Γ = {Γk}Kk=1 from a training set with the input images as positive examples and a set of diverse

background images as negative examples. As shown in Figure 4(b) and Figure 6(b), the discriminative

part detectors response more strongly and frequently to the common objects of the image set, which

provides a high-level common object cue for cosegmentation.

For each image I in the image set, we aim to assign labels X = {xi} to pixels with xi = 1 for a

foreground pixel and xi = 0 for a background pixel. This can be considered as a weakly supervised

clustering problem. In particular, discriminative clustering has achieved state-of-the-art performance on

cosegmentation [33], [26]. In this work, we design a novel cosegmentation algorithm by embedding the

object cue provided by part detectors into the discriminative clustering framework.
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  (d)(a) (b) (c) 

Fig. 6. Cosegmentation example (the image comes from “sign” category of MSRC database). (b)

Total response map. (c) Initial segmentation mask. (d) Final segmentation boundary.

We denote image feature as vi for pixel i, and Ψ(vi) is a mapping of vi into a high-dimensional

Hilbert space F . Discriminative clustering [33] tries to jointly infer the segment labels X and non-

linear separating surface f ∈ F based on kernel SVM by minimizing:

Ec(X, f, d|I) =
1

|ΩI |

X

i∈ΩI

[1− xi(f
TΨ(vi) + d)]+ + αc||f ||

2
, (18)

where d is bias term, and αc is regularization parameter.

Discriminative clustering is an unsupervised method for cosegmentation. In our approach, we incor-

porate the object cue provided by part detectors and label smoothness into the above formulation. The

corresponding optimization problem is:

min
X,f,d

E(X, f, d) = Ec(X, f, d|I) +
1

|ΩI |

X

i∈ΩI

[Eo(xi|Γ, I)

+αs

X

j∈N(i)

Es(xi,xj |I)], (19)

where N(i) is the neighborhood of i. The above cost function is defined for an image I in the given

image set, and Eo is defined based on the common object cue shared by the image set:

Eo(xi|Γ, I) =

8

<

:

Ri(Γk, I)− ζ if xi = 0

0 if xi = 1,
(20)

where Ri is the value of response map in Eq.(17) at pixel i. Obviously, this model prefers to assign

a foreground label to a pixel with
P

k Ri(Γk, I) > ζ, and ζ is automatically set for each image by

enforcing that pixels above this threshold occupy at most 40% of the image area. Es is a smoothness

term defined as Es(xi,xj |I) = |xi − xj | exp(− ||vc
i−vc

j ||
2
2

2σ ) as in [34], where vci is color vector at pixel

i, and σ is the mean of the squared distances between adjacent colors over the image. Es is submodular

and encourages the segmentation boundary to align with strong edges.

We optimize Eq.(19) by alternatively inferring the SVM parameters {f, d} and the segmentation label

X . Given X , {f, d} can be found by minimizing Ec since it is the only term that depends on f and d
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in Eq.(19). This can be done by a standard kernel SVM algorithm. Given {f, d}, the segmentation label

X can be computed by minimizing Eq.(19) with fixed f, d, which can be efficiently optimized by graph

cuts [35]. We initialize X by solving:

argminX{
X

i∈ΩI

[Eo(xi|Γ, I) + αs

X

j∈N(i)

Es(xi,xj |I)]}, (21)

which is based on the object cue and label smoothness.

In our implementation, the feature vector v is the concatenation of HOG features vh and color features

vc with length Lh and Lc respectively. Color values are scaled to [0, 1]. In kernel SVM, we use the

kernel K(vi, vj) = exp(−λc(
1
Lh

||vhi − vhj ||22 + 1
Lc

||vci − vcj ||22)) with λc = 5. It is a valid kernel since it

is the product of two radial basis kernels.

In implementation, we model the image cosegmentation problem at the superpixel level instead of the

pixel level. An image is divided into non-overlapping superpixels produced by the efficient algorithm

in [36]. Then, for each image, we define a graph whose nodes are the superpixels and edges correspond

to adjacency relationship between superpixels. Based on this graph, the costs Ec, Eo in loss function of

Eq.(19) are defined over superpixels. The superpixel level features (HOG, color and part response values)

for each superpixel are the average of these pixel level features over all pixels within each superpixel.

Figure 6 illustrates an example of the cosegmentation procedure for an image set containing the “sign”.

Assume that we already learned a set of discriminative part detectors for the given cosegmentation image

set, we first compute the total response map of an image to these part detectors (Fig. 6(b)), then produce

the initial segmentation result by optimizing Eq.(21) (Fig. 6(c)). Starting from this initial segmentation,

we iteratively optimize Eq.(19) to produce the final cosegmentation result (Fig. 6(d)).

7 EXPERIMENTS

In this section, we first present some implementation details, then present qualitative results for image

classification and cosegmentation. The source codes for part learning and the applications to classification

and cosegmentation are published online (https://github.com/exploreman/discriminative parts).

7.1 Experimental setting

To learn part detectors, we extract dense HOG features at eight-pixel intervals, and each image part is

represented as the concatenation of all HOG features in the corresponding region. The discriminative

part detectors are learned in one-vs-all mode for each dataset. When training the part detectors,, we

utilize multiple part templates sizes (8 × 8, 6 × 6, 4 × 4 feature cells) to capture features at different

scales. 1000 part detectors are initialized for each category. The regularization parameter λ controls the

sparsity of the solution. We have fixed it to 0.005 in all experiments, which retains about 10-15% of the
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part detectors after optimization. Please see sections 7.2.1 and 7.2.2 for an investigation of the effect of

λ and part initialization on the classification performance.

In the conference version of this work [16], we learn the part detectors based on the training images

in their original resolution when we optimize Eq.(7) using Algorithm 1. We now have re-implemented

Algorithm 1 based on training images in a multi-scale pyramid. In this setting, each training image is

represented by a pyramid in thirteen successive scales ({2−2, 2−1.75, · · · , 20.75, 2}), and HOG features

are extracted from the image pyramid in each scale. The part detectors are then learned with the training

images in HOG pyramids using Algorithm 1. As shown in the following paragraphs, this multi-scale

implementation consistently produces significantly improved results for both image classification and

cosegmentation.

7.2 Experiments on Image Classification

We test our classification method on four representative image databases for scene categorization (15-

Scenes [18], MIT-indoor [37]), object recognition (Caltech-101 [38]), and event categorization (UIUC-

Sports [39]). We use mean accuracy (i.e., the average of per-class accuracies in a database) to measure

classification performance. In all the experiments, “Ours singleScale” denotes the results produced by

our previous implementation [16], and “Ours multiScale” denotes the results produced by our current

multi-scale version.

TABLE 1

Comparison on 15-Scenes database.

Single feature Multiple features

Methods Accuracy Methods Accuracy

Sparse-coding [4] 80.3 ± 0.9 Object-bank [32] 80.9

SPM [18] 81.4 ± 0.5 BSPR [40] 88.9 ± 0.6

Graph-matching [41] 82.1 ± 1.1 Su et al. [42] 87.8 ± 0.5

DSS [43] 85.5 ± 0.6 Xiao et al. [44] 88.1

LPR [45] 85.8 Hybrid-Parts + Gist-color+SP [46] 86.30

ISPR [47] 85.08 ± 0.01 ISPR + FV [47] 91.6 ± 0.05

Hybrid-Parts [46] 84.7

MIDL [48] 86.35

Ours singleScale [16] 86.0 ± 0.8

Ours multiScale 87.2 ± 0.5

15-Scenes. This database [18] is composed of 15 categories of indoor and outdoor scenes with 4485

images. We use 10 splits of train / test data to measure the mean and standard deviation of accuracies

across different categories. In each split, 100 random images are taken as training images for each

category and all the other images are taken as test images. Table 1 shows comparison results on 15-

Scenes by different algorithms. Our discriminative part detectors perform significantly better than the
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low-level visual words in [18], [4] and high-level object detectors in [32]. Our algorithm performs better

than all the algorithms using a single type of feature. The highest result on this database is 91.6% in [47]

which combines ISPR features and Fisher vector (FV) [5] features. Using a single type of ISPR feature,

this approach achieves mean accuracy of 85.08% which is lower than ours 87.2% using HOG feature.

Obviously, our method can potentially be improved by combining several types of features, but this is

not the focus of this work.

TABLE 2

Comparison on MIT-indoor 67 scenes categorization.

Methods Accuracy

DPM [49] 30.4

DPM + GIST + SPM [49] 43.1

Object-bank [32] 37.6

DiscPatches [11] 38.1

LPR-LIN [45] 44.8

Hybrid-parts [46] 39.8

Hybrid-parts + GIST + SPM [46] 47.2

BoP [50] 43.55

MIDL [48] 50.15

Mode Seeking [12] 64.03

Ours singleScale [16] 51.4

Ours multiScale 58.1

MIT-indoor. This database contains 15620 images belonging to 67 categories of indoor scenes. It is a

challenging database for categorizing indoor scenes because of the large ambiguities between categories.

We use the same split of train / test data as in [37], and around 80 images are selected for training, and

20 images for testing for each category. Table 2 shows a comparison of our method with state-of-the-art

algorithms on this database. We learn a total of 6372 (9.5% of the number of initial detectors) part

detectors for 67 classes, and achieve 58.1% in mean accuracy using a single type of HOG features.

Compared to related mid-level feature learning algorithms, our part detectors perform significantly better

than discriminative patches learned by discriminative clustering [11], bag of parts model in [50], multiple

instance dictionary learning approach in [48]. Though we achieve lower mean accuracy than the mode

seeking algorithm [12], our result is produced by 6372 part detectors, which is much less than 13400

elements in [12]. Moreover, compared to the visual element discovery [12] and bag-of-parts models [50],

our approach learns and selects discriminative parts in a more principled way by simply optimizing a

latent-SVM model.

Caltech101. This database [38] contains 101 categories of objects and 40 to 800 images per category.

We randomly split the database into train / test set and each category has 30 images for training.

Table 3 compares the results of our approach with the other algorithms. Our learned discriminative part
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(a) ShoesShops (MIT-indoor 67) (b) MovieTheater (MIT-indoor 67) 

(c) Polo (UIUC-Sports) (d) Bicycle (MSRC database) 

Fig. 7. More examples of the total response maps of images to the learned class-specific part

detectors. (Best viewed in color.)

detectors achieve a competitive result of 81.6% mean accuracy on this database using a single type of

HOG feature1. Graph matching [41] performs comparable to ours (80.3% vs. ours 81.6%) on Caltech-

101 using a kernel method defined by dense matching. However, it achieves significantly lower results

on 15-Scenes as shown in Table 1, probably because objects in Caltech-101 are well aligned and can

be densely matched with higher accuracy.

UIUC-Sports. This database [39] contains eight categories of sport events, e.g., rowing, badminton,

polo, rock climbing, etc. Following [39], we randomly take 70 images per category for training and the

remaining data for testing in 10 rounds. Table 4 shows comparison results on this database. Our algorithm

1. The state-of-the-art result on Caltech-101 using multiple features is 84.3%, achieved in [51] by multiple kernel learning.

September 16, 2014 DRAFT



19

TABLE 3

Comparison on Caltech-101 database using a single feature.

Methods Accuracy

SPM [18] 64.4 ± 0.8

Macro-feature [52] 75.7 ± 1.1

Sparse-coding [4] 73.2 ± 0.5

Multi-way pooling[53] 77.1 ± 0.7

Graph-matching[41] 80.3 ± 1.2

Ours singleScale [16] 78.8 ± 0.5

Ours multiScale 81.6 ± 0.6

achieves significantly higher results than the hybrid-parts [46], object bank [32], sparse coding [4],

LPR [45] and LSA [54]. Though our result is lower than the multiple instance dictionary learning

(MIDL) algorithm [48] on this database, our results are significantly higher than MIDL on the other two

databases of MIT-indoor and 15-Scenes as shown in Tables 1 and 2.

TABLE 4

Comparison on UIUC-Sports database.

Methods Accuracy

Hybrid-parts [46] 84.5

Object-bank [32] 76.3

Sparse-coding [4] 82.7 ± 1.74

LPR [45] 86.25

LSA[54] 82.3 ± 1.84

MIDL[48] 88.47 ± 2.32

Ours singleScale [16] 86.4 ± 0.88

Ours multiScale 86.8 ± 0.95

In summary, our learned discriminative part detectors perform quite competitive compared to the

state-of-the-art algorithms on standard benchmarks. Moreover, using image pyramids to learn the part

detectors consistently improves results compared to our previous implementation [16]. Figure 7 shows

examples of the total response maps of the learned category-specific part detectors to the images sets. It

shows that the learned part detectors response well to the discriminative regions in each category, and

the non-informative background clutters are removed.

7.2.1 Effect of regularization parameter λ on performance

The regualization parameter λ in Eq.(7) determines the degree of sparsity imposed on the part detectors.

Theoretically, increasing λ imposes higher sparsity on the part detectors, i.e., the selection of fewer

number of part detectors with non-zero part templates. Figure 8 shows the effect of different λ values on
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Fig. 8. The effect of the regularization parameter on classification performance for the 15-Scenes

database.

the performance tested on 15-Scenes database. With the increase of λ, we observe that the classification

accuracy increases then decreases. However, it is quite stable to the exact value of λ in the interval

[0.002, 0.015]. On the other hand, with the increase of λ, the number of selected part detectors decreases

fast as shown in the right subfigure in Figure 8. We achieve a competitive result of 84.8% with only

378 part detectors (much fewer than the number of words in BoWs model [18]) with λ = 0.025.

7.2.2 Effect of part initialization on performance

In the above experiments, we initialize the part detectors using the patch clustering method in Section 3.1.

Now we compare classification performance using random initialization instead of patch clustering. In

both cases, we initialize 1000 initial part detectors for each category. Using random initialization (i.e.,

randomly cropping image parts from positive training images as the initial part templates), the final

learned part detectors produced 85.8% mean accuracy on the 15-Scenes database, which is lower than

87.2% using patch clustering for initialization. This is reasonable, because the cluster centers of image

parts in positive training images can represent the positive images in a more compact and complete way

than the randomly cropped positive patches.

We have also tested the effect of the number of initial part detectors on the final classification

results. Using patch clustering for part initialization, we learned and tested the part detectors for image

classification with 300, 900, 1500, 2100, 2700 initialized part detectors for each category on 15-Scenes

database. With the same split of train / test data, we produced 86.7% 86.5%, 87.1%, 86.5% and 86.6%
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in mean accuracy respectively. This shows that classification performance is stable with respect to the

number of initial part detectors.

7.3 Experiments on Image Cosegmentation

As discussed in Section 6.2, the total response maps of category-specific part detectors provide common

object cues for images containing the same objects and diverse backgrounds. We test our cosegmentation

algorithm on the MSRC database which is a commonly used database for testing binary cosegmentation

algorithms [33], [23], [24]. For each object category, we take the corresponding image set as positive

training data, and all the other images in the dataset (they do not contain the same object) as negative

training data. Then we learn object-specific part detectors, and obtain the final cosegmentation results

using the algorithm proposed in Section 6.2. The parameters of cosegmentation model in Eq. (19) are

set to αc = 1, αs = 0.25. We utilize the intersection-over-union score [26] to measure segmentation

accuracy.

Table 5 shows comparison results between our algorithm and the state-of-the-art cosegmentation

algorithms. The algorithm of [24] fails to converge on four classes. As shown in the table, our initial

segmentation based on object cues alone already achieves better results than the method in [23]. Our full

algorithm achieves the highest accuracy on this database. As before, the part detectors learned using an

image pyramid produce better results (denoted as ours Multiscale) than these learned from the single-

scale training images (denoted as ours Singlescale [16]). Figure 9 shows examples of cosegmentation

results.

8 CONCLUSION

In this work, we have proposed a novel latent SVMs with group sparsity to learn discriminative part

detectors for image recognition. Given image-level category labels, we have shown that our model is able

to learn a small number of discriminative part detectors that best discriminate the image category from

the background. Contrary to related algorithms, e.g., discriminative patches or bag-of-parts models, our

approach is able to optimize and select the part detectors simultaneously in an efficient and principled

way by optimizing the proposed learning model. We have experimentally demonstrated that our learned

model achieves state-of-the-art results for image classification and cosegmentation.

In the future, we are interested in how to incorporate the spatial or geometric information among part

detectors in a graph structure for object localization and recognition. Second, we will investigate using

these learned mid-level part detectors for fine-grained recognition or attributes recognition.
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(a) Tree (b) House 

(c) Face (d) Plane 

(e) Bike (f) Car 

(g) Sheep 

(e) Bike (e) Bike 

(h) Sign 

Fig. 9. Cosegmentation results on categories of “Tree”, “House”, “Face”, “Plane”, “Bike”,“Car”,

“Sheep”, “Sign” in MSRC database.
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TABLE 5

Comparison of the proposed cosegmentation method with Joulin et al. [33], [26], Kim et al. [23],

and Mukherjee et al. [24]. “Init singleScale” and “Init multiScale” indicates the initial

segmentation of our approach with training in modes of “singleScale” and “multiScale”.

Datasets Images [33] [26] [23] [24] Init singleScale [16] Ours singleScale [16] Init multiScale Ours multiScale

Bike 30 42.3 43.3 29.9 42.8 46.5 50.7 46.6 48.1

Bird 30 33.2 47.7 29.9 – 22.8 31.0 21.8 32.4

Car 30 59.0 59.7 37.1 52.5 55.0 61.5 57.2 59.2

Cat 24 30.1 31.9 24.4 5.6 36.5 48.0 42.1 49.7

Chair 30 37.6 39.6 28.7 39.4 39.4 48.9 40.5 49.9

Cow 30 45.0 52.7 33.5 26.1 38.2 45.6 43.7 54.6

Dog 26 41.3 41.8 33.0 – 32.4 46.6 33.5 44.6

Face 30 66.2 70.0 33.2 40.8 48.4 50.3 46.6 47.6

Flower 30 50.9 51.9 40.2 – 50.2 75.7 51.0 69.5

House 30 50.5 51.0 32.2 66.4 51.1 61.5 52.1 62.7

Plane 30 21.7 21.6 25.1 33.4 28.2 28.1 33.7 39.8

Sheep 30 60.4 66.3 60.8 45.7 47.8 65.2 45.9 62.8

Sign 30 55.2 58.9 43.2 – 50.9 69.9 58.0 73.8

Tree 30 60.0 67.0 61.2 55.9 55.8 70.1 54.2 66.7

Average 46.7 50.2 36.6 – 43.1 53.8 44.8 54.4

0442.
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