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#### Abstract

The problem of time-domain BEM for the wave equation in acoustics and electromagnetism can be expressed as a sparse linear system composed of multiple interaction/convolution matrices. It can be solved using sparse matrix-vector products which are inefficient to achieve high Flop-rate whether on CPU or GPU. In this paper we extend the approach proposed in a previous work [1] in which we re-order the computation to get a special matrices structure with one dense vector per row. This new structure is called a slice matrix and is computed with a custom matrix/vector product operator. In this study we present an optimized implementations of this operator on Nvidia GPU based on two blocking strategies. We explain how we can obtain multiple block-values from a slice and how these ones can be computed efficiently on GPU. We target heterogeneous nodes composed of CPU and GPU. In order to deal with the different efficiencies of the processing units we use a greedy heuristic that dynamically balances the work among the workers. We demonstrate the performance of our system by studying the quality of the balancing heuristic and the sequential Flop-rate of the blocked implementations. Finally, we validate our implementation with an industrial test case on 8 heterogeneous nodes each composed of 12 CPU and 3 GPU.
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## Méthode des éléments de frontière dans le domaine temporel pour l'équation des ondes sur machines distribuées et hétérogènes : une approche par bloque

Résumé : Dans le domaine temporel, le problème de l'équation des ondes en acoustique et électromagnétisme peut être définit par un système linéaire creux composé entre autres de matrices d'interactions/convolution. Il peut être résolu en utilisant le produit matrice/vecteur creux (SpMV) mais celui-ci n'est pas efficace et atteint une performance très en deçà des capacités des processeurs. Dans ce rapport, nous continuons une approche proposée dans [1] dans laquelle nous changeons l'ordre de calcul afin d'obtenir des matrices ayant un vecteur dense par ligne. Ces matrices sont appelées matrices tranches et sont calculées à l'aide d'un opérateur matrice/vecteur personnalisé. Ici, nous présentons des implémentations optimisées de cet opérateur sur GPU NVidia reposant sur deux stratégies de blocage. Nous expliquons comment obtenir des blocs de valeurs à partir de matrices tranches et comment les utiliser sur GPU. Nous ciblons les clusters composés de nœuds avec GPU. Afin de prendre en compte les différentes capacités des processeurs, nous proposons un algorithme glouton qui équilibre le travaille dynamiquement. Nous validons notre système en étudiant la qualité de l'équilibrage et les performances des différentes implémentations. Enfin, nous utilisons notre système sur un cas test industriel en utilisant 8 noeuds chacun étant composé de 12 CPU et 3 GPU.
Mots-clés : Algorithmes Parallèles, Parallélisation Hybride, GPU, CUDA, Multi-GPU, Domaine temporel, Éléments de Frontière

## 1 Introduction

Airbus Group Innovations is an entity of Airbus Group devoted to research and development for the usage of Airbus Group divisions (Airbus Civil Aircraft, Airbus Defence \& Space, Airbus Helicopters). The numerical analysis team has been working for more than 20 years on integral equations and boundary element methods for wave propagation simulations. The resulting software solutions are used on a daily basis in acoustics for installation effects computation, aeroacoustic simulations (in a coupled scheme with other tools), and in electromagnetism for antenna siting, electromagnetic compatibility or stealth. Since 2000, these frequency-domain Boundary Element Method (BEM) tools have been extended with a multipole algorithm (called Fast Multipole Method) that allows to solve very large problems, with tens of millions of unknowns, in reasonable time on parallel machines. More recently, $\mathcal{H}$-matrix techniques have enabled the design of fast direct solvers, able to solve problems with millions of unknowns for a very high accuracy without the usual drawback associated with the iterative solvers (no control on the number of iterations, difficulty to find a good preconditioner, etc.). At the same time, we work on the design and on the optimization of the time domain BEM (TD-BEM) that allows to obtain with only one calculation the equivalent results of many frequency-domain computations. In this paper, we focus on the heterogeneous parallel implementation of the algorithm and keep the mathematical formulation described in (3).

In 4, the authors have implemented a TD-BEM application and their formulation is similar to the one we use. They show results up to 48 CPU and rely on sparse matrix-vector product without giving details on the performance. In [5], the author uses either multi-GPU or multiCPU parallelization and accelerates the TD-BEM by splitting near field and far field. The study shows an improvement of the GPU against the CPU and focuses on the formulation of the near/far computation. The proposed method is a competitive implementation but it is difficult to compare to ours. In [7, they give an overview of an accelerated TD-BEM using Fast Multipole Method. The paper does not contain any information on the sequential performance or even the parallelization which makes it difficult to compare to our work.

The original formulation relies on the Sparse Matrix-Vector product (SpMV) which has been widely studied on CPU and GPU because this is an essential operation in many scientific applications. Our work is not an optimization or an improvement for the general SpMV on GPU because we use a custom operator that matches our needs and which is at the cross of the SpMV and the general matrix-matrix product. Nevertheless, the optimizations of our implementation on GPU have been inspired by the recent works which include efficient data structures, memory access pattern, global/shared/local memory usage and auto-tunning, see [8] [9] [11]. These studies show that the SpMV on GPU has a very low performance against the hardware capacity and motivate the use of blocking which is crucial in order to improve the performance. The method to compute multiple small matrix/matrix products from [12 has many similarities with our implementation (such as the use of templates for example). In this paper we do not compare our CPU and GPU implementations rather we focus on the GPU and propose a system to dynamically balance the work among workers.

This paper addresses two major problems of the TD-BEM solver. Firstly, we propose an efficient computation kernel for our custom multi-vectors/vector product on GPU. Secondly, we propose novel parallelization strategies for shared heterogeneous distributed memory platforms.

The rest of the paper is organized as follows. Section 2 provides the background and the mathematical formulation of the problem and describes the usual algorithm. Then we introduce the slice matrix structure and the multi-vectors/vector product in Section 3 . Section 4 describes the blocking schemes and the GPU implementations. Section 5 details the parallelization strategies and the balancing algorithm. Finally, in Section 6 we provide an experimental performance
evaluation of our multi-vectors/vector operator on GPU and CPU and illustrate the parallel behavior with an industrial test case.

## 2 Time-Domain BEM for the Wave Equation

### 2.1 Formulation

Our formulation has been originally introduced in [3] but in order to keep this paper selfexplanatory, we present the relevant aspects of the TD-BEM. An incident wave $w$ with a velocity $c$ and a wavelength $\lambda$ is emitted on a boundary $\Omega$. This surface $\Omega$ is discretized by a classical finite element method which leads to $N$ unknowns. The wave equation is also discretized in time with a step $\Delta t$ and a finite number of iterations driven by the frequency interval being study. In fact, increasing the number of time steps improves the results towards the bottom of the frequency range considered. At iteration time $t_{n}=n \Delta t$, the vector $l^{n}$ contains the illumination of $w$ over the unknowns from one or several emitters. The wave illuminates the location where the unknowns are defined and is reflected by these ones over the mesh. It takes a certain amount of time for the waves from the emitter or an unknown to illuminate some others. This relation is characterized by the interaction/convolution matrices $M^{k}$.

Using the convolution matrices $M^{k}$, and the incident wave $l^{n}$ emitted by a source on the mesh, the objective is to compute the state of the unknowns $a^{n}$ at time $n$ for a given number of time iterations. The problem to solve at time step $n$ is defined by

$$
\begin{equation*}
\sum_{k \geq 0}^{K^{\max }} M^{k} \cdot a^{n-k}=l^{n} \tag{1}
\end{equation*}
$$

The original equation (1) can be rewritten as in formula (2) where the left hand side is the state to compute and the right hand side is known from the previous time steps and the test case definition.

$$
\begin{equation*}
a^{n}=\left(M^{0}\right)^{-1}\left(l^{n}-\sum_{k=1}^{K_{\max }} M^{k} \cdot a^{n-k}\right) . \tag{2}
\end{equation*}
$$

### 2.2 Interaction/Convolution Matrices

The matrix $M^{k}$ contains the interactions between unknowns that are separated by a distance around k.c. $\Delta t$ and contains zero for unknowns that are closer or further than this distance. These $N \times N$ matrices are positive definite and sparse in realistic configuration. They have the following properties:

- The number of non-zero values for a given matrix $M^{k}$ depends on the structure of the mesh (the distance between the unknowns) and the physical properties of the system $c, \lambda$ and $\Delta t$.
- For $k>K_{\max }=2+\ell_{\max } /(c \Delta t)$, with $\ell_{\max }=\max _{(x, y) \in \Omega \times \Omega}(|x-y|)$ the maximum distance between two unknowns, the matrices $M^{k}$ are null.

The construction of these matrices is illustrated in Figure 1. The matrices are filled with values depending on the delay taken by a wave emitted by an unknown to pass over another one.

The position of the non-zero values in the matrices is driven by the numbering of the unknowns. Two NNZ values are contiguous on a row, for example $M^{k}(i, j)$ and $M^{k}(i, j+1)$ if the


Figure 1: Example of $M^{k}$ matrices for three unknowns $A, B, C$ in $1 D$. A wave emitted from each unknown is represented at every time steps. When a wave is around an unknown, a value is added in the matrix which is symbolized by a gray square. All matrices $M^{k}$ with $k>3$ are zero since the highest distance between elements is $\leq 3 . c . \Delta t$.
unknowns $j$ and $j+1$ are both at a distance $k . c . \Delta t$ from $i$. On the other hand, two NNZ values are contiguous on a column, for example $M^{k}(i, j)$ and $M^{k}(i+1, j)$ if the unknowns $i$ and $i+1$ are both at a distance $k . c . \Delta t$ from $j$. Therefore, numbering consecutively the unknowns that are spatially close is a way among others to increase the chance to have contiguous values in the interaction matrices.

### 2.3 Resolution Algorithm

The solution is computed in two steps. In the first step, the past is taken into account using the previous values of $a^{p}$ with $p<n$ and the interaction matrices as shown in Equation (3). The result $s^{n}$ is subtracted from the illumination vector, see Equation (4).

$$
\begin{align*}
& s^{n}=\sum_{k=1}^{K_{\max }} M^{k} \cdot a^{n-k},  \tag{3}\\
& \widetilde{s}^{n}=l^{n}-s^{n} . \tag{4}
\end{align*}
$$

In the second step, the state of the system at time step $n$ is obtained after solving the following linear system

$$
\begin{equation*}
M^{0} a^{n}=\widetilde{s}^{n} \tag{5}
\end{equation*}
$$

The first step is the most expensive part, from a computational standpoint. The solution of Equation (5) is extremely fast, since the matrix $M^{0}$ is symmetric, positive definite, sparse and almost diagonal. We can solve it by using a sparse direct solver for example.

Context of the application Our application is a layer of an industrial computational workflow. We concentrate our work on the solution algorithm and we delegate to some black-boxes the generation of the values of the interaction matrices and the factorization of $M^{0}$. Moreover, in our simulations the mesh is static and all the interaction matrices and the pre-computation needed by the direct solver are performed once at the beginning. The most costly part of our algorithm is the computation of the right-hand side $s^{n}$.

## 3 Re-ordering the Summation Computation

### 3.1 Ordering Possibilities

We refer to the process of computing $s^{n}$ as the summation stage. This operation uses the interaction matrices $M^{k}$ and the past values of the unknowns $a^{n-k}$ (with k strictly positive). A natural implementation of this computation is to perform $K_{\max }$ independent SpMV . That is implemented with four nested loops. The first loop is over the time step denoted by index $n$. The second loop is over the interaction matrices and is controlled by index $k$ in our formulation and goes from 1 to $K_{\max }$. Finally, the two remaining loops are over the rows and the columns of the matrices and are indexed by $i$ and $j$ respectively. The indices $i$ and $j$ cover the unknowns and go from 1 to $N$. The complete equation is written in Equation (6) where all indexes $n, k, i$ and $j$ are visible.

$$
\begin{equation*}
s^{n}(i)=\sum_{k=1}^{k_{\max }} \sum_{j=1}^{N} M^{k}(i, j) \times a^{n-k}(j), 1 \leq i \leq N . \tag{6}
\end{equation*}
$$

In term of algorithm, there is no need to keep the outer loop on index $k$ and two other orders of summation are possible using $i$ or $j$. The three possibilities are represented in Figure 2 where all interaction matrices $M^{k}$ are shown one behind the other and represented as a $3 D$ block. This figure illustrates the three different ways to access the interaction matrices according to the outer loop index. The natural approach using $k$ is called by front and usually relies on SpMV (Figure 2a). From [1], we propose to use a different approach called by slice using $j$ as outer loop index. The data access pattern of the interaction matrices in slice is illustrated in Figure 2c


Figure 2: Three ways to reorder the computation of $s^{n}$ with current time step $n=6$, number of unknowns $N=8$ and $K_{\max }=6$. (a) The outer loop is on the different $M^{k}$ matrices. (b) The outer loop is over the row index of $M^{k}$ and $s^{n}$. (c) The outer loop is over the column index of $M^{k}$.

### 3.2 Slice Properties

We denote by slice the data when the outer loop index of the summation is $j$ in Equation 6. The concatenation of each column $j$ of the interaction matrices $\left[M^{1}(*, j) M^{2}(*, j) \ldots M^{K_{\max }}(*, j)\right]$ is called Slice ${ }^{j}$ as illustrated in Figure 2c. This definition induced the relation $M^{k}(i, j)=$ Slice $^{j}(i, k)$. Therefore, a slice is a sparse matrix of dimension $\left(N \times\left(K_{\max }-1\right)\right)$. It has a nonzero value at line $i$ and column $k$ if $d(i, j) \approx k \cdot c \cdot \Delta t$, where $d(i, j)$ is the distance between the unknowns $i$ and $j$. From the formulation, an interaction matrix $M^{k}$ represents the interaction between the unknowns for a given time/distance $k$. Whereas a Slice ${ }^{j}$ represents the interaction that one unknown $j$ has with all others over the time. This provides an important property to the sparse structure of a slice: the non-zero values are contiguous on each line. In fact, it takes several iterations for the wave emitted by an unknown to cross over the other. In other words, for a given row $i$ and column $j$ all the interaction matrices $M^{k}$ that have a non zero value at this position are consecutive in index $k$. In the slice format, it means that each slice has one vector of NNZ per line but each of this vector may start at a different column $k$. If it takes $p$ time steps for the wave from $j$ to cross over $i$, then $\operatorname{Slice}^{j}(i, k)=M^{k}(i, j) \neq 0, k_{s} \leq k \leq k_{s}+p$ where $k_{s}=d(i, j) /(c \Delta t)$. We refer to these dense vectors on each row of a slice as the row-vectors. Using the interaction matrices, we multiply a matrix $M^{k}$ by the values of the unknown at time $n-k\left(a^{n-k}(*)\right)$ to obtain $s^{n}$. When we work with slices, we multiply each slice Slice ${ }^{j}$ by the past value of the unknown $j\left(a^{*<n}(j)\right)$. An example of slice is presented in Figure 3 .


Figure 3: An example of Slice where the non-zero values are symbolized by gray squares and zero by white squares. The vector $a^{*<n}(j)$ contains the past values of the unknown $j$. The vector $s^{n}$ will contain the current result of the summation stage for $t=n$.

When computing the summation vector $s^{n}$ we can perform one scalar product per row-vector. Then, $s^{n}$ can be obtained with $N \times N$ scalar products (there are $N$ slices and $N$ rows per slice) instead of $K^{\max }$ SpMV.

### 3.3 Slice Computational Algorithm with Multiple Steps

The scalar product, which is a level 1 BLAS, has a low ratio of floating point operations (Flop) against loaded data. In fact, one needs to load one value from both vectors in order to perform one multiplication and one addition. More precisely, by calling $d$ the dimension of the vector, we need to load $2 d+1$ values to perform $2 d$ Flops. Figure 4 shows how we compute a slice using one scalar product per row. In [1] we propose two optimizations to increase this ratio.

The first optimization is to work with several summation vectors at a time. At time step $n$, we try out to compute the current time step summation vector $s^{n}$ and the next step summation vector $s^{n+1}$ together. When computing a summation vector we use the slice matrices which remain constant and the past values of the unknowns relatively to a given time step. The vector $s^{n}$ requires the past values $a^{p<n}$ whereas we need the past values $a^{p<n+1}$ to compute the vector $s^{n+1}$. In other words, $s^{n+1}$ needs $a^{p<n}$ plus the present state $a^{n}$ which has not been computed
yet. If we replace $a^{n}$ by zero we are able to compute $s^{n}$ and a part of $s^{n+1}$ together. Therefore, we perform a matrix-vector product instead of a scalar product. The vectors are the non-zero row-vectors of the slices and the matrices are the past values which match the summation vectors $s$ as illustrated by Figure 4 b . We called $n_{g}$ the number of summation vectors that are computed together. Once the summation is done, if $n_{g}=2$ we end up with $s^{n}$ and $s^{n+1}$. Because we replaced $a^{n}$ with zero, $s^{n+1}$ is not complete. We continue the usual algorithm with $s^{n}$ and obtain $a^{n}$ after the resolution step (Equation 5). Then, this result $a^{n}$ is projected to $s^{n+1}$ using SpMV and $M^{1}$ and let us obtain the complete summation vector $s^{n+1}$. We refer to this projection as the radiation stage. It is possible to have $n_{g}$ greater than 2 but the higher is $n_{g}$ the more important the radiation stage becomes. In this configuration, we load $d+n_{g}+d \times n_{g}$ to perform $n_{g} \times 2 d$ Flops.

The second optimization takes into account the properties of the past values. When working with the Slice ${ }^{j}$, we need the past values of the unknown $j: s^{n}$ needs $a^{p<n}(j)$ and $s^{n+1}$ needs $a^{p<n+1}(j)$. The vector $a^{p<n+1}(j)$ is equal to the vector $a^{p<n}(j)$ where each value is shifted by one position and with $a^{n}(j)$ as first value (or zero if this value does not exist at that time). In order to increase the data reuse and to have less loading we consider only one past values vector for the $n_{g}$ summation vectors involved in the process. We take the existing values $a^{p<n}(j)$ and append one zero for each $n_{g}>1$ as it is shown in Figure 4. In this case, we load $d+n_{g}+\left(d+n_{g}-1\right)$ to perform $n_{g} \times 2 d$ Flops. This operator is called multi-vectors/vector product and is detailed in Figure 5 .


Figure 4: Summation stage with Slice ${ }^{j}$ and 3 possibilities. (a) With $n_{g}=1$ using scalar product. (b) With $n_{g}=3$ using matrix/vector product ( X and Y are the values of $a$ not yet available and replaced by zero). (c) With $n_{g}=3$ using the multi-vectors/vector product.

## 4 Slice Computation on GPU

In [1] we propose an efficient way to compute the multi-vectors/vector products on CPU using SIMD (SSE or AVX). This method is no longer efficient for GPU because of its hardware particularities that we resume briefly before introducing two methods to compute a slice on this device. One can see a GPU as a many-threads device or a large SIMD processor unit. It executes several team of threads (also called group or wrap). Different levels of memory exist in most of the GPU. The global memory can be accessed and shared by all the threads but is slow and is


Figure 5: Computing one slice-row with 3 vectors $\left(n_{g}=3\right)$ : (a) using 3 scalar products and (b) using the multi-vectors/vector product.
slowed down if the access is unaligned/uncoalesced inside a thread team. The shared memory is fast and shared among the threads of the same team but is very limited in size. Finally, each thread has dedicated registers/local memory. Therefore our original approach from [1] is not efficient on GPU because it will need extensive reductions/merges or very large $n_{g}$ (equal to the number of threads in a team for example).

That is why we work with block of data instead of vectors. We present two cut-out strategies that split a slice into multiple pieces of the same size, the Full-Blocking and the ContiguousBlocking approaches. We call these pieces blocks and their dimension $b_{r}$ (the number of rows) and $b_{c}$ (the number of columns). In both cases $b_{c}$ should be at least equal to $d_{\max }$ which is the longest row-vector in all the slices of the simulation. Moreover, we add a constraint that each row-vector must belong fully to only one block and cannot be subdivided. These are important criteria to implement efficient GPU kernels and cut-out algorithms. We have compared this approach to a dynamic block height $b_{r}$ by increasing the blocks until a row-vector is out or even by using a dynamic programming approach to have the fewest blocks as possible. But the extra-costs of seeking the best block configuration or having unpredictable block sizes are too significant.

### 4.1 Full-Blocking Approach

In this approach we extract and copy parts of the slices into blocks and let the original structure of the values unchanged. A block contains the row-vectors that are inside a 2 D interval of dimension $b_{r}$ per $b_{c}$. If two row-vectors are separated by more than $b_{r}$ rows or if they have some values separated by more than $b_{c}$ columns, they cannot be in the same block. Several algorithms exist in order to cut-out a slice matrix into blocks. Our implementation is a greedy heuristic which has a linear complexity with respect to the number of rows in the slices. The algorithm starts by creating a block at the first row (for the first row-vector). Then it progresses row by row and starts a new block whenever the current row-vector does not fit in the current block. Figure 6 shows an example of cut-out using this algorithm and the resulting blocks. The generated blocks remain sparse in most cases. The algorithm assigns a pair of integers to each block which corresponds to the position of the upper-left corner of these ones in the original slices as shown in Figure 6c.

Using blocks the computation we have to perform is identical to the multi-vectors/vector product introduced in Section 3.3 and is called the multi-vectors/matrix product. It is also similar to a matrix/matrix product with a leading dimension of one in the past values (which is not a matrix but a special vector).

In this paragraph and in Figure 9 we describe the implementation details of this operator on GPU. A team of $b_{r}$ threads is in charge of several blocks (all of dimension $b_{r} \times b_{c}$ ). First the


Figure 6: Example of a slice cut-out into blocks with the Full-blocking approach : (a) the original slice, (b) the blocks found by the greedy algorithm and (c) the blocks as they are going to be computed with their corner positions in the original slice. The block dimension is $b_{c}=7 \times b_{r}=7$.
threads copy the past values needed by a block in a shared memory array of size $b_{c}+n_{g}-1$. Each thread treats one row of the block and computes $n_{g}$ results. The outer loop iterates $b_{c}$ times over the columns of the block. The inner loop iterates $n_{g}$ times to let the threads compute the result by loading a past value and using the block values. The $n_{g}$ results are stored into local/register variables which are written back to the main memory once a thread has computed its entire row. In this approach the threads read the block values from the global memory once and in an aligned fashion column per column. Also, $n_{g}$ and $b_{c}$ are known at compile time, thus the loops over the columns and the results are unrolled.


Figure 7: Example of the computation of a block from Full-blocking on GPU with $n_{g}=3$, $b_{c}=16$ and $b_{r}=9:(\mathrm{a})$ the original slice is split in block during the pre-computation stage, (b) the blocks are moved to the device memory for the summation stage and (c) a group of threads is in charge of several blocks and compute several summation vectors at the same time by doing a multi-vectors/matrix product. In $c-I$ ) the threads copy the associate past values, in $c-I I$ ) each thread computes a row and in $c-I I I)$ threads add the results to the main memory.

The drawback of this method is the number of generated blocks and thus the extra-zeros padding. In the worse case this method can generate one block of dimension $b_{r} \times b_{c}$ per row. Such configuration occurs if $b_{r}$ is equal to one or if each row-vector starts at a very different column compare to its neighbors. So $b_{c}$ should be large enough to reduce the number of blocks but the larger $b_{c}$ is the more zeros are used to pad. The numbering of the unknowns is also an important criteria because the positions of the NNZ values depend on it. However the main advantage of this method is that all rows in a block depend on the same past values.

### 4.2 Contiguous-Blocking Approach

In this approach, instead of extracting blocks as they are originally in the slices, we copy each row separately in the blocks. Therefore, two row-vectors can be in the same block if they are separated by less than $b_{r}$ lines no matter the positions of their values in the columns. In the Full-Blocking, all rows from a block have been copied from the same columns in the original slice. On the contrary, in the Contiguous-Blocking this is not guaranteed and each row of a block may come from different columns of the slices as shown by Figure 8. That is why we need to store the origin of the rows in the slices in a vector to be able to compute them with the correct past values, see Figure 8 .


Figure 8: Example of a slice cutting-out into blocks with the Contiguous-Blocking approach : (a) the original slice, (b) the block build one row after the other and (c) the blocks as they are stored and computed with the starting point of each row in the original slice. The block dimension is $b_{c}=7 \times b_{r}=7$.

The kernel implementation of the Contiguous-Blocking is very similar to the Full-Blocking except that it must take into account the column differences. Instead of copying the past values needed for a block in the shared memory, the threads copy all the past values needed for a slice and thus for the blocks coming from the same slice. Then the threads of a team no longer access the same past values but each thread accesses the past values that match the starting point of the row it has to compute. The threads continue to read the block values as they do in the Full-Blocking with a regular pattern.

The Contiguous-Blocking always generates roundup $\left(N / b_{r}\right)$ blocks per slice. The number of columns in a block $b_{c}$ must be at least equal to the longest row-vector $d_{\max }$ but there is no advantage to have $b_{c}$ greater than $d_{\text {max }}$. Knowing the block size and the number of unknowns, we know the total number of values in the system generated by the Contiguous-Blocking: $N \times$ round up $(N / h) \times b_{h} \times b_{c}$. By calling $d_{a v}$ the average length of the row-vectors in the simulation,


Figure 9: Example of the computation of a block from Contiguous-Blocking on GPU with $n_{g}=3$, $b_{c}=11$ and $b_{r}=9:$ (a) the original slice is split in block during the pre-computation stage, (b) the blocks are moved to the device memory for the summation stage (c) A group of threads is in charge of all blocks from a slice interval and compute several summation vectors at the same time by doing a multi-vectors/matrix product. In $c-I$ ) the threads copy the past values associated to a slice, in $c-I I)$ each thread computes a row and read the past values that match it own row and in $c-I I I)$ threads add the results to the main memory.
there are $N \times N \times d_{a v}$ NNZ values and the blocks are padded with $b_{c}-d_{a v}$ zeros per row in average.

## 5 Parallel Heterogeneous Algorithm

### 5.1 Distributed Memory Algorithm

Parallelization We consider the parallelization approach proposed in [1] for CPU where each node has an interval of the slices and computes an amount of the summation $s^{n}$. Then all nodes are involved in the factorization/resolution and compute the current time step $a^{n}$. Communications between nodes only occur during the resolutions and depend on the external solver.

Inter-nodes balancing In our configuration, we consider that the nodes are similar and have the same computational capacity. We try to make each node having an interval of the slices that contains the same amount of data in order to balance the summation work. Since the resolution is a critical operation that involves all the nodes, balancing the summation work between nodes is crucial for the application to reduce the synchronization time between iterations.

### 5.2 Shared Memory Algorithm

Parallelization A worker defines a processing unit or a group of processing units on the same node. We dedicate one core to manage one GPU and to be in charge of the kernel calls and the data transfers. A GPU-worker is a couple of CPU/GPU. All the cores from a node that are not in charge of a GPU are seen as a single entity called CPU-worker. So one node is composed of one

GPU-worker per GPU and one single CPU-worker as shown in Figure 10, All the workers take part in the summation step but only the CPU are involved during the resolutions/factorization.

Inside a CPU-worker we balance the work between threads as we do with nodes by assigning to each thread the same amount of data.


Figure 10: Example of workers on a node composed of 12 CPU and 3 GPU : (a) the CPU worker composed of all the CPU that are not in charge of a GPU, (b) three GPU workers each composed of a couple of CPU/GPU.

Dynamic balancing between workers A node $w_{i}$ is in charge of an interval of the slices $\left[A_{i} ; B_{i}\right]$ and computes a part of the summation $s^{n}$. But this interval has to be balanced between the different workers within the node. We constrain each worker to have a contiguous interval of data. Also, workers can have different computational capacities and the slices can have different costs. Therefore, the problem is to find the optimal interval for each worker that cover the node slices and with the minimum wall time. The walltime is the maximum time taken by a worker to compute its interval.

One possibility to solve this problem is to perform a calibration/tunning and to estimate the speed of each worker. But such approach takes a non negligible time and it is difficult to consider all the possible configurations and the data transfers. We could also perform a warm-up stage and have each worker computes the full slice interval to know the computation time taken for each worker for each slice. Not only this process can be extremely slow but the fastest worker for each slice individually may not be the fastest to compute a given interval. In fact, the GPU are much more limited by their memory than the CPU and if we assign a slice interval to a GPU that does not fit in its memory it will induce very slow copy (from CPU to GPU or even from hard-drive to GPU). We propose to balance the work after each iteration in order to improve the next ones. Plenty of heuristics are possible to perform such operation and we propose a greedy algorithm with a $O(W)$ complexity, where $W$ is the number of workers.

The algorithm we propose considers that the average time $t_{a}$ of all workers in the previous iteration is the ideal time and the objective for the next iteration. For the first iteration we assign the same number of slices to each worker. At the end of the iteration, each worker $w_{i}$ has computed its complete interval of slices $\left[a_{i} ; b_{i}\right]$ in time $t_{i}$. We do not measure the time taken for each individual slice but we have an estimation of the cost $c_{i}=t_{i} / s_{i}$, with $s_{i}=b_{i}-a_{i}+1$ the number of elements computed by the worker of index $i$.

Workers that were slower than average (if $t_{a}<t_{i}$ ) should reduce their intervals. Whereas, the faster workers (if $t_{i}<t_{a}$ ) should increase their intervals and compute more slices. We consider that each slice on a given worker has the same cost. Therefore, for a slow worker $w_{i}$ we remove $r_{i}=\left(t_{i}-t_{a}\right) / c_{i}$ slices from its interval. We would like to do the same for a faster worker and add $o_{i}=\left(t_{a}-t_{i}\right) / c_{i}$ to its intervals. But in most cases the number of elements to remove from the slower workers is not equal to the number of elements we want to give to the faster workers. For example, in a system with two workers and the following properties in the previous iteration : worker $w_{1}$ has computed $s_{1}=10$ elements in $t_{1}=10 s$ and worker $w_{2}$ has computed $s_{2}=3$
elements in $t_{2}=4 \mathrm{~s}$. The average execution time is $t_{a}=(10+6) / 2=8 \mathrm{~s}$ and the first worker should remove $r_{1}=(10-8) /(10 / 10)=2 / 1=1$ element whereas the second worker should increase its interval with $o_{2}=(8-4) /(4 / 3)=4 /(4 / 3)=3$ elements.

So the faster workers have to share the slices that have been removed. We sum the number of available slices $S_{\text {removed }}=\sum r_{i}$ as the number of required slices $S_{\text {given }}=\sum o_{i}$ and distribute using a weight coefficient. A faster worker will have its interval increased by $o_{i} * S_{\text {removed }} / S_{\text {given }}$ which guarantee an equality between the slices removed and given. The number of slices to compute is updated for each worker ( $s_{i}=s_{i}-r_{i}$ or $\left.s_{i}=s_{i}+o_{i} * S_{\text {removed }} / S_{\text {given }}\right)$ and then a new contiguous slice interval is assigned to each worker. An example of this heuristic is presented in Figure 11.

(a)

(b)

(c)

Figure 11: Illustration of one iteration of the balancing algorithm with 4 workers. Workers 1 and 3 are above the average and should drop 3 blocks and 1 block respectively (red blocks). Workers 0 and 2 are under the average and should acquire $1 / 4$ and $3 / 4$ of the dropped blocks respectively (blue blocks).

This algorithm should find an optimal solution in one iteration if there is the same amount of work per element. But there is no warranty that the algorithm can find the optimal solution or even that it improves as it iterates. Theoretically, we can stop the algorithm if a configuration does not give a better result than the previous one. But in practice some latency or unpredictable events make this statement unsafe. This is why in practice we stop the algorithm after a given number of iterations and rollback to the best configuration that was generated.

## 6 Performance and Numerical Study

### 6.1 Experimental Setup

Hardware configuration We use up to 8 nodes and each node has the following configuration: 2 Hexa-core Westmere IntelÂ® XeonÂ® X5650 at $2.67 G H z$ and $36 G B$ (DDR3) of shared memory and 3 NVIDIA Tesla M2070 GPU (1.15GHz), 448 Cores, $6 G B$ (GDDR5) of dedicated memory. Peak performances are $10.68 \mathrm{GFlops} / \mathrm{s}$ in double and $21.36 \mathrm{GFlops} / \mathrm{s}$ in single for one CPU core and 515 GFlops $/ s$ in double and 21.36 GFlops $/ s$ 1.03 TFlops/s in single for one GPU. The nodes are connected by an Infiniband QDR $40 \mathrm{~Gb} / \mathrm{s}$ network.

Compiler and libraries We use the Gcc 4.7.2 compiler and Open-MPI 1.6.5. The compilation flags are $-\mathrm{m} 64-$ march $=$ native $-\mathrm{O} 3-\mathrm{msse} 3-\mathrm{mfpmath}=\mathrm{sse}$. The direct solver is a state of the art solver Mumps 4.10.0 [17] which relies on Parmetis 3.2.0 and Scotch 5.1.12b. The calculations are
performed in Single ( 32 bit arithmetic) or Double ( 64 bit arithmetic). Parallelization over nodes is supported by MPI [18] and parallelization inside nodes over shared memory by OpenMP [19].

### 6.2 Balancing Quality

In Section 5.2 we described the heuristic we use to balance the summation work among workers inside a node. We now test this method empirically in order to know how far from the optimal choice it is. We test different configurations by changing the amount of work per element or the acceleration factor of the workers as shown in Table 1.


Table 1: Balancing Algorithm Vs. Optimal Choice. Extra-cost of the dynamic balancing algorithm against the optimal choice after 40 iterations with 6 workers and 10, 000 elements. A zero score means that the optimal choice has been achieved.

For each test we generate two arrays, one for the costs using different distributions and the second for the acceleration factors for the workers. We get a worker virtual execution time by multiplying the sum of the costs from its interval and its acceleration factor. The configuration virtual wall time is obtained by taking the maximum virtual execution time of all workers. The balancing algorithm is executed during a given number of iterations and compared to the optimal choice. We find the optimal balance using dynamic programming, that is finding the contiguous interval for each worker that has the minimum wall time. Table 1 shows that the balancing algorithm is close to the optimal even when the cost per element or the worker acceleration factors are very heterogeneous.

### 6.3 Sequential Flop-rate

### 6.3.1 Full-Blocking Kernel Flop-rate

Table 2 presents the Flop-rate of the GPU and the CPU implementations for the blocks generated by the Full-Blocking method described in Section 4.1. We look at the Flop-rate achieved by one GPU or one CPU core for different sizes of dense block. On the GPU we create 128 teams of $b_{r}$ threads each. As expected the performance increases with the block size. On GPU increasing $b_{r}$ increases the number of threads and increasing $b_{c}$ give more work to each thread individually and let unroll larger loops. The CPU implementation benefits also of the instruction pipelining when we increase $b_{r}$ and do not have special improvement when we increase $b_{c}$. We remind that increasing the size of the blocks should reduce the number of generated blocks but it also increases the zero padding. So finding the correct dimension is a matter of finding the fastest kernel for the generated number of blocks.

|  |  | GPU |  |  |  | CPU |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Height ( $b_{r}$ ) | 16 | 32 | 64 | 128 | 16 | 32 | 64 | 128 |
| $\begin{aligned} & \stackrel{0}{6} \\ & \stackrel{0}{60} \\ & \stackrel{y}{6} \end{aligned}$ | 16 | 37 | 54 | 70 | 78 | 2.7 | 2.7 | 2.8 | 2.8 |
|  | 32 | 56 | 91 | 130 | 168 | 4.2 | 8.2 | 8.3 | 8.3 |
|  | 64 | 70 | 114 | 169 | 222 | 8.4 | 8.5 | 8.5 | 8.5 |
|  | 128 | 86 | 137 | 194 | 245 | 7.8 | 7.9 | 7.9 | 8 |
| $\begin{gathered} \hline \hline \stackrel{0}{0} \\ 0 \\ 0.0 \\ 0 \end{gathered}$ | 16 | 27 | 38 | 48 | 57 | 2.6 | 2.6 | 2.6 | 2.7 |
|  | 32 | 35 | 54 | 75 | 93 | 4.2 | 4.2 | 4.3 | 4.3 |
|  | 64 | 43 | 64 | 90 | 114 | 3.8 | 3.8 | 3.9 | 3.9 |
|  | 128 | 51 | 77 | 104 | 125 | 3.8 | 3.8 | 3.8 | 3.9 |

Table 2: Performance of computing the blocks from Full-Blocking. Performance in GFlops/s taken from the computation of 256 slices composed of 6400 rows and $b_{c}$ columns and with 128 GPU thread teams.

### 6.3.2 Contiguous-Blocking Kernel Flop-rate

Table 3 presents the Flop-rate of the GPU and CPU implementations for the blocks generated by the Contiguous-Blocking method described in Section 4.2. The GPU implementation has the same behavior as the Full-Blocking implementation as we increase the block sizes but succeed to go a little faster. So the GPU Contiguous-Blocking is not paying extra-cost of irregular shared memory accesses. Moreover, this implementation copies all the past values needed by the block of the same slice in the shared memory which seems to be an advantage compare to the GPU Full-Blocking which copies past values for each block (smaller copies but more frequently). In the other hand, the CPU implementation is having a extra-cost because of the irregular past values access compare to the CPU Full-Blocking which divide the performance by four. We remind that for a given simulation, the Contiguous-Blocking have a $b_{c}$ equal to $d_{\max }$ and thus there is no choice in the block width. Whereas we can choose $b_{r}$ which reduce the number of block generated from a slice and increase the number of GPU threads per team. For example, if the longest row-vector of a simulation $d_{\max }$ is equal to 16 we will chose $b_{r}$ equal to 128 in single precision. The source code of the Contiguous-Blocking kernel implementation is given in Appendix ??

|  |  | GPU |  |  |  | CPU |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Height $\left(b_{r}\right) \quad$ Width $\left(b_{c}\right)$ | 16 | 32 | 64 | 128 | 16 | 32 | 64 | 128 |
| $\begin{aligned} & \stackrel{0}{b 0} \\ & \stackrel{6}{6} \\ & \dot{\sim} \end{aligned}$ | 16 | 39.0 | 57.1 | 73.6 | 85.3 | 2.2 | 2.3 | 2.1 | 2.1 |
|  | 32 | 57.8 | 85.2 | 112.8 | 134.0 | 4.1 | 4.7 | 4.1 | 3.8 |
|  | 64 | 84.3 | 126.8 | 165.8 | 201.0 | 4.7 | 4.8 | 4.1 | 2.9 |
|  | 128 | 106.5 | 162.6 | 220.0 | 267.0 | 4.6 | 4.4 | 2.6 | 2.5 |
|  | 256 | 103.0 | 156.6 | 211.6 | 257.4 | 4.0 | 2.4 | 2.1 | 2.0 |
| $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | 16 | 25.5 | 35.6 | 44.2 | 50.4 | 2.6 | 1.7 | 1.7 | 1.6 |
|  | 32 | 39.4 | 56.3 | 71.9 | 83.7 | 2.6 | 2.2 | 2.0 | 1.6 |
|  | 64 | 50.4 | 74.3 | 98.9 | 117.2 | 2.4 | 2.0 | 1.5 | 1.5 |
|  | 128 | 55.5 | 83.1 | 110.1 | 131.7 | 2.2 | 1.5 | 1.4 | 1.3 |
|  | 256 | 58.6 | 88.5 | 118.9 | 143.0 | 1.4 | 1.4 | 1.3 | 1.2 |

Table 3: Performance of computing the blocks from Contiguous-Blocking. Performance in GFlops/s taken from the computation of 256 slices composed of 6400 rows and $b_{c}$ columns and with 128 GPU thread teams.

### 6.4 Test Case

We now consider a real simulation to study the parallel behavior of the application. Our test case is an airplane composed of 23962 unknowns shown in Figure 12. The simulation should perform 10823 time iterations. There are 341 interaction matrices. The total number of non-zero values in the interaction matrices, except $M^{0}$, is $5.5 \times 10^{9}$. The longest row-vector $d_{\max }$ is 15 and the row-vectors have 9.5 values in average. For one iteration the total amount of Flops to compute
the summation $s^{n}$ is around $11 G F l o p s / s$. If we consider that the resolution of the $M^{0}$ system has the cost of a matrix-vector product, the total amount of Flops for the entire simulation is $130651 G F l o p / s$. We compute the test case in single precision. In this format we need $50 G B$ to store all the data of the simulation. Our application can execute out-of-core simulations, but we concentrate our study on in-core executions. We need at least 2 nodes to have the entire test case fitting in memory.


Figure 12: Illustration of the Airplane test case

### 6.4.1 Number of Blocks from the Full-Blocking

The Full-Blocking generates blocks from a given slice depending on the block size ( $b_{r}$ and $b_{c}$ ) and the position of the NNZ values inside the slice. Therefore, the numbering of the unknowns if crucial to decrease the number of generated blocks. We have tested different ordering methods but the spatial ordering gave the better results (the comparison is not given in the current study). For example we have tried to number the unknown by solving a Traveling Salesman Problem using one or several interaction matrices as proposed in [16]. Here we present the results for the Morton indexing [14] and the Hilbert indexing [15]. In both cases we compute a unique index for each unknown and sort them according it. It is possible to score the quality of the ordering by looking at the contiguous values between the row-vectors. If two consecutive row-vectors $v_{i}^{j}$ and $v_{i+1}^{j}$ from Slice ${ }^{j}$ have $q_{i, i+1}^{j}$ values on the same columns, we describe the quality between these two rows as $\left(q_{i, i+1}^{j}\right)^{2}$. The quality of a slice is the average quality between its rows and the quality of the entire system is the average quality of the slices. Using the original ordering provided by the mesh generation the ordering score for all the slices is 33 . By ordering the unknowns using Morton and Hilbert index we obtain the scores 54 and 55 respectively. This means that using these spatial ordering the quality increase and most of the consecutive row-vectors have values on the same columns.

Table 4 shows the number of blocks depending on the type of ordering and the size of the blocks when we process the slices of the test case using the Full-Blocking from Section 4.1 It is clear that numbering of the unknowns with a space filling curve reduces drastically the number of blocks ( $N B B$ in the table). The table also contains an estimation of the computation time $\mathrm{E} \approx$ to process the generated blocks with one GPU using the performance measures from Table 2 , We can see that increasing the size of the blocks does not always reduce the number of blocks. For example, with the Morton Indexing and any $b_{c}$, we have the same number of blocks for $b_{r}$ equals to 32 or $b_{r}$ equals to 64 .

These results show the limits of the Full-Blocking approach. The best estimated time E $\approx$ which is obtain using Morton Indexing have only $23.8 \%$ of NNZ values. That means that the memory requirement is multiplied by more than 4 and that the real kernels performance is divided by 4 . Moreover, in order to know the best block size we need to do a complete study (at least try

| $b_{r} \times b_{c}$ | No Ordering |  |  | Morton Indexing |  |  | Hilbert Indexing |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | NBB | NNZ\% | $\mathrm{E} \approx$ | NBB | NNZ\% | E $\approx$ | NBB | NNZ\% | $\mathrm{E} \approx$ |
| $16 \times 16$ | $199 \cdot 10^{6}$ | 10.8\% | 2.76 | $45 \cdot 10^{6}$ | 47.5\% | 0.62 | $45 \cdot 10^{6}$ | 47.2\% | 0.63 |
| $16 \times 32$ | $197 \cdot 10^{6}$ | 5.4\% | 3.62 | $33 \cdot 10^{6}$ | 32.1\% | 0.61 | $34 \cdot 10^{6}$ | 31.1\% | 0.63 |
| $16 \times 64$ | $197 \cdot 10^{6}$ | 2.7\% | 5.78 | $31 \cdot 10^{6}$ | 17.0\% | 0.92 | $32 \cdot 10^{6}$ | 16.5\% | 0.95 |
| $16 \times 128$ | $197 \cdot 10^{6}$ | 1.3\% | 9.41 | $31 \cdot 10^{6}$ | 8.6\% | 1.49 | $32 \cdot 10^{6}$ | 8.3\% | 1.54 |
| $32 \times 16$ | $121 \cdot 10^{6}$ | 8.8\% | 2.30 | $36 \cdot 10^{6}$ | 29.6\% | 0.69 | $36 \cdot 10^{6}$ | 29.6\% | 0.69 |
| $32 \times 32$ | $115 \cdot 10^{6}$ | 4.6\% | 2.61 | $18 \cdot 10^{6}$ | 29.1\% | 0.41 | $18 \cdot 10^{6}$ | 28.9\% | 0.42 |
| $32 \times 64$ | $114 \cdot 10^{6}$ | 2.3\% | 4.11 | $9 \cdot 10^{6}$ | 27.5\% | 0.35 | $9 \cdot 10^{6}$ | 27.3\% | 0.35 |
| $32 \times 128$ | $114 \cdot 10^{6}$ | 1.1\% | 6.82 | $5 \cdot 10^{6}$ | 23.8\% | 0.33 | $6 \cdot 10^{6}$ | 22.4\% | 0.35 |
| $64 \times 16$ | $74 \cdot 10^{6}$ | 7.2\% | 2.18 | $36 \cdot 10^{6}$ | 14.9\% | 1.05 | $36 \cdot 10^{6}$ | 14.9\% | 1.05 |
| $64 \times 32$ | $63 \cdot 10^{6}$ | 4.2\% | 2.01 | $18 \cdot 10^{6}$ | 14.9\% | 0.57 | $18 \cdot 10^{6}$ | 14.9\% | 0.57 |
| $64 \times 64$ | $59 \cdot 10^{6}$ | 2.2\% | 2.90 | $9 \cdot 10^{6}$ | 14.8\% | 0.44 | 9 $10^{6}$ | 14.7\% | 0.44 |
| $64 \times 128$ | $58 \cdot 10^{6}$ | 1.1\% | 4.91 | $4 \cdot 10^{6}$ | 14.4\% | 0.39 | $4 \cdot 10^{6}$ | 14.3\% | 0.39 |
| $128 \times 16$ | $48 \cdot 10^{6}$ | 5.6\% | 2.53 | $35 \cdot 10^{6}$ | 7.5\% | 1.89 | $35 \cdot 10^{6}$ | 7.5\% | 1.89 |
| $128 \times 32$ | $32 \cdot 10^{6}$ | 4.1\% | 1.60 | $17 \cdot 10^{6}$ | 7.4\% | 0.87 | $17 \cdot 10^{6}$ | 7.5\% | 0.87 |
| $128 \times 64$ | $25 \cdot 10^{6}$ | 2.6\% | 1.90 | $9 \cdot 10^{6}$ | 7.4\% | 0.66 | $9 \cdot 10^{6}$ | 7.4\% | 0.66 |
| $128 \times 128$ | $22 \cdot 10^{6}$ | 1.4\% | 3.04 | $4 \cdot 10^{6}$ | 7.4\% | 0.60 | $4 \cdot 10^{6}$ | 7.4\% | 0.60 |

Table 4: Number of blocks for the Full-Blocking and the airplane test case. Number of blocks generated by the Full-Blocking method on the airplane test case for different block sizes $\left(b_{r} \times b_{c}\right)$ and different orderings. For each size and ordering we show the number of blocks (NBB), the percentage of non-zeros in the blocks (NNZ\%) and the estimated time to compute the blocks with one GPU using the GPU kernel performance measures ( $\mathrm{E} \approx$ ).
different blocks size for a given ordering) which is not realizable in a real simulation. Whereas the Contiguous-Blocking approach only needs to know the longest row-vector $d_{\text {max }}$ which is 15 in the airplane test case and can be deduced from the simulation properties. With an average length of 9.5 for the row-vectors and 23962 unknowns we have $63 \%$ of NNZ using Contiguous-Blocking. Moreover Contiguous-Blocking is faster than Full-Blocking on GPU for the same block size, that is why in the rest of the paper we do not use the Full-Blocking method to run the simulation.

### 6.4.2 Parallel study

We now study the parallel behavior of the application. Figure 13a shows the wall time to compute the simulation using 0 to 3 GPU and 2 to 8 nodes. Based on these results, Figure 13b shows the speedup of the GPU versions against the CPU only version. For a small number of nodes the executions with GPU do not provide an significant improvement against the CPU only. This is because the GPU are limited by their memory capacities and they cannot hold an important proportion of the work when the number of nodes is low. Since the data are almost divided by the number of nodes, a small number of nodes means a that each of them store a large amount of data. When a GPU is in charge of an interval that exceed its memory capacity, it will need to perform host to device copies during the computation. Such copies are slow and decrease the efficiency of the GPU drastically. However our application must be able to support out of core executions and it exists simulations for which there are positive interest to assign to a GPU more data than its memory capacity. The balancing algorithm is in charge of the attributions of the intervals as detailed at the end of this section. The parallel efficiency of the CPU only version for 8 nodes is 0.78 .

Figure 14 presents the details of the main operations of the simulation by giving the percentages of the operations against the complete wall time. We see that the idle time (red) remains low in most of the cases. But it is clear that the resolution stage become more and more dominant as the summation is improved. That is due to the low number of unknowns compared to the number of nodes. In fact, there is no improvement in the resolution time as we increase the number of node and MUMPS is taking the same time with 2 or 8 nodes to solve the system for all the time steps.


Figure 13: Parallel study of the airplane test case from 0 to 3 GPU and 2 to 8 nodes
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Figure 14: Percentage of time of the different stages of the airplane simulation for 2 to 8 nodes

We can draw the work balance between workers as shown in Figure 15 For different work distributions and different number of nodes, it shows how the work is balanced on a single node for several iterations. We measure the balance by studying the time taken per each worker in term of percentage of the total time (which is the sum of the time taken by all the workers). In
a perfectly balanced configuration all the workers take $100 / W$ percent of the time, with $W$ the number of workers. We see that the balancing is improved after each iteration. The second part of the figure shows the interval of work per worker. We see the speedup of the GPU-workers against the CPU-worker when the work is balanced and what percent of the node interval each worker is in charge of.

We remind that the balancing algorithm gives the same number of elements to each worker for the first iteration. Figure 15 a which shows the balancing for 2 nodes also point out a problem in the limitation of the GPU memory. In fact, at the first iteration the GPU-worker and the CPU-worker are in charge of the same number of slices (as shown by the interval of work). But this amount of slices cannot fit in GPU memory thus the first iteration is very slow for the GPUworker which takes $90 \%$ of the total time. The GPU-worker needs to load and copy the slices in its memory. The balancing algorithm tried to balance the second iteration but this time the GPU-worker has few slices and can store them in its memory. So the GPU-worker computes its interval extremely fast compared to the CPU-worker. Such performance differences as in-GPU and out-of-GPU can lead to unbalanced or at least not optimally balanced configurations.


Figure 15: Illustration of the work balance for the airplane simulation and three configurations. The objective is to have equal percentage of time per worker. The CPU-workers is always represented by black color (always at the top of the plots). GPU-workers are represented with gray colors.

## 7 Conclusions

We present a complete set of methods to compute the TD-BEM on heterogeneous nodes. We point out that advanced blocking techniques are required in order to compute slice matrices efficiently on GPU. Two methods are presented but only the Contiguous-Blocking can be used in realistic simulations. In fact, this method is easy to parametrized and generates only few extra-
zero padding. Moreover the Contiguous-Blocking GPU kernel achieves a high Flop-rate even for small blocks. Independently, a new heuristic is proposed to balance the work over workers with a low-cost but efficient results. It successfully balances the summation inside the node and could be used in many other areas thanks to its simplicity and degree of abstraction.

We also show the limits of the current implementation which is mainly the inappropriate usage of the direct solver for the matrix $M^{0}$. It is clear that as the number of nodes becomes large the resolution stage is not longer improved and becomes a bottleneck. In our case, we have a small number of unknowns, an important number of nodes and we solve the same resolution several times. Such a configuration is not usual for most of the available solvers, thus we have to investigate and to compare existing solvers in order to find the most appropriate.

In short-term, we will also investigate how to improve the computation of the ContiguousBlocking kernel on CPU. To overtake the compiler we will certainly need to implement the kernel using SIMD intrinsics (SSE, AVX). We can expect that improving the CPU kernel will not require any other changes in the application thanks to the balancing algorithm. Finally, in a longer term we would like to compute bigger simulations using much more nodes.
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