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PREFACE

An urban area may be seen, using the systems approach, as composed
of a number of components, where the components themselves depend on the
point-of-view of the observer. For example, the urban area may be viewed

%opo!ogica?]y as being comprised of a set of adjoining watersheds. The

same area may be also seen from a political perspective as being divided
into overlapping jurisdictions of local, state, and national agencies,
planning comnissions, and governments. Finally this area may be divided
on a water resources basis by function, including water supply, sanitary
sewer and storm drainage components.

A multilevel framework has been developed in the previous reports of
this project (TR #101,#102) from the topological perspective for storm-
drainage planning. The methodology integrates the aspects of water pol-
lution, local flooding and system costs. The algorithm focuses on the
optimal allocation of drainage network, storage and treatment facilities
among the subbasins {first level) of each watershed (second level) for
several growth alternatives of the community. By this means, a unique
cost of storm drainage can be associated with each growth scenario. The
procedure requires information on projected population growth, water
storage and quality 1imitations in each subbasin and various surface
characteristics of each subbasin. The optimization is over the cost of
the facilities as well as the cost of local flooding. Constraints to the

optimization include the non-analytical relationships introduced by the
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hydrclogical simutation model, STORM. The optimization output shows the
minimum cost allocation of drainage network capacity and storage and the
minimum size of the associated treatment plant. The procedure has been
appiied to West Lafayette, Indiana, and was shown to converge rapidly to
a feasible solution.

The multilevel multiobjective optimization procedure, described in a
previous report (TR #121), has been developed to the extent that a water
resources manager can interact with a computer to obtain the optimal solu-
tion to a complex planning problem expressed in terms of muitiple objec-
tives. The manager's role is to provide trade-off information among
various cbjectives at each iteration.

The political perspective can be incorporated into these planning
models to the extent that the model parameters and structure depend on
geography and function. For example, local regulations may differ regard-
ing the maximum size of runoff retention areas thus altering the value of
that parameter for each watershed of a storm drainage model.

The present report involves an extension to the functional perspective
in the form of planning procedures for the water supply system.

This is the completion report of Project OWRT-B-083-IND, entitied
"Multilevel Approach to Urban Water Resources Systems Analysis -
Application o Medium Size Communities.”

Previous reports and publications on this project are the following:

PWRRC Tech. Rept. 100, “Urban Growth in Water Resocurces Planning," by
5. A. Dendrou, J. W. Delleur and J. J. Talavage, April 1978, 116 pp.

PWRRC Tech. Rept. 101, "Urban Storm-Drainage System Planning," by S. A.
Dendrou, J. J. Talavage and J. W. Delleur, May 1978, 155 pp.

PWRRC Tech. Rept. 121, "Interactive Multiple Objective Optimization," by
K. Musselman and J. J. Talavage, February 1979, 196 pp.
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"Multilevel Approach to Urban Water Rescurces Planning," by J. J.
Talavage, $. A. Dendrou and J.W. Delleur, Abstract in EOS, Transaction
of Amer. Geophysical Union, Vol. 59, No. 12, p. 1071.

"A Tradeoff Cut Approach to Multiple Objective Optimization,"” by K.
Musselman and J. J. Talavage, Journal of ORSA, {to appear).

"Retiability Concepts in Planning Storm-Drainage Systems," by S. A,
Dendrou and J. W. Delleur, International Symposium on Risk and
Reliability in Water Resources, Univ. of Waterico, Ontario,
June 1978, Vol. 1, pp. 350-410.

"Systematic Planning of Urban Storm Drainage Utilities,” by S. A.
Dendrou, J. W, Delleur and J. J. Talavage, International Symposium
on Urban Storm Water Management, Univ. of Kentucky, Proceedings,
July 1978, pp. 229-234.

“Planning Storm-Drainage Systems for Urban Growth," by S. A. Dendrou,
J. W. Delleur and J. J. Talavage, Jour. of the Water Resources
Planning and Management Division, ASCE, Vol. 104, No. WR1,

Nov. 1978, pp. 1-16.

“Optimal Planning for Urban Storm-Drainage Systems." by S. A. Dendrou,
J. J. Talavage and J. W. Delleur, Jdour. of Water Resources Planning
and Management Division, ASCE, Vol. 104, No. WR1, Nov. 1978, pp. 17-33.

"The Design Storm Concept: 1Is It a Sufficient Criterion fo Determine the
Retiability of Modern Storm Drainage Systems?," by J. W. Delleur in
“The Design Storm Concept," Proceedings of a seminar at Ecole Poly-
technique de Montreal, Rept. EPB0-R-GREMU 79102, Dec. 1979, pp. 16-24.

“Planning Groundwater Supply Systems for Urban Growth: A Multilevel
Approach,” by J. W. Delleur, S. A. Dendrou and 6. V. Loganathan,
IFAC Symposium - Water and Related Land Resources Systems, Case
Western Univ., Preprints, Pergamon Press, pp. 239-250, 1980.

“An Interactive Tradeoff Cutting Plane Approach to Continuous and Discrete
Multiple Objective Optimization," by XK. Musselman, Ph.D. Thesis,
Nov. 1978, 150 pp.

"Multilevel Approach to Urban Storm Water Systems Planning," by 5. A.
Dendrou, Ph.D. Thesis, Dec. 1977, 283 pp.







ABSTRACT

In water supply systems,predicting the spatial disaggregation of the
demand is one of the major concerns. In this report the tanduse alloca-
tion model developed in Tech. Rept. No. 100, has been used for this pur-
pose. The future zonewise dévelopment of different landuse activities is
converted into an eguivalent water demand based on the requiremeﬂts‘of the
activities projected.

Other important facets are the determination of optimal Tocations of
water wells and of distribution reservoirs along with the optimal flow
values and pipe sizes. The annualized cost of the well field, distribu-
tion reservoirs, pipes and pumping is minimized. The indivisibility
requirement of the number of wells and reservoirs and the continuous
variation of flow values require the use of a Mixed Integer Programming
(MIP) approach for the optimization. The nonlinear head losses result in
nontinear objective function and constraints. The nonlinearity is circum~
vented by making use of empirical formulas and well design criteria. The
new wells should be located so that the additional drawdowns do not
adversely affect the existing system. A two level coordination scheme is
used to optimally distribute the facilities and to guarantee a safe
exploitation of the aquifer in the future. This task is performed by the
program WATSUP, which includes a finite element formulation of the ground-
water flow. The methodology is applied to an actual situation in West

Lafayette, Indiana.
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CHAPTER 1
INTRODUCTION

1.1 Introduction

Water supply has traditionaliy figqured among the more important
factors governing the establishment and growth of human settlements.
Today, municipal water supply is the second largest single industry in
the United States, surpassed only by the electric power industry.

The urban population ih the United States is growing very rapidly.
The Targest growth occurs in the suburbs and is the result of population
growth and of migration attributed to social factors - escape from urban
centers of big cities, and is also the result of regiocnal economic and
industrial development and other factors. In this context, the urban
planning authority may be required fto make decisions regarding changes
due to urban growth which in turn affect further growth.

It has been a long and well established fact that where there exist
economies of scale and expectations of future growth, it is optimal to
plan and build ahead of demand (Russel, Arey, Kates, 1970). The scarcity
of natural resources warrants the need to optimally plan for their allo-
cation. 1In the case of water supply, a new dimension was added to the
above argument by the enactment of the Safe Drinking Water Act (PL 93-523)
by the United States Congress in December 1974, (U.S. Congress). The
requirements of PL 93-523 are estimated to apply approximately to 40,000

community water systems. According to Russel (1978), compliance with




this act has been estimated to cost for an average family of four, depend-
ing on the size of the community, $78.00 per year per household ($/yr/hs)

for a 1 million gailons per day (mgd) system, 26 $/yr/hs for a 10 mgd system,
and 14 $/yr/hs for a 100 mgd system.

Planning for municipal water supply systems under such circumstances
exceeds the narrow approach of developing a master plan for orderly system
development in response to the changing needs of the Tocal community.
Rather, planning efficiently for future public utilities will have to
Pink explicitly the study of the urban growth process and the demand to
the availability and the distribution of the corresponding resource. In
the United States many medium size communities depend wholly or in part
on groundwater for their water suppiies. Analysis of groundwater flow
has been recognized as one of the main aspects of regional planning. This
report concentrates on safe exploitation of aquifer in view of putting in

a new well field.

1.2 Nature of the Problem

From the viewpoint of spatial and temporal variability of demand it
is customary to partition urban agglomeration into service zones with
equalizing reservoirs and booster pumps, Figure 1.1. Water is stored in
equalizing reservoirs to take care of the fluctuations in demand and to
furnish water for emergencies such as fire fighting or accidental breakdowns.
Booster pumps may be used in order to meet the local pressure drops.

There are two subsets in a water supply system, namely the distribu-
tion subset and the supply subset. Two decision problems are thus seen
to emerge: (1) at the Tocal! level the determination of the pipe distribution

network constrained by minimum pressure and discharge criteria; and
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Figure 1.1. Schematic Representation of an Urban Water Supply System




(2) at the larger level the determination of the number, size and Tocation
of fresh water sources, capacity and location of equalizing reservoirs and
booster pumps. The above facilities are to be provided at the minimal
cost. This report addresses the second problem.

Another important point which is part of the second problem con-
sidered in this report is the effect that new wells will have on the
aquifer. Additional drawdown in piezometric Tevels due to the new well
system should not adversely affect the existing system. These require-
ments form a series of decision making problems differing in both spatial

and temporal Tevels of integration that need to be coovdinated.

1.3 Qutline of this Report

(1) Estimation of demand is the first step in water supply systems
analysis. It is not sufficient to know the gross demand; the spatial
disaggregation of demand is needed also. The Model LANDUSE provides the
above informetion and will be discussed in Chapter 2.

(2} The higher the piezometric level the better is the location for
new wells. Numerical methods have proven to be highly effective in the
groundwater fiow problems which otherwise require stringent assumptions
for analytical solution. The Model WATSUP, a finite element based optimi-
zation model, uses the finite element method to compute piezometric Tevels
with the input provided by LANDUSE. The Model WATSUP is an interactive
program. Based on the piezometric contours the decision maker is
requived to select a set of feasihble subsystem locations and the Model
WATSUP processes the set of feasible points to produce the set of
optimal locations for the new system of wells.

(3) The theory of the finite element method as applied to groundwater

flow problems is presented in Chapter 3.




(4) A Mixed Integer Programming formulation minimizing costs is
reported in Chapter 4.

{5} The Model WATSUP uses a two level coordination scheme to check
the minimum pressure criterion and to predict the effect of new wells on
the existing system of wells., A detailed description of the two Tevel
coordination and of the model WATSUP may be found in Chapter 5.

(6) The application of above methodology to West Lafayette,
Indiana, is presented in Chapter 6.

(7) Finally, the summary and conclusions of the study are presented

in Chapter 7.




CHAPTER 2
LAND USE PLANNING AND WATER DEMAND

2.1 Introduction

In water supply systems planning, it is not sufficient to know the
total demand hut its spatial disaggregation also must be known. The
spatial disaggregation of the demand will enable the decision maker to
select probable new Tocations for the facilities (wells and reservoirs).
Hence, there is a need for a methodology by which spatial disaggregation
of the demand can be studied. For this purpose a Land Use planning model
can be effectively used. Future land use allocations can then be con-

verted to equivalent water demand.

. 2.2 Land Use Planning and Model LANDUSE

2.2.% Land Use Planning

Future land use allocations of a geomorphologically and sociologically
described region is extremely difficult to forecast because of the sub-
jective decisions involved in such problems. Land Use Planning is a major
breakthrough in that respect. It enables the planner to gain:

1. greater objectivity,
2. areater precision, and
3. ability to consider alternatives.
lLand Use Planning can be divided into two Phases. Phase I includes:

{1) a decision regarding the methods to be used, (2) jnventories and




forecasts of population and employment, and (3) inventories of vacant and
renewabie land and of existing and substandard Tand uses. Phase II
inciudes:
{1} estimatibn of future land requirements based on:
a. location requirements (fixed regquirements)
b. activity requirements {serving requirements)
(2) allocation of land use.

2.2.2 Description of Model LANDUSE

The Tand use demand estimates are based on population projections
obtained from the standard "OBERS" projections. (Combination of "Office
of Business Economics" (OBE), U.S. Department of Commerce and the
"Economic Research Service" (ERS), U.S. Department of Agriculture.)

The model LANDUSE transforms aggregated land use demand estimates of
a morphologically and socioeconomically described region into actual
allocations at the end of the planning horizon, Figure 2.1. These land
allocations are performed by simulating the matching procedure between
the supply of available land and the demand. The supply of land units is
described by a set of attributes that characterizes the elements of a
rectangular grid approximating the natural areas and neighborhoods.
Examples of attributes are physical-topographic characteristics (soil
type, slope, depth to bedrock), and characteristics describing the
availability of community services and facilities {e.g., transportation
accessibility, availability of water supply and sewer).

On the demand side, the Toosely coordinated private Jocational
decisions are aggregated in several land use categories, for example,
industrial, commercial, housing, recreational, etc. It is assumed that

similar activities require lTocations with similar attributes. A matching
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between demand requirement and supply availabilities is possible at the
Tevel of attributes if both supply and demand are characterized by the
same set of attributes.

The matching mechanism operates as follows: The planning horizon is
divided into a number of periods during which the demand is specified in
terms of land increments per land use per period. All land use types are
sequentially addressed and the available lots are allocated to the land
uses that best meet the desired characteristics, until as much of the
demand is satisfied as possible. This matching mechanism is assumed to
simulate a free (without any controls) real estate market. Controls
Justifiably qualified as "public policies" can also be introduced in the
model by exogenously imposing modifications 1in the attributes of portions
of the area under urbanization, at specified times. The primary purpose
of selecting the public policy option is to isolate aiil independent
actions that are likely to influence the urban development, such as zoning,
and to compare their effect on the growth without such influences.
Dendrou, Delleur and Talavage have given detailed descriptions of the

LANDUSE model (1978a,b) in a previous report of this research project.

2.3 Estimation bf Water Demand

The water demand is predicted as an equivalent of the land use allo-
cations made by the model LANDUSE. The following is a list of different land
use types and the number of people served by each land use (Greater Lafayette
Area Transportation and Development Study, 1975).

1. Commercial - all trade activities 1ike wholesale, food, motels,
retail and restaurants are classified as the land uses numbered 50 to 59

by the Bureau of Public Roads (BPR).
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2. Light industry - food, furniture, textile, printing, paper,
clothing-~BPR #21, 22, 23, 25, 26, 27, 35, 39--2 acres serving 1,000
neople.

3. Heavy industry - rubber, chemicals, plastics, Tumber, stone,
clay, primary metals, resource production--BPR #8, 24, 28, 29, 31, 32, 233,
34--10 acres for 1,500 people.

4, Pérks and Recreation - all entertainment but not eating or
drinking, includes cultural and amusement--BPR #70°s--15 acres for 1,500
peaple,

5. Primary school - BPR #68--10 acres for 4,000 people.

6. Government and institutions - all transportation, institutions,
universities, hospitals, services, professional--BPR #60's and 40's--

4 acres Tor 1,000 people.

7. Single family residential - BPR #11--15 acres for 250 people.

8. Apartments - 15 acres for 750 people.

The per capita water consumption is taken as (Steel and McGhee

{1978), Seidel (1978)):

gped
residential 75
commercial and industrial 60
public (institutions, streets, 20

parks, etc.)
Knowing the number of peoplie engaged in one activity and the per capita
consumption, water demand per activity can be estimated. In this way the
spatial variation of land use activities can be converted into a spatial

distribution of water demard.
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The above procedure estimates the quantity of water demand. Activities
Tike fire fighting not only require a minimum discharge, but also a minimum
prassure. This can be satisfied either by larger booster pumps or by

storing the supplied water at an elevation so that enough gravity head

can be obtained.




-12-

CHAPTER 3
FINITE ELEMENT ANALYSIS OF GROUNDWATER FLOW

3.7 Introduction

Unce the disaggregation of the demand is done as discussed in the
previous chapter, the next step is the evaluation of alternative
locations of wells and distribution reservoirs so as to optimally satisfy
the demand. This optimal allocation problem reguires the prior knowledge
of the groundwater piezometric Tevels as a decision instrument. This
chapter summarizes the theory of finite elements to evaluate the piezo-
metric levels of a groundwater system. The optimization procedure is
developed in Chapter 4. The various solution methods available for ground-
water flow problems fall into either one of the following categories:

a. Analytical methods

b. Simulation methods
VYarious analytical soluticons are availabie for the general groundwater
flow problem based on different assumptions. Gambolati (1976) has reviewed
most of the available analytical methods.

When a problem becomes too complicated for analytical treatment,
either a physical model is buiit or numerical methods may be used.
Herbert (1968) describes the use of resistance network analogues. Prickett
(1976) gives a very good account of various physicail and numerical models.

Among numerical methods the finite difference and finite element

methods are widely used. Remson et.al. (1971) explain in great detail
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both methods as applied to subsurface hydrology. Taylor and Luthin {(1969),
Marious Todsen (1971), Verma and Brutsaert (1971}, and Lakshminarayana

and Rajagopalan {1977} have used the finite difference method with
different configurations of the problem. Desai (1975) has reviewed various
articles in these two methods as applied to flow in porous media.

Finite element method has been used by Neuman and Witherspoon (1971)
to solve the problem of unsteady flow to water table wells. This paper is
an extensive study on this topic. France et.al. (1971) have used isopara-
metric elements to solve the problem. Cheung and Skjolingstad (1974)
have used three dimensional elements. Marino (1976) has applied finite

element method for aguifer dynamic responses.

3.2 Preliminaries

The finite element method is a numerical procedure for solving
differential equations. A region where the distribution of a state variable
is to be determined is subdivided into subdomains or finite elements. A
function is chosen to define uniquely the state variable within each
efement in terms of the vaiues of the function and/or its derivatives
at some specific points called nodes.

The function within each element depends upoh the coordinates of the
nodes forming the element. The relations of dependence are known as the
shape functions of the element.

Considering any element e in the region R the function h within the

element is represented in terms of nodal values as

{ht = [N] 0%y (3.1)
where {h} is the unknown function and (h%} represents a column matrix of
the nodal values of the function, and [N] is a square matrix representing

eiement shape functions in terms of nodal coordinates.
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The function defining the state variabie within each element must
satisfy convergence criteria. The element shape functions have to be chosen
such that at element interfaces the values of h and of its derivatives of
one order less than that occurring in the nodal egquations are both continuous.
The element shape functions must also be such that, with a suitable
choice of {h®3}, they represent constant values of the state variable or

of its derivatives as the element size shrinks to zero.

3.3 Linear Triangular Element:

The flow region R is divided into trianguiar elements. The hydraulic
head h within each element e can be expressed as a function of the
cocrdinates

h =A<+ Bx + Dy {3.2)
wheve, A,B, and D are constants for each element. A, B, and D are
evaluated depending on the nodal coordinates i, j, k, and on the values

of h evaluated at the nodes. The function h can be expressed as, Figure

3.1,
h 5
ho= [N N N T ahy (3.3)
Ay
where: N, = {a, + box + d.y)/2x (3.3a)
. = .+ . ?
NJ (aJ bjx + day)/ A
_Nk = (ak + bkx + dky)/ZA
= - 3
a xjyk Xkyj {3.3b)
by = i = Yy
d, = %, - X




wiha

Figure 3.1. Linear Triangular Element 'e
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TS A TR N
by = ¥ - ¥y
dj = X=X
a, = xiyj - ny]
by = vy -y
dk = xj - Xy

highéﬂhk = heads at nodes i, j, and k respectively

Xy = x-coordinate of node i
Y = y-coordinate of node i
A = area of element e

The area of element e may be written as
Tox. ¥

A= 1201 x. .

4

Nodes 1, 3, and k are arranged in counter clockwise order around the element.

3.4 Variational Formulation

The calculus of variations is that branch of mathematics which treats
the selection of an unknown function appearing in the integrand of an
integral such that the value of the integral is made either a maxinum
or a minimum. Problems in subsurface hydrology do not naturally lead to
variational formulations. The procedure used in such problems is to find
a functional that yields the governing differential equation as its Euler-

Largrange equation and to osperate with the functionai itself to determine
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the solution {The solution thus minimizes the functional as well as
satisfies the governing differential equation and the boundary conditions).
In this report only a special form of the general groundwater flow equation,
namely the confined steady groundwater fiow equation, will be studied.
The equation is,

2 2
U L
ax Yoy

+Q =0 (3.4)

where: k , k coefficients of permeability

X7 Yy

h = piezometric head measured from the bottom of the aguifer
Q = recharge {positive) or pumping (negative)
The boundary conditions are
h = ho (3.5)

where the head is prescribed on the boundary and

3h vk Bh g = (3.6)

kxx ax X yy ay Ty 0

where 2 and zy are direction cosines in the x and y directions and the
flow 9 is specified on the boundary C.
For the above differential equation together with the boundary condi-

tions, the variational functional is:

=ff1/2k an®,,  [an) @ 20h dR-*-f‘hdS (3.7)
A XX | BX yy \ay] ¢ i °

where R is the region of interest and C its contour.

The basic idea of the finite element method is to discretize the region
of interest into finite elements and to analyze each element. The problem

solution, x, is obtained by assembling the solutions of X(e) of all the
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individual elements. To enable such a procedure the integral y is

separated into its element components. Thus,

N
X =} i (e) (3.8)
e=]
where:
; 2 2
(e) fjr { 5h ah) f
x'\o = 1/2 ik (_ + k1521 - 20h dR + q h ds
XX 19x yy tay ¢
rle). / c(e)
and N = total number of elements in the region R.
For X(e) to be an extremum
(4 e) 3
oh.
i
(e) (e)
o RRE el (3.9)
ath*™ "1 N
[N
5 \€)
aiék

(e)
The term %gfmm-is expanded as follows:

P
(e) 3h 3 2h 3ha ah 508

g%jmw-: Kyx B ah; ax * kyy by shy 3 Q 3h, th) i dx dy
" a(e) '

; i = . N. n.
Substituting h [N,E NJ Nk] i

hy

%
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in the previous equation

h.
HIP
e aN. aN. aN aN. i , .3 1!
gh( ) j !k e T N I O KLV L L n,
; XX 3X 39X BX ax hJ yy | sy 3y a3y 3y 1
rle) | k ‘
- QN dx dy + ‘/’ qq N ds (3.11)

-

cle)

Making use of equation {3.3a)

i hif
R(e) k
3
| fj K hy
+ ] Eﬁ’r[di d dk] d; 4hy( dx dy
ple) hy
- J{jﬁ Q N; dx dy +;[, q, Ni ds (3.12)
2(e) ole)
5, (€) |
The determination of =& o involves the integration of the shape
a{h™}

functions N over the efement. The solution procedure can be greatly
simplified by using local coordinate systems: one for each element with
the center of coordinates within the element.

The evaluation of the first two terms in the r.h.s. of equation (3.12)
is straight forward and will be performed at a later stage. It remains
to find evaluation procedures for the third and fourth terms of equation

(3.12).
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3.5 Local Coordinate System

Area Coordinates: The surface integral {3rd term on the r.h.s. of

equation (3.12) requires the introduction of area coordinate systems.

Consider the triangle i, j, k shown in Figure 3.2 and 3.3.

area Pij = 1/2 | 1 X ¥

boxy
O Ogyy -y ) xlyy - ys) Hy (g - xg) (3.13)
2
. - area of triangle Pij
define Lk area of triangle kij (3.14)
. Bk
A

Substituting (3.13) in (3.14) and making use of the definitions 3.3a and

3.3b
Lk = Nk
Simitarly defining
= A
Lj A
it is seen that
Lj:NJ
Likewise, defining
Ai
Ly =%
then
Ly = Ny
and it follows that
_ AT F A AR A
Li + Lj + Lk . A ] (3.15)
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Figure 3.2. Area Coordinate System
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area Pij  lLasgby  sg

k" area kif  Ya2Vb, V,

Figure 3.3. Area Coordinates as the Ratios of Vertex Heights
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Also the coordinates of any peint P (x,y) inside the triangle ijk in terms

of Tocal coordinates Li’ Lj, Lk can be described as

Hi

X Lixi + iji + kak (3.16)

yoE Lyt Ly tL

Wk

It is to be noticed the Li is unity at node 1 where Lj and Lk are zeros.

Similarly at node j, Lj is unity and Lk and Li are zeros; at node K, Lk

is unity and Li and Lj are zeros. Considering the Figure 3.3

5, b S
Uhwe bk o (3.17)
1/2 'k 7k k
Similarly
b
and
S.
i
L‘:_
i Vi
where:

Si» sf, Sy = perpendicular heights from bases opposite to the nodes

i, J, k to point P respectively,

Vo, V., ¥

i Vi Yy = perpendicular heights from nodes i, j, k to their

opposite bases respectively and

b., b, b, = Tength of bases opposite to nodes i, j, and k respectively.

i i k

This transformation of coordinates simplifies the evaluation of the integral

of the second term of the r.h.s. of equation (3.12) which is of the form

J/:/ﬁ N, dx dy = J{)[.L dx dy (3.18)

i R (e)

This can be evaluated with the aid of relationships derived above.




Pl

Consider the general form {Eisenburg and Malvern, 1973),

a b, ¢
“/1[' Li Lj Lk dR (3.19)

r(e)

where dR is shown in Figure 3.4. From the figure geometry

ds. v, dL. V, dL
_ i i ik k :
dR = par IS = sin o, (3.20)
J J .
=2 A dLi de (3.21)

and the general form becomes

The previous integral becomes

! ]wLi a. c
! a ct+b+1i 1 c b
= 2§jr L5 (1-1L.) dLLjr u” (T-u}" du (3.23)
g i iJy

where each of the integrals on the right hand side is in the form of the

1
N/P £ )BT g
0

- Ma) (p)

Platp)

beta function

B{w,8)

where T (a) denotes the gamma function, and for o an integer I' (a) = (a-T) !
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Figure 3.4. Domain of Integration




- P By

This gives the following result
jijﬂ 3 Lk dR

_ M{atl) ribrc+2) r{ctl) r(b+1)
r{atb+e+3) 1{b+ct2)

24

al bl el

by 2 (3.24)

3.6 Local Coordinate System for a Line Element

The Tine integral (4th tevm on the r.h.s. of equation (3.12)) requires
the introduction of line coordinate systems. From Figure 3.5 for the Tine

element define

b
Ly T
(3.25)
Ly
L, o= e
N
where 2, = X, -~ x and 2. = X - X. {3.25a)
E J 3 1
Ly ¥ Lj = ]
L% + Lox, = x
i i3

At node 1, Li is unity and Lj is zerp. Likewise at node 3, Lj is unity and
i€ is zevro.

For a 1ine element defining

h = Gy + Gy X {3.26}
el wax,j
= w_.‘-:; % ; E___m.mlgf K
h E i ﬁé + T hj {3.27)
b
Al
o= [, M. (3.28)
“ Jjéhbf
; 3[
i
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. A

Figure 3.5. Line Element with Local Coordinates
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where N, = —dLo = |
i 2 i
X=X
N' - . = §_.,
J L N

Mote that the Ni's for the line elements arve different from those used
previcusly for the area elements.

In order to evaluate the last integral of equation (3.12), consider

£
jf P L% a4
g '

Substituting equations (3.25} and (3.25a) in the general expression gives

p g
g X X.=X KXo

P, 9 . - 3103 i \
v/; L7 L (‘ (x_‘_x‘) (x‘”ﬂ‘) dx (3.29)

the general expression

J N I 3
Xi o
_y yPHa J i
{x, Xi) X
Integrating by parts
1 XJ
g {x-x, )Y
jﬁ Lip qu dy = 1 57 (xj~x)p'“q+;
O (xj~x1) X;
*3 p-1 (x—x.)qH
Q-Jr p {x5=x) i dx (3.30)
b3 g+
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Integrating by parts again and again P times

X,
- ] p(p-1)...(p-p-T) J[ T \atp
(x.-x.)PTa (atT){a+2). . (q+p)s, (e )T dx
J 1 i
. L (p(H “2)(9 9(1” ()T %
(Xj'x1)p q (q+1)(q q+p "TEIBITTMW" .
(3.31)
pHqt]
:(xjmxi) 1.2..... q.p{p-1)..... 1 (3.32)
(x.-x )PT3 T2 qla+l)..... (gtp+T)
j i

- g B!

3.7 Evaluation of the Integrals of Eguation (3.12)

Considering the first integral on the r.h.s. of equation (3.12)

/» (n,
1
J/NEKj [b; by b1 b, hi§ dx dy

‘hk
oo S
- Eﬂf'[bi bj bk] b h dx dy
h
rf ‘
using J.j dx dy = 4, the r.h.s. of the previous equation becomes
!
n
_XX
[bi bj bk] b? hj (3,34}
Lk

The surface integral is evaluated next

‘/:/-Q Ni dx dy =J[gr Q Li dR
r (&)




Substituting equation (3.24) with a = 1,

80 =9,

integral becomes, 6 3

The Tine integral

jf qo Ni ds =

cle)

Now the above devrivations can be used to

EHP
1

s &)k
= X b, by 50 by

- 30—

%

3 =

evaluate ax

b.b, byb.

{e) k .
2 XX0Ih b, b.b.
B{hﬁ} ap 31 J
byby  byb;

— /

) |

/

31 f

a !

- gé\ S ﬁw /‘i

3 ](‘ 5 Mk ;

Tl 1

J |

% <

ioand i.
bébk ) didi
AS
bjbk + i djd
bkbk dkdé

avwd — Q C) J— J—
[ g = St s o s

O

——

b =0, and ¢ =

/ah

as

{d d; 4.7 d; E
J

d.d,

i

J

d.d,

J

J

0, the previous

(3.37)

The above eguaticon assumes that the

The general form (3.12) becomes

7 \
d.d, (hi:
ERIRe %
3 || ()
(3.38)
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The last term on the r.h.s. of the previous equation takes one of the
indicated three forms depending upon the side through which q, occurs.
In a simplified form

ax(e) e e e

= [k th"y +{f7 =0 (3.39)

3{h™}
Now for the solution of the whole region R the element matrices should be
assembled. For N number of elements the general system of equations can

be written as

(K] {Ur = {F} (3.40)

where

N
[kl =7 (k%]
e=]

N e
{F} =-7) {f}
e=]
Equation (3.40) is solved for the vector {U} which is the global head

distribution.

3.8 Summary

This chapter summarizes the FEM in groundwater hydrology. Starting
with the basic groundwater flow equation (3.4) and the boundary conditions
(3.5) and(3.6), the variational formulation (3.7) is obtained. The
variational formulation, upon minimization with respect to the state vari-
able (piezometric head), yields the set of simultaneous equations (3.40)
which are solved for the unknown head values. As mentioned earlier the

decision maker uses this information in selecting a set of feasible well

locations for the optimization of the water supply system. The decision
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maker may choose a new well field with higher piezometric levels. The
optimization procedure processes the set of feasible subsystem locations
to pick the combination of wells and reservoirs together with flows and
pipe sizes resulting in minimum cost. In chapter 4 a mixed integer

programming formuiation is developed for this purpose.
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CHAPTER 4
MIXED INTEGER PROGRAMMING FORMULATION

4.1 Introduction

Systems engineering as defined by Hall and Dracup (1970) is
"The art and science of selecting from a Targe number of feasible
alternatives, involving substantial engineering content, that particular
set of actions which will accomplish the overall objectives of the
decision makers, within the constraints of law, morality, economics,
resources, political and social pressures, and laws governing the physical
1ife and other natural sciences." In chapter 1 it was stated that the
decision maker had éo select an optimal set of solutions from a set of
feasible choices available to him. The decision maker is required to
make his decisions under various types of constrainté. Mathematical
Programming is an effective way to solve such problems. The indivisibility
requirement of some decision variables (wells, reservoirs, etc.) and
the continuocus variation of other decision variables (flow values} require
the use of a Mixed Integer Programming {MIP) approach. The nonlinearity
of the objective function and of the constraints, due to nonlinear head
losses, together with the requirement that some variables need to be integers
make the problem highly complex. The nonlinearity of the objective function
and of the constraﬁhts has been circumvented by means of empirical relation-
ships (i.e. Manning's formula), for head losses and design criteria for

pipe sizes. As mentioned in chapter 1, the water supply system is made




w3

up of several components. In this chapter each of these components is
explicitly taken into consideration in the formulation of the minimum

cost system.

4.2 Mixed Integer Programming Formulation

The three main components of an urban water supply system are:

(1)  the sources,

(11} the storage reservoirs, and

{i11) the service zones.
Associated with each of the above components are fixed costs and operating
costs. In the present formulation, the treatment cost is added to the
pumping cost since all the pumped water must be treated. It is decided
to minimize the annualized costs.

The investment costs can be annualized by an equal-payment-series

capital~-recovery factor defined as,

(4.1)
R = pe (14r)" *[ n‘” }
3 A{TErY -

where: R = a single payment, in a serfes of n egual payments, made at the
end of each annual interest period.
P = a present principal sum
y = the nominal annual interest rate .
n = the number of annual interest perjods

The operating costs are summed up over the planning horizon and brought

down to a present principal sum which is expressed as

poC i), el (4.2)

(14F)  (14F)° (14£) "

wheve: ¢ = operating cost in current year,

-ty
i

inftation rate
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If r=1f, then P = T%-'C?T - (4.3)

The annualized cost of the well field, the reservoir field, pumping
and pipe cost from the wells to the reservoirs and from these to demand
points is to be minimized, as shown in eqn. (4.4) which makes use of the

foliowing notation:

H

cIp cost of pipe of size index k per unit length (3%/L)
K (k=1,2,3...).

CPﬁ.j = cost of pipe between well field 1 and reservoir field
j per unit length, {($/L).

CIR_ = cost of reservoir with size index n, ($). (n = 1.,2.3....)

CIW, = cost of having one well at site 1, ($)

H.. = head between the well at site i and reservoir j, (L)
{obtained from Piezometric contours of GRNDFLO ground-
water subroutine of WATSUP and topographic maps)

QDZ§J = demand at zone p, (L3 in a day)
QwiRj = flow rate from well field i to reservoir field j, (LB/?)
QRij = flow quantity from reservoir field j to demand zone p, (L3)
Rjn = total number of reservoirs at site j with size index n
RjZ S, = pipe of size index k carrying flow from reservoirs at
Pk site j to demand zone p. (0-1 variable, 1: exists,
0: does not exist)
wi = total number of wells at site i
W.. = number of wells which pump from well field i to reservoir

o field §
Y = yield of aquifer, (L3/T)
¢ = unit pumping and treatment cost, ($/HP)

d = pipe diameter producing minimum head loss in (L),
(See derivation in the following section).

k = head loss per unit length, (L/L)

L.. = length of pipe from well field at 1 to reservoir
field j, (L, known quantity).




Minimize § CIW,
3 1

1

Subject to:

f

iy ]
Csde [~

=35~

lencth of pipe from reservoir field at i to demand
zone p, (L, known quantity).

a constant which determines the optimal pipe size from
reservoir to demand zone. (See derivation in the
following section).

time period, (T, T yr for annualized costs)

duration of pumping at well field i, (T)

capacity of reservoir with size index n, (L3)

diameter of pipe with index k {commercially available
discrete pipe sizes, known gquantity, L)

specific weight of water in {F/L3)
efficiency of the pump. (constant)

YOW' R,

C W, 4 - R, —d *
W, g Z CIRn RJn + Z Z C ~EEp {Hij + k Qij) t
J 1
) ) . nd- .
CPis * Ry = My ¥ ) ; CIP, - R zpsk Lin (4.4)
ipk
i , .
QW Rj <Y wij ¥ oi,3 (4.5a)
§ s =W Y i (4.5b)
J Q'R - et = ¥ ORIZ V] (4.6)
: ] tog p
7 ORMz > QD7 ¥V op (4.7)
§ p p
i .
g o Ry - ; oW Ry 5t, >0 ¥ (4.8)
Y5, - RIzs - d s 0 ¥ p.d (4.9)
” k o ik . sl ¢
3 )
g RIZ S <1 ¥ 3.p (4.10)
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tquation (4.9) can also be written as:

P (e)¥3 RIS, - w00

k Pk
The meaning of the constraints is given below:

Eq. (4.5) The rate of pumping should not exceed the aquifer yield.

Eq. (4.6} The quantity pumped to the reservoir must be equal to
the amount released from the reservoir over one day.

Eq. {(4.7) Quantity released from the reservoirs must be greater
than or equal to the demand in each zone.

£q. (4.8) Total capacity of reservoirs must be greater than or
equal to the quantity pumped to the reservoirs.

Eq. (4.9) Only available discrete pipe sizes are to be chosen
equal to or greater than theoretical pipe size.

Eg. (4.10) Only one pipe size is permitted.

4.2.1 Derivation of d.

Constraint (4.9} requires a relationship between available discrete
pipe diameters and the theoretical pipe size for minimum head loss. The

Darcy - Weisbach equation for head loss in pipe fiow is given by:

o= e

f d 29 (4.171)

where:

o
il

<2 . = —h —h

o n Xk

head Joss

friction factor
tength of the pipe
diameter of the pipe
flow velocity

g = acceleration due to gravity

For gravity flow from reservoir to demand points, under atmospheric

pressure at both the ends, the velocity head 1is

2
I = Hen

74 £ (4.12)
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where H is the head differential between the water surface in the reservoir

and the demand point. Thus equation (4.11} can be written as

h, = mai (H-h (4.13)

f 2
The head Toss on the right hand side may be replaced by an empirical
formula such as the Hazen-Williams or the Manning formula. The latter
is chosen in this case, and the numerical constants are for English

units (ft, 1b, sec).

Manning's formula is given as

v - 1.ﬁ56 22/3

1/2

Se (6.14)

wheye:

Manning's roughness coefficient
Hydraulic radius
Stope of the energy grade Tine

h
substituting S. = 7§n in equation {4.14) we obtain,

-h A=
i

4
2.2 4
he = M_ELJL_?? 6%}3 . (4.14a)
(1.a86)2 V9]

Replacing V¥ in terms of § in (£4.14a) and substituting the resulting

expression for he, on the r.h.s. of equation (4.13) give

43
£ 4% N (a) Y (4.15)
d 2 (1.486)2  ¢'%/3

=fr oy
he = 4 H

where (J = flow rate

For given Q, H, and 2 reaquiring h1C to be minimum

dhf - (4.16)
T =

d
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Substituting equation (4.15) in equation (4.16) and calling optimal

* 3
das d give

873 8/3 172
(d ) = (1.887} N (EJ 0 (4.17)
x 8/3 %
Defining (d ) =mQ (4.18;
. 8/3 172
then m = (1.887) N (ﬁ) (4.19}

‘ *
4.2.2 Determination of k

In the objective function, the pumping cost requires the evaluation
of the head loss per unit length of pipe between the pump and the
reservoir. This diameter is generally fixed by the design criteria.
According to Walton (1970), “The diameter of the production well casing
should be two nominal sizes larger than the bowl size of the pump to
prevent the pump shaft from binding, to reduce head losses and to
allow measurement of water levels in the well". Trade manuals such as
the reference book published by Johnson Division of the Universal 07l
Products (1972) give the nominal size of the pump bowls based on the well
design criteria. Hence the diameter of the pipe is fixed by the design
of the well. Once the diameter is chosen the maximum head loss occurs
when the discharge is maximum for a specificed length. Therefore,

substituting Qmax = Y gives,

h =k 2 (4.20)

2 2.5

K= (16.6Y9) / (2g7°d”) (4.21)
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4.3  Summary

In this chapter a mixed integer programwing formulation is developed
for the optimization of well and reservoir lTocations and for the flow
values and the pipe sizes which are the components of an urban water
supply system. As indicated in Section 1.2, the Tocal distribution net-
work is not part of this optimization. The Darcy-Weisbach equation for
head losses which is non-linear, results ih a non-linear obiective
function and non-linear constraints. The use of Manning's formula results
in equation (4.15) for the head loss. Minimization of equation (4.15)
yields the Teast head loss diameter d* given by eguation (4.18). For
known values of the pipe length and diameter and head,equation (4.18)
is a function of Q and is linear. The well design criteria resuylt in
equation (4.20) which is a function of length of the pipe alone.
Equation (4.20) is used to compute head Tosses for the known length of
pipes. The two equations (4.18) and {4.20) transform the drigina] complex
optimization problem into regular MIP problem which can be solved by

existing algorithms.



-4

CHAPTER 5
TWO LEVEL COORDINATION SCHEME AND DESCRIPTION
OF MODEL WATSUP

5.1 Introduction

In Chapter 1 the importance of studying the effect that the proposed new
well system will have on the aquifer was emphasized. It was noted that the
excessive drawdown of the piezometric contours due to the new system of wells
should not adversely affect the existing well system. In this chapter a
predictor - corrector two level coordination scheme is proposed to study
additional drawdown due to the new well system and to satisfy local pressure
requirements. This chapter also includes a description of the model
WATSUP. This model is developed in the framework of the two level coordi-
nation scheme, based on the finite element analysis of groundwater flow
discussed in Chapter 3 and on the mixed integer programming formulation
described in Chapter 4 for the optimization of pipe sizes, wells and

reservoir Tocations,and flow values.

5.2 Two Level Coordination Scheme

There are different pressures to be maintained at different points
of a distribution system. The pressure requirements are based on the
following needs:

(1} to supply water to high rise buildings

(2} to have sufficient pressure for direct fire hydrant service
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{3} to suppori domestic needs i.e. automatic sprinkier service, etc.

(4) to supply a marginal pressure to take care of sudden drafts and
offset losses due to clegging, etc.

Having chosen a well field and a distribution reservoir system, there
are two preferved ways fo increase the pressure:

{1} to provide booster pumps

(11) to change the elevation and/or locations of various reservoirs
Obviousiy these two solutions incur extra expenditures. Hence, whenever
a new system of wells and reservoivs is proposed a pressure check is to
be made for adeguacy. The alterations of elevations and locations of wells
and reservoirs, naturally Yead to an iterative cost comparison scheme.

This is called, the first level coordination or %Gcaf_coordfnatiOﬂ, shown
in Figure 5.7.

The decision maker proposes several trial locations for the wells and
reservoirs based on the existing piezomeivic contour pattern and the demand
points. Among these preferred locations, the set with the least cost
arvangement is chosen with the aid of an optimization scheme. This
particular set of wells and reservoir locations is checked for pressure.

If the vequired pressure Timits are satisfied the Tocal coordination
is complete. Otherwise the decisionmaker is reguired to change the trial
Tocations until the pressure check is satisfied.

As mentioned sariier in regional planning one has to study the aguifer

response for the proposed new system of wells., The additional drawdown

and lowering of piezometric contours due o the system of new wells, may

affect the existing wall system. The new well system should be located

in such a way that the existing system of well ¥ields s not adversely affected..
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This effect can be studied by imposing the new system of wells along

with the existing wells in the groundwater piezometric contour evaluation.

A comparison of the new piezomstric contours with the old one (corresponding
to the existing well system alone} will show the influence of the new well
system. This is the second level coordinatien or glebal coordination,
Figure 5.1. Once the Yocal coordination is passed, the proposed new
tocations for the wells arve incovporated in the groundwater piezometric
contour evatuation. The resulting piezometric contours are checked for

the excessive drawdown. If the effect of lowering piezometric contours

is adverse, the trial fields are relocated to start afresh from the local

coordination level, Figure 5.2,

(a1

.3 Descrintion of Hodel WATSUP

The model WATSUP includes a groundwater model subroutine GRNDFLO
and an optimization system roubine MPOS. The flow chart of model WATSUP

USE 1s shown in Figure 5.3,

o
&
&
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and 1ts interaction with the m

5.3.1 Groundwater Model GRNDFLO

The model GRNBFLO uses Tinear ftriangular elements for the finite
efement solution. The vegion of fdinterest s divided into coarse quad-
rilateral subregions. An automatic mesh generation scheme subdivides these

subregions into finer triangular elements. This information is used to

oy

fix the nodes of the various source [(recharge) and sink {wells) points.
The coordinates of various nodes, the hydraulic conductivity data and
recharge-pumpage data are input Lo GRNDFLO.

The mode? GRNDFLG functions on the theory discussed in Chapter 3.
It yields the piezometric bead contours. The matrix LK of equation

(3.40) has non-zero entries Tying in a band and the entries outside the
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band are zeros. The model GRNDFLO takes advantage of this configuration
and stores the entries of matrix [K]} in a rectangular array, even though
[€1 is a square matrix, resulting in less memory storage. Portions of
GRNDFLO are based on program written by Segerlind (Chapter 18, 1976).
5.3.2 Integration of GRNDFLO with LANDUSE

The model LANDUSE processes the existing landuse pattern as the
input and predicts the future landuse activities. Water demand is computed
as an equivalent of projected landuse activities and is disaggregated into
demand zones based on future landuse pattern.

The model GRNDFLO is run with the input of the existing system of wells
to obtain existing piezometric head contours. The predicted water
demand (from future landuse pattern of the model LANDUSE) and the generated
piezometric contours for the existing system of wells {(from GRNDFLO)
enable the decision maker to judiciously select locations for the new
wells and for equalizing reservoirs. The decision maker may select the
higher piezometric levels for the well field locations and both well and
reservoir locations can be chosen as close to demand zones as the topography
of the study region permits.

5.3.3 Multipurpose Optimization System (MPOS) and Mixed Integer
Programing {MIP)} Code

The model WATSUP ca1fs the MPOS routine to obtain the optimal Jocations
for the wells and reservoirs, sizes of the pipes, and flow values. The
MPOS, MIP code uses Branch and Bound algorithm (BBMIP) for the optimization.
Since the method examines the various branches of the solution tree, a sub-
stantial memory and computer time may be requived. Once the trial locations
are selected, the MPOS routine is used to seiect the optimal locations

and optimal flow values with optimal pipe sizes. The optimal well and
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reservoir Tocations are checked for pressure needs, the first level
coordination. I the pressure needs are satisfied, the second level
coordination is sought. Otherwise new trial locations are selected
and the optimization scheme is run again. This process is repeated until
the pressure griperion ié satisfied. |

For the §égsnd level coordination, the new system of wells are
identified with the nodes of the groundwater model GRNDFLO. New pumpage
data is alsc fed in, in accordance with the optimal flow values of the
new wells. The new piezometric contours are obtained from GRNDFLO.
The discrepancy between the new one and the old one (Corresponding to
the existing system alone} are checked with the permissible limits. If
the effect 1is éxcessive, the decision maker is required to select new
trial Tocations. The who!é process is repeated until the effect of the new

well system ¢n the existing weil system is within ailowable Timits.

5.4 Qutline of the Methodology

In Chapter 5 a method has been devised to coordinate the different
aspects of the solution procedure. Chapter 2 describes a method for
estimation and disaggregation of the water demand. Chapter 3 describes
the procedure to analyze the drawdowns due to pumping of wells. Chapter 4
presents the optimization procedure for a water supply system. Chapter 5
coordinates these different so1utioh aspects of the water supply system

to obtain the global optimal solution.
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CHAPTER 6
APPLICATION

6.1 Introduction

The methodology developed in the previous chapters is used for West
Lafayette, Indiana. West Lafayette is situated 60 miles northwest of
Indianapolis, the state capital, and 126 miles southeast of Chicago.

West Lafayette is approximately at the center of Tippecanoe County,
located in west-central Indiana. West Lafayette's water supply is from
its groundwater. Regarding subsurface geology, Tippecanoe county had
three major episodes of Pleistocene continental giaciation. The three major
drift sheets are Pre-Il1linoian, Illinoian and Wisconsinan age. Uncon-
solidated glacial deposits of the county range in thickness from 0 to

450 feet with average about 200 feet. The glacial drift contains signi-
ficant aquifers. The Pre-I1linoian, I1linoian, and Wisconsinan outwash
aquifers are the major sources of groundwater in the county. The Pre-
I1Tinoian aquifer is extensive and is covered by ITlinoian till which acts
as a confining bed. A short description of the geology of Tippecanoe
County can be found in Delleur et al. {1976). For the present analysis
the wells are assumed to be located in confined aquifer.

There are three major pumping centers in the study area. These are:
(1) Lafayette Water Works, (2) The West Lafayette Water Company. and
(3) Purdue University. The first two meet the city requirements and

Purdue University accounts for the campus reguirements. Purdue University
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is the major employer in West Lafayette. The growth of West Lafayette
primarily depends on Purdue University. Purdue Research Foundation (PRF)
plans the growth of the univeristy which in turn affects the city's
growth. The above account is a bird's-eye view of the situation in

West Lafayette.

6.2 Land Use Projection and Water BDemand

PRE owns the major share of land in and around West Lafayetie. PRF
proposes a scheme of areas reserved for light industrial development,
commerciai development, as well as residential areas and open space.
Based on the population estimate of 25,000 and the PRF policy, it is
estimated that by A.D. 2000 West Lafayette will require 76 hectars of
multi-family residential areas, 544 hectars of single family dwelling,

30 commercéal acres, and 2 industrial acres. The model LANDUSE s run
for the above mentioned future demand, which is in accordance with PRF
policy. The present land use activities and future lTand use allocations
are shown in Figure 6.1. Detailed accounts of modeling LANDUSE with dif-
ferent policies can be found in a previous report by Dendrou, Delleur,
and Talavage (1978a).

The future Tand use allocations are divided into 3 zones as shown in
Figure 6.2. In dividing these zones a few allocations belonging to the
scuthern and northern extremities of the city have been omitted because
of the presumption that they can be incorporated in the existing system
design for the water supply needs. The water demand is computed zonewise,
as an eguivalent of land use allocations in zones 1, 2, and 3. The zone-

wise water demand is shown in Table 65.1.
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Table 6.1 Zonewise Water Demand

Zone Water Demand ft3/day
1 44,290
2 19,730
3 122,566

6.3 Groundwater Flow Modeling

The groundwater subroutine GRNDFLO of the model WATSUP requivres
three types of data:
{i) geological data

(ii) hydrological data

(ii1) pumping data.
The geological data provide information regarding the types of aquifers
involved, and location of wells by township, range and section numbers.
Most of the geological data are obtained from Marrouf and Melhorn (1975).
In regard to hydrological data, in addition to rainfall there are several
recharge areas in the study area. The Purdue gravel pit, for example, has
considerable recharge to the groundwater basin, The Wabash River base-
flow and flow across the boundaries of the study region constitute an
important part in the hydrologic data. The study region has an average
hydraulic conductivity of 230 ft/day. The yield of the confined aquifer
of the region is 2 ft/sec. The pumpage information and the above men-
tioned hydrological information are obtained from Bathala, Spooner and
Rao (1976), and from private communications with the water companies and
Purdue University physical plant. The data are listed in Table 6.2. . The
model GRNDFLO was run with the above data. The resulting piezometric

contours are shown in Figure 6.2.
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Table 6.2 Data for Groundwater Model

5. To. Tten fecharge  Discharge
1 Rainfall 17.4
2 Purdue Gravel Pit 15.9
3 Other ponds 2.2
4 Wabash River 54,2
{baseflow) '
5 Flow across 31.5 0.1
boundaries
6 Pumpage 15.6

6.4 Optimization Schene

Based on the demand locations, Zones 1, 2 and 3, and on the existing
piezometric contours of Figure 6.2, the trial well and reservoir fieids
are located in each zone. The necessary information s shown in
Tables 6.3-6.8 with the calculations. A pumping durat?on of 15 hours, an
interest rate of 13%, and a planning horizon of 20 years are used fn the
computations. A commercially available Multi-Purpose Optimization System
(MPOS} has been used for the MIP code making use of the Branch and Bound
algorithm. The optimal solution for the problem is given below:

optimal value = $222,626.29

= 1

Zone 1: Total # of wells at site 1, W

1

# of wells which pump from well field at site 1 to
reservoirs at site 1, wll = 1

12 = W3 =0

# reservoirs at site 1 of size 3, R13 =1

W

i

_.R 2R ﬂ{]

11 12




Zone 2:

lone 3:
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~ Pipe of size index 1* carrying flow from reservoirs at
site 1 to demand Zone 1, R'Z;S; = 1

- RZ,8; = 1

- Rate of pumping from wells at site 1 to reservoirs at
site I, QW!R, = 1.186 ft3/sec

0

H

- QUIR, = QIR

- Quantity of water released from reservoirs at site 1 to
demand zone 1, QR!Z, = 44,290 ft3/day

- QR1Z, = 19,730 ft3/day

- QR!Z5 = 0

*size index 1 means 12" pipe, size index 2 means 16" pipe.

- QR1Z,= 19,730 ft3/day, RIZ,S; = 1

=Wy =2, MWgy =3, Ryg3=2, R%Z3S; =1, QW3R, = 2.27 ft3/sec

- QR3Z, = 122,566 ft3/day.

6.5 Two Level Coordination

The optimal solution is checked for pressure criterion and is found

to be satisfactory. 1In the second Tevel it is decided to check for

fire fighting water demand too. The rate of flow for fire fighting as

specified by the American Insurance Association {1969) is:

Q = 1020 vP (1 - 0.1 /P)

in which Q is the rate of flow in gpm and P is the population in thousands.

The fire demand for each zone are given in Table 6.9.

The demand can be met in three ways:

(i) Provide new wells and reservoirs for the flow requirement
and provide booster pumps for pressure requirement.

(i) Provide new wells and reservoirs of required elevation to
meet not only the flow requireménts but also the pressure

needs.
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(ii1) Provide new wells in each zone and pump directly into the
water mains during the period of fire in each zone.

In the case of West Lafayette the high costs of reservoirs lead to the
rejection of choices (i) and {if). With a yield of 2 ft3/sec or 900 gpm
3 wells are required to meet the 2100 gpm fire flow requirement for
Zone 1. Similarly 2 and 4 welis are required for Zones 2 and 3, respec-
tively. These are added to the number of water supply wells gbtained
by the MIP solution. This is the worst possible situation. The model
GRNDFLO is run with the new system of water supply and fire fighting
wells. The new piezometric contours are shown in Figure 6.3. It is
found that the existing system of wells will not be adversely affected

by the new wells.

Table 5.3 Annuatized Costs

R =P * (1+r)" {_-w~ii——wwj R =P x (1.13)7 * { 01 }
{1+ -1 (1.13)%% - 1
= (. 14P
R
Description Annualized
Cost [§]

Pump and well at zone 1 8,050
Pump and well at zone 2 8,120
Pump and well at zone 3 8,680
26,600 ft3 reservoir 25,200
39,900 ft3 reservoir 32,900
66,500 ft3 reservoir 44,800
12" diametey pipe/unit length 2.51
16" diameter pipe/unit length 3.49
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Table 6.4 Length of Pipes (ft) Between Reservoirs (R)
and Demand Zones (Z) and Between Well Fields (W)
and Reservoir Fields (R)

) () (1)

R1 Ry Ry
(R)) 1,000 10,000 12,000
(R,) W, 10,000 1,000 8,000
(Ry) Wy 10,000 6,000 1,000

Table 6.5 Annualized Cost of Pipes (%)

Total Cost = cost/unit Tength * Total length
= $2.51 x 1000 = $2510

(z,) (2,) (2,)

Ry Ry R3
(Rl) Nl 2,510 25,100 30,120
(3,490)* (34,900) {41,880)
(RE) W2 25,100 2,510 20,080
(34,500} (3,490} (27,920)
(R3) w3 25,100 15,060 2,510
(34,908) (20,940) (3,490)

* Quantities in parentheses indicate costs for 16" pipe. Otherwise
12" pipe. '
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Table 6.6 Total Head Distribution

Hy = H+ k*2
o = 16 f y2
2g e d?

Well design requires d to be 12",

2
x = 16 x 0.03 = 2 = 0.00?

2 x 32.2 x 3.14%2 x 1%

Wy 212 230 264
> 235 217 261
245 237 257

Table 6.7 Annualized Operating Costs ($)

Present Unit Power Cost = 2.46 cents™®

_246 W
Present Annual Power Cost (§) = 50 X T3 %S

x 36b = &t

For Duration of Pumping 8t = 15 hours

i

Present Annual Power Cost {§) = 12.17 QHT

_ . e 20 %1217 QHy |
Total Power Cost ($) over the Planning Herizon = = = 215.4 ¢

I +r 1.13
Annualized Power Cost = 215.4 QHT x 0.14 = 30.15 QHT

! Ry Ry
M, 6302 6935 7959
W, 7085 6543 7869
. 7387 7146 7749

*EPA~600/2-79-147a,b Managing Small Water Systems: A Cost Study - Vols. I&II
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Table 6.8 Values of m*

1

2
|~ for N = 0.012

ot = (1.887)%° N(—é—

Z1 22 Z3
0.20 0.65 0.63
Ry 0.65 0.20 0.51

0.78 0.61 0.20

Table 6.9 Fire Fighting Water Demand

Fire Flow
. Rate Total Head
Zone Durations ‘
Chours ] [gpm] Demand [ft]
1 6 2,100 756,000 115
2 4 1,400 336,000 175

3 10 3,250 1,950,000 175
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CHAPTER 7
SUMMARY AND CONCLUSIONS

7.1 Summary of the Study

In the present work, a landuse allocation model has been successfully
used for the prediction of spatial disaggregation of water demand. Theo-
retical foundations have been developed for solving the original non-
Tinear optimization problem with integer requirements on several variables
Tnto an equivalent integer linear programming problem. Use of Manning's
formula in the head Toss relationship naturally leads to optimal theo-
retical pipe diameters. This report has also emphasized the need to plan
for future urban water supply systems and for a safe long term exploitation
of the aquifer by taking into consideration explicitly the various patterns
of urban growth. This emphasis resulted in the recognition of a mylti-
level coordination scheme, satisfying the pressure requirements at the
local Tevel; and guaranteeing safe exploitation of the aquifer at the

qlobal level.

7.2 Conclusions

(1) The model LANDUSE makes it possible to test and to compare
alternate growth scenarios and their corresponding patterns
of landuse.

(2) The muTtilevel coordination scheme provides a unified approach
in Tinking the various facets of urban water resources.

(3) The muitilevel coordination scheme provides comprehensive
growth patterns of the land/water interface in urban areas.

{(4) Fing?]y from a technical stand point, multilevel coordi-
nation is a successful way to obtain a tractable solution
to network problems which are inherently complex.
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an integrated system of computer programs to solve optimization probliems

on CDC 6000/CYBER computers.

The copyright of the program is vested with

Vogelback Computing Center

Northwestern University

Evanston, I11inois 60207, USA

The system permits the user to state the mathematical programming probiem

in English and algebraic notation. It has the following algorithms for

solving Linear Programming, Integer Programming and Quadratic Programming

problems .
LP alagorithms: REGULAR 2-phase simplex

REVISED revised simplex

PREVISED  packed revised simplex

DUAL dual simplex

MINIT primal-dual algorithm

GENERAL generalized upper bounds

IP algorithms:  BBMIP branch and bound mixed integer

DSZLIP direct search 0-1 integer programming

GOMORY Gomory's cutting plane

P algorithms: WGLFE Wolfe's quadratic simplex
BEALE Beale's algorithm
LEMKE Lemke's complementary pivot algorithm

SYMQUAD Van de Panne and wWhinston's symmetric algorithm

The BBMIP program was used in this research.







APPENDIX B ~ FINITE ELEMENT PROGRAM







S S SN A B

STy
TR

P ]

[ AV RO At e o B as E e e o v o B

[ ]

-]

37

CIICOTIOIO [ N

mea

[as

)

HE AN R

R

]
g

LR

FQER

€39

HE R EarEn Baw i B

~he

PROGRAM GRNDFLG (INPUT, OUTPUT, TAPESO, TAPES L, TAPERG=INPUT. TRPER 1=0U
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UERSTON  DNGF?77R

PROGRAM  GRNDFLLD UBES A FINITE ELEMENT APPROACH
Ta SOLVE A THD  DIMENSIONAL GROUND HATER  FLGW FROBLEM

INPUT  PHYSICAL  PARAMETERS

HE® HYDR, COND. IN ¥ DIRECTION
HCY HYDR. COND. IM v DIRECTION

IMPUT  MESH CHeRACTERISTICY

PeE NUMBER OF FINITE ELEMENTS
NBN MUMBER OF NODES

HEDW DANDWIDTH

BUL MUMBER  OF 1.0AD UECTUORS

DIMENZION NCL3Y, COMO3.3). DLE3)s D23, PRI3), STOIZ10D)
COoMmonN ~TUE- TITLE(R20)

IN=R0
Ti3=61
ML =1
1BU=g
IEl=3

M IM=3
HLIMET=13100
READ INPUT  CHORACTERISTICS

ALl INPOH CIN, NBMN,HE, NBDU, HOR, HUY, TRH. T8LH, TLIM, UL, ST, NLTHIT, IO)

FURLUATION OF STIFFNESS MATRIY

CALL STIFFE (CDMs D1, D2, N MIIMs STa NLIMNIT K1, Y ls H2s Y8 %% Y35 NBMy HEX,
LHCY» TSLHS 106 TFEL. NE S

REWING THL

EUALUATION OF RIGHT  HAND SIDE  (1.0pRD UECTORS:

Cll RGHBIDE (STOIRME1Y, NBN, ML)

IMGERT BOUNDARY  COMBITIONS

CALL BDCON (BTUTSLHFL), STOIRM®L Y NEN, NRTLWL HUL)

REGOLUTION OF THE LINEAR GYSTEM 0OF EQUATIONS
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CALL TRIGM (STUISLH+L) . NBM. NBIDWD
Call SOLUE (STUISLH+E)Y» STCIRH+LT, STOLD, MEN, NEDR, NUL» IDUD

EVALUATION  OF UELOCITIE

W

AT EACH  ELEMENT

CaLL VELDT (0L, D2, NDIM ST NLIMT NSy TITLE NC» PS T MUK HEYs TFL, 10D
sTaR

]

SUBROUTINE INFCH (INs NEN. NE, NBDI, HEM, MOV, IRHs TSLHs TLIM. NUL: ST, NLIM
L7, I

THIS BUBRDUTINE READS THE  INPUT  CHARMCTERISTICS  AND
DEFINES  INITIAL AND LIMIT PAROMETERS

S 2SR SR S0 2T S 20 TH AR OE H 00 5 RS0 MU0 A6 T 00 BE S0 RE S5 3 S0 V03T 30 30 036 S A M BH 20 T 00 6 2 0E 0 50 IR SR SO0 S A0 A B 6

DIMENSION STINLIMIT)

DIMENSION TITLE(20)

READ (1IN, 1022 TITLE
READ (TN 1030 NBN, NE, NBRU HEM, HTY

INITIRLIZATION STAGE

IRH=NBMN=MUL

=L RHRZ
ISLH+NBN=NBDW
oI=31,ILIN

101 5#(&3-9 o

HEITE (13, 108)
ITE €10, 3105 TITLE

S AT, B04 ) HOK, HEY

HRITECIO:S)
5
1
&

RETURN

FIOEMAT ( 1¥: PEHNE
NODE NUMBER R Y13 m2) Y27 HL3Y
YEE) 3

(28R4}

(313 18- 2F10.5)

(/3% BHHCY o FOL 175N BHHEY  +FO. 1)
(71w 28R4

(1ML

CNEG

SUBROUTINE STIFF (CDM, DL D2, NC,NOIM SToNLIMIT: K1Yl X2, Y2, Y3, ME
IN HER HOY, TSLH 10, I8, M)

42T 6 9 30 36 IR 46 3 3030 B 26 3540 3 0 06 00 36 FE A5 05 96 30 3 30 36 00 56 36 4 50 56 M0 B0 0 2006 06 3% 9608 0 30 3 0645 26 3090 030 36 6 S A0

THIS SUBPOUTY JIFFNRESS MRTRIN

AND BTORES

DIMENSION COMONDIM NDIMY, DLONDIMY, LE{NDIM)e NCOMBIMI. STOMLIMIT?

Do o4 KV ?yNi
N” Y :YlghEaWBsXEaYB

S

oy

dom oD
foan T e T G W S 0 R W o B

.
ey
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KAV Il w2 -KEeY 1~ x3eY2~K1e¥3I#2,

n 1o
i) lﬂl N:

DG 190
IT=
no L”

f& iii) 133;107¢1Q9
KlsTSlHe (Jd=1 yeMBN+TT
STk L= aif<1‘*\JMfToJ>
CONTINUE
COMTINUE

RETURN

FORMAT (413,86F10.43
FORMAT (1R 1330, 314 LG B(MLFR. 1N

RGHSINE (RU, NBMN. HUL)

I IE R M T AR TS N I I N S BN R MR NN SR EE DR

HT HAND  SIDE
N5

THIS SU[\EJ!iP
OF  THE  LINESR

ﬂTMrP ION RUCHBM-NULY, IDRKB)Y, BUHE)
ON STLES TITLE(20)

INAGG7 I0-61 7 INFLABLS

WEITE (10,1083 TITLE

N

SRITE (IO, 1035
BO 107 JR=le ML

51, 11013
1) L=l
BUCLI=BUCL %1440, %0, 153

TYE, T3

103 L=1.0
iFOInnolYLLE.BY B TO 104
B=ibri

E3.00 60 To 147
rQ 1y GO TO 106

8, 118) (INDCL)» BUILY, =1, 10}

4 ',E? 1Yy 60 12 107
Ifi=1
OO0 10l

COMTIMUE

CIHL, 2o s 770 D 20600

{7 1% ISHBULNDERY UALUES, -1, L2HNODAL  LODADS)
(BT2, X, BF 10,8

(1, [EHLOADING CASE. 127

T (IR BUIZE14,5, 8400

END
SUBRNUTINE BOCOH (SLM» RU NBM. MBI, MUL

IR I I 0B SE 30 T I 00 B0 36 3F S0 06 30 36 3 SRR 06 SF 0 00 20 S0 o6 546 26 35 98 96 76 98 % 9638 05 5 06 95 OF 20 3F 20 5620 A 2R 280

THIS  BUBROUTING  INTRODUCE THE BOUNDARY CONDITIONS
AND REDICES  AdZQUATELY  THE LINEAR  SYSTEM OF  FEQuaT.

DIMENSION SLMONBM. NBIOMI, BUCNEM, MUY, [R(B), BU(S)Y
DRTa IHARD. I0-8L7, INFLAGLS
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HRITE (I, 1123

THIK=0

REGRD (IN, 11083 IB,BUY

D=0

D3 107 L=1,8
IF (IBiiy.LE.0) GO TQ 108
ID=10+1

BE=BUL
REDUCTION STAGE

K=I-1
B 105 U=2:NBDH

P=I+d-1

IF oMLGT.MBMY GO TO 103

DO 102 JM=1.MNUL

EUH: JMY=RUM, B -8LH0L, J3 =80

SLMOI, J1=0,0

IF )LLELOS GO 70 163

B0 104 JM=1.NUL

RO dM Y =RU K S ~SLMUG D wED
€ J3=0,0

CONTT NH;
i (E'W(I»E) LT.0.053 SLM{I, 1¥=500000,
o 8 =L UL
WU(I»JMJ%SLN{IglJ*Bﬁ

CONTINUE

GOT0 108

INKG=1

iF (ID.EQ.0) RETURN

WRITE (I0s111) {(IECLY-BULY,L=1.1)
IF (INKGGER. 1) RETURN

GO TO Lot

FORMAT (BI3.2%,6F10.5)
FORMAT (1HB(I3:E14.5:,2%))

FORMAT (/707 L BAHPRESCRIBED NODAL UALLIES)
END
SUBRDUTING TGHM CSLM. MNBN. MBDHD

B TE B AW L0 UE M S SRR IR 20 96 06 T 2R P B AR S0 2R S I I O 46 SR A 6 2 RIS G AR B 0 PR 2 RS

DIMENSION SLMOMBN, NBDUW)
10=681
MNE u:NBH
T 108 =1.NBN1L
'?+NE“A i

_§ (M. GT.HBNY MLI=NEBN

M=I+l

MK=MBIH

IF (OMBN-I+13. LT MBDHY MK=NEN-T+1

;_a

HE
D010 Je=Md M
M i ~ §
MO=N- 1
P 1
0o oGl » 1

NK=NB+K
SLMCU Ky =0LMO g K~ SLM T, ML I #SLMNO T, O /GLM(T, 13
CONTINUE
RETUEN

SARIE .
SUEBRDOUTINE SOLUE (SLM, RUs M, NBN, HEDH, NUL, T

T 2 6 ORI 20 A R I S B E 3 45 0 20 3R 95 20 30 264 IR 3R 90 36 45 3 R IE S P 36 OB GE SR 200 20 M 0 SR 0 SR A

ION SLMOMEMN, NBEW . RUCHNEMN ML, XOHBNNUL)

DECMPOSITION OF THE COLUMN UECTOR RUC )
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0o 101 I=1,NEMNL
M= T+ NBDW-1
I> {MJLGT.NBNY MJ=NBN
} I+4

no 101 J=NS MU
L=+l
DU KK 3RV, KK =SLM (T Ly *RUCT KIO/8LMIT, 1)
BACKWARD  SUBSTITUTION

HUNBM, KK 3y =RUTNEN, KIO -SLMINBN, 1)
DG O107 K=1,NBMI

T=MNEP-IK
MJ=NBDW
IF (CIEMEDH-1).6T.NBNY HMJ=NEN-I1+1
SUM=0.0
D3 OL08 J=2.MJ

P=lad-1
SLM=SUMESLI Ts Jor (N, K0

RKOT KIC=CRUL T, KO ~SUM Y ~SLMET, 1)
CELCULATED NODAL UALUES
IF (ID,ER.13 GO TO 104

MRTTE (I3, 105 TITLE KK
WEITE (10, 1068) (I.¥(L,KKY, I=1,NEMN)

104 CONTIVNIE

in

kN

i

10

G

10

1

2

]
e}

RETURN

5 OFORMAT (1H1///7 1% 2004~ 1, 28HR0NaL UALUES, LOADING CASE, 12}

S OFRMAT (1% I3 E1d.5, 3% I13:E14.5, 3% 12, £14. 5. 3%, I3 £14. 5. 3K, I3 B 14,
1.J)

END

SURBOUTIMG UELDD (D1, D2, NDTM ST NLIMIT,NE, TITLE NC, PST, HURK, HOY s IEL
1.7

P TE P RS L TR DL e s 3 P E - F L E LS LS E L e s b e A S L SRR N0

THIS SUBRDUTING EUALUATES THE UELOCITIES AT THE
CENTROIB OF  EaCH  ELEMENT

DIMENSION DLCNDIM) s DR(NDIMY, STONLIMIT). NCCNDIMY. PRTCNIIM

TH==61
BG 104 IJ=1.NE
REED (IN: 195 NEL,MC:K1aY1s K2, Y2y 53, Y3

IF (MEL.LT.O STOP

IF (1.).G7.1) GO 7O 101
WRITE (i0,108) TITLE
WRITE (10,107)

0o o102 I=i.3
TI=NCCID
PSICII=ZT(IID

CRALCULATION OF THE UELCCITY COMPONENTS

Did1y=Y2~¥Y3

Bl{2i=Y3-Y1

Bled=vi-ye

BR01)=x3-%2

D2Ry=x1-K3

D3 )=Hg-HL

GRD= (REEYIHRIRY L FN Ly 3-4 Ry | -K3rYE-K12Y3)

CRATH=0.0

GREADY=0.0

Doo103 i=1.,3
GRADR=ORADN+DI(II#PSI(I1/AR2

CRADY=GRADY+-D2{1I*PSI(1)/AR2

UELA=-HOK=GRADK

VELY=-HOY*LEADY

104 WRITE (10,1085 Nl UZLX,UELY

RETLURN
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FORMAT (413,8F10.4)

FORMAT (1ML 272 1% POAG 71 BPHELEMENT VELOCITY UECTORS ~~3
FORMAT (5K, 3VHELEMENT VELCXD VELTYID

FORMAT (FWH I35 E12.5: 85, E12.9)

END
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ﬁw»w%m;%ﬁ%%%rfvﬁﬂwﬁ*%% L S T R P D R T T SR e A
f HTES A FENYTt ELEMENT MEGH FOR A CIVEM SEGTON
L C“HPGQFY BIVIDED ILATERAL SUB-REGIONS ARE FIMNELY BDIVIDED INTD
r TRIANCULAR ELEMENTS

[ _________________________________________________________________________________
[

IMPUT PRREAMETERS FOR COARSE SUB~REGIONS

RES ST TR LT EEE Y R TR E R R C R R S RS

[ AR e i

i THLC-MUMBER OF SUBR-RF UIUWS
r IMBH=TOTAL NUMBEE DF RBOUMDARY NODES FOR THE WHOLFE REGION
C {2-HNODE {:.i Fi FKQ“H SUE-REGIONT
L ICOB=OLTPUT GPTIO
C X? fTJ“’“?ﬂﬂlﬁl. Tr 0F BOUNDARY NODE
™ - ] Ls BOUNDREY NODE
I AL
. DATASUB-REGIONS SURFOUNDBING SUB-REGION-I-)
£ GIONS ARE NUMBERED DOUNTER-CLOCKWISE)
C PONDING TO THE 4-SIDES OF THE QUADRILATERAL)
[ Al PARTITIONS INTENDED
C LOPRRETITIONS IMTENDED
ﬁ oM ERS CONSTITUTING THE SUB-REGIDN(E NDDES)
(" (STRRT Niiwgﬂplhﬁ FROM LOHER LEFT-HalND CORMNER AMD PROCEED COUNTER
r CLODKWISED
C
(e e e i e e et o e e e e e e ———
€
RN Me IR CINPUT. TAPESO=INPUT, QUTPUT ., TAPES1=0UTPUT. TAPER2)
S{BH TITLECLD), XEMCLODY, YBENCIOD)s XRS(9), YRC(9): N(8), NAR
1 MOTON MNTZE. 213, YI21,210, RO21:21), NSAUIZ0.4,213, KCMIPO. 4
DIFEMSION LBO(3), MNE(409), XE(400), YEL4803, HNR(4), ICOMP(4,4)
[ N
A6 ICOMP~1s 1. ~lale~is=lslslo=ls=lsls~1slsis—ir
s TN B TG ifplP/P’/ MEDWA0/ s N80 NEL/G~
CIM, 1083 TITLE
(IM, R0 Ipd 0, TMBM, 1008
CIMe 1100 CHBMODY, 101, IMEMD
f-“; ﬂI‘ CIMs JLLY (YENCIY, I=1, INBMNY
B3 101 I=1,IMLC
100 REAR CIMN, 1335 MNLC, (KCMONLE, A)» S=10 42
HRFITE (D183 71 TEE
[ (1, 1143 (1erN(IJ;YB”(TJyI 1, INBM?
WETTE (I8, 115
WELTE (I0, 116D
Dy 192 I=1.IMLC
102 PR TL CI0317) Iy (KOMUT, D) d=1:48)
00103 KRK=1. INLD
j CIM. 113) MLE, NHEOR, NUER:MAR
ITE (I0:1319) ML MHOR, MUER: (NAB(I 1. I=1.8)
C
[ et et i e ettt et i e e e 2 e e e e e e e et

?3—‘@ ITINE
436 0 364 23 9
-

- ‘PﬂTLS GLOEAL COORDINMATES

Caese *a":??-i"}? IR R AR IR IR AR 1 30 90 AR 0 95 M 36 S0 95 A0 TN S AR L A A A P IS IE I TN WM A NI WA

s

E:: S S S

CALL GNOBC (NHOR. TR, NUER NGB, XRG» XBM YRG» YBM: Ms XCr Y1)

C

C

C T INE

Flamsss LR

e ATES GLOAL NODE NUMBERING

{3 \m%**ﬁn»k*%%%?%%*&%%w*wﬁrﬁw%%*%%*%%%*%%%%u%%%****&*%ﬁ%*%%*ﬁ%%
C

LRLL GRMHB  (NLC» MHOR, NUZR, KOM DN NSAU, TCOMPS KNLL KN2. K51, KS2)

53030

IF (MMLILGT.ENZY B0 TO 107
I _Viiqu K82y 80 T3 107

e

183 LNy
0 tod AT*;NUFP
NEAUINLT Ls TY=NNOHDR, 1D
104 MESAIMLT 2 =ML, 1)

LTI DD DD DO DD O DD DD DD DD DD

DT

o

PDTLDDDTE2DPDIDODLDDL DD IO DD
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00 185 T=1,HHOR

MSAUINLE, 20 T3=NNCT, NUER) A
105 NSAUHLD 4 T =NMIT, 1) £
HEITE (10, 1200 A
BO 138 I=1,NHOR 2]
1og WREITE (10,121 (NNCI,Jls . =1.NUER) £
Lav HRITE (18,182} ¥
C A
L s - &
e THIS SUBRDUTINE i
[ 31000 35 20 4000 30 3 90 56 98 35 O 9 0 90 5 3 2 &
£ CALCULATES aND-WIDTH £
I At T T T PR R Fo T RN GG ST T 30 36 30 56 0600 630 000 A IE 30 TRVE 36 0TS0 30 30 36 6 90 30 00 26 28 3 36 98 32 8]
C f
CALL GTRELM (NHOR» NUER, NELs NBDW, NELBW, ¥E» X0y YE » Y0, NE MN-NR, LB I 5
CODs I0s IF) &
C A
D e e e e e ek e e e et 8 1 e e e e o e e e e Fa
o A
4]
Rl
A
C f
105 FORMAT (10am) (I
110 FoRMeT A
1il I i
iz 51 K
113 bFMG? Uil sz i8: 10887714, 1BHGLOBAL COORDINATES, ~/1%, 27PHNUMBER A
XCORD YCORD &
114 FoRM AT (2K 137X FE. 2, 5% F8,. 8) _ B
115 FJPMAT Gl LTHOOMNECTIVITY DATAZIX: 41HRESTON S10E H i

[N
CUTINE GNODE
ON NABL9), KEG(R), YRG(H), XBH{100),
TON KC(21,21) YR(21.210
101 VR YEMCT)
HE 4 ,ko(l)
(Y =YRG(1)
Trael ], ~ET W‘
{\5 FB Ju
ME =0, B 0], - &
H‘() ﬂ ﬂﬁvil. ¢“ Tﬂ)&’r*ﬁ 5I-1.3
PEBX=0, Bl ), ~51 (L, ~ETA%E)
Yf(i»JJ‘U
YOOI d)s
B ,ﬁi K=1,
KOCT, o=l 0T JIHHRE OO =NGO
102 YOL1, 33D (T, M +YRG U #MEKD
R[}‘?[FJI‘

D”Pm i

3 4 )
e (Bkahhfl4xs4( 25511

RPLGION
S Ny
Hrf (/HAY iﬁHQFBZDN HUE& MUMBERS .
MAT (31X, 8015
L3 DPHNEL
Bl HK (31, B, 4HY(3))

-

ELENENT, 147

(LR AlHSSUS St Sy en e ns BREGERFFEENRC AR FRELS, /)

TEsBH w100, TR, 5H

L NUMBERS, 10X, 818)

NOSE MHTBERS, S, dHX L5 89 GHY (130 BXe 4HNIE ), 8%
CArrdity SLHBANDHIDTH QUANTITY 1%, 14, 31H

(NHOR» TR MUER: MAB, XR5 XBN. YRG YBMN, M KT, YT

(GI+ETR+1.7

o T

ROWS, 103, 1

s e

CALDULATED 1N

YENCLOOY, N
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M3
SUZROUTINE GRNNB (ML« NHOR: NUER KCMs NN NSAU, TCOMP, KNI KN2. KS1, KS2)

OEHENGTON KCM(20,4), MN(21.213 NSAUR0,4,21), ICOMP{4, 4)
k=1

o0 107 I=i,4
NET=KCMNLE. 1)
IF (HRT.EQ.O.0R.NRT.LGT.MLEY GO TO 107
Bg 101 Jd=1.4

191 IF CKCMONRT, J)LERLNLCY NRTS=U
K=NUER
IF (I.E8.2.0R.T.EQ.4) K=NHOR
=l
JK=IE0MP (T, MRTS)
IF (UK.EQ.-1) Jh=K
09 166 J=1:K
GO TO (102, 103, 104, 105, 1
02 MMINHEOR. J)=NSAU(NRT NRTS, L)
KNZ=MHOR-1
G0 70 10G
163 PN, NUER Y =NSAUNRT, NRTS, JL)
KS2=NUER-1
LG TO 108
164 NHELs J) =NSAUCHRT« NRTS, JL)
M=
0 IG igs
105 MMt 1D =NSAUCNRT NRTS, JLJ
KSi=2
165 JoE e
107 CONTINUE
RETURM
END ’
SUBROUTINE GTRELM {(NHOR, NUER: NEL, NBOW, NELBW, KE» XCs YE« YU NE» NMs NRs L.
12,1000, 15, IP)

DIMENGION XE(4008), KO(2L,.213, YEG4Y, YO(21,21), NE(400)
DIMENSION MM(2L.21) NR(4Y, LB
K=1
DG 181 Is1,PHOR
01 =L NUER
KI=wC(IsJ)
K =YEIL. D
NE K r=NNCT, D)

101 K=K+l

102

103

104

1

LENHOR~

Do 105

OO 105 4=
DiAGi=%
Lrace

M\sz):

f (([ AGL/DIRGEY.GT.1.02) G0 TO 102
SEImPROL )
Ja=NRECI L)
JE=RROT 2D
GO 70103
JI=HROI
e =HRTd+L)
JEAENR A
LB = SONECIL)~MNECJ2 ) +1
R BOINE (U2 -NE(I33)+]
LE(3)=IRBSNECJLI-NE(J3) ) +1
08 1064 Ik=1.3
IF (LBOIR.LE.NBIMWY GD TO 104
NEDUH=LB(IK)
NELEWH=NEL
COMTINUE
HRITE (I0.108) NFLyNE(Jl};NE(JEEuNE(JS):Xa(Ji),YE(Jl);XE(dg)yYE
(A2 MECI3, YECID
IF CICOD.E0.0) GO 7O 109
HRITE (1P, 107 MEL,NECID),NECIZ2) s NECIZ)» XECJL ) YECJL) o XEL 2, YE
(20, MECI3 ) YE(IR)

105 CONTIMUE

RETHRN
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380
6
=
30
40
sl
(54
Vi
80
a1

00
110
120
136
149
156
LED

176

150

150

c00

216

et

234G
c4il

2350

cB0

270

280

230

306

3in

320

330

340
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e

106 FORMAT (1X. 415, 3%,6F12,4)
1O¥ FORNAT (413, EF10,4)
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