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Abstract

Many epidemiological studies are undertaken with a use of large epidemiological databases, which involves the si-
multaneous evaluation of a large number of variables. Epidemiologists face a number of problems when dealing with
large data sets: multicolinearity (when variables are correlated to each other), confounding factors (when risk factor
is correlated with both exposure and outcome variable), and interactions (when the direction or magnitude of an asso-
ciation between two variables differs due to the effect of a third variable). Correct variable selection helps to address
these issues and helps to obtain unbiased results. Selection of relevant variables is a complicated and a time con-
suming task. Flawed variable selection methods still prevail in the scientific literature; there is a need to demonstrate
the usability of new algorithms using real data. In this paper we propose to use a novel machine learning method,
k-support regularized logistic regression, for discovering predictors of mental health service utilization in the National
Epidemiologic Survey for Alcohol and Related Conditions (NESARC). We show that k-support regularized logistic
regression yields better prediction accuracy than `1 or `2 regularized logistic regression as well as several baseline
methods on this task, and we qualitatively evaluate the top weighted variates. The selected variables are supported by
related epidemiological research, and give important cues for public policy.
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1. Introduction

Statistical analysis, such as logistic regression, is regularly applied to problems in epidemiology, and other prob-
lems where associations must be tested in the context of confounding factors. Often, such models are applied to data
consisting of few variables hand-selected from a large, unstructured database. The validity of such studies may there-
fore depend on scientists carefully identifying all possible confounding factors. Furthermore, important related factors
to a condition of interest may be excluded from analysis erroneously. It is therefore of interest to consider strategies
that may include a large amount of available data, and select relevant variables automatically. This paper proposes a
novel method for this kind of analysis, k-support regularized logistic regression, and we demonstrate its applicability
on the challenging task of identifying predictors of mental health service utilization for people with substance abuse.

One problem that arises when using statistical learning on large databases is that spurious correlation with the
signal is more likely with a large number of variables in a given analysis. A strategy to counteract this problem is to
make use of a sparsity regularizer, such as the lasso, or `1 penalty [1, 2, 3]. While the lasso is beneficial in setting
many coefficients to zero, and therefore reducing the risk that the model rely on irrelevant variables, a problem arises
when there are correlated signals [4]. If two or more variables are discriminative with respect to the target of interest,
the lasso has a tendency to select only one. This can be detremental in epidemiological studies for several reasons: (i)
if the selected variable is a confounding factor, the causal factor will be suppressed, and (ii) if the selected variable is



a causal factor, confounding factors may be suppressed and the effect of the causal factor will be over-estimated. The
solution to this problem is to use a correlated sparsity regularizer.

Correlated sparsity is a property achieved by a subset of structured sparsity regularizers [5, 6, 7]. This family of
regularizers incorporates those that favor sparse coefficient vectors, but those that have specific patterns of sparsity.
In this work, we consider specifically the k-support norm [8], which achieves a lower degree of sparsity than the
lasso, but favors configurations of the model in which variables with correlated signals are allowed to be activated
simulatneously. We consider the novel application of k-support norm regularization to logistic regression. The k-
support norm is related mathematically to the elastic net [5], but has a more principled derivation as the convexification
of a norm that applies an `2 penalty to a subset of k-selected variables.

1.1. Current Practices for Variable Selection in Epidemiological Research

The main aim of epidemiological studies is to identify and to quantify risk factors of diseases. Modern epidemio-
logical research is often based on a large data sets such as the National Epidemiologic Survey for Alcohol and Related
Conditions (NESARC) [9, 10, 11], the National Health and Nutritional Examination Survey (NHANES) [12]; the
CONSTANCES cohort [13], and the Whitehall cohort study [14, 15], etc. Problems that scientists face when dealing
with such data sets include: multicolinearity (when variables are correlated to each other), confounding factors (when
a risk factor is correlated with both exposure and outcome variable), interactions (when the direction or magnitude of
an association between two variables differs due to the effect of a third variable), the sample size (the study can be too
large with meaningful associations being declared or too small to detect important associations), and the number of
factors being studied (the higher the number of factors the higher is the probability to find interactions due to chance
alone) [16]. Correct variable selection helps to overcome these problems and to obtain unbiased results. In particular,
it is used for confounder control in etiologic research [17] and for unbiased estimation of probabilities in prediction
research [18].

It is often difficult to determine which variables are important and should be included in the analysis and which
should be disregarded. Selection of relevant variables depends on number of factors: the research question of the
study, study design, and the sample size [17]. Prior scientific knowledge was earlier used as the main criteria to identify
covariates that should be included in the analysis, but it is not always available for all research questions asked [18, 19,
17]. The first step of any epidemiological study planning is the review of the prior scientific knowledge, in particular,
other epidemiological studies that were performed on a similar subject, but also those for related pathologies. This
is done to identify different factors that can influence the outcome of the study along with the risk factor of interest.
Although this strategy of identifying covariates is an obligatory step for planning for any epidemiological study, it may
not be suitable for all studies, for example, for those with a research question that has not previously been studied.

A number of statistical techniques were developed to enable the selection of covariates based on relations of the
data under study: change in the effect estimate, stepwise selection, shrinkage and penalized regression, and other tech-
niques. Recent research on contemporary epidemiological analysis showed that effect estimate change and stepwise
selection techniques represent the majority of the all methods used for variable selection [17]. Despite the fact that
they allow the automatic selection of important predictor variables for inclusion in the model through the forward,
backward or stepwise selection process, they have number of limitations. Firstly, these methods assume independence
of all variables studied; secondly, there are many different ways to decide which model suits this data the best, and
thirdly these methods are time consuming and often require greater input from the researcher [16]. Indeed, for experi-
ments on the scale considered here, forward and backward selection is computationally infeasible (see Section 3.3.1).
In the light of the dominance of variable selection methods that are criticized by leading epidemiologists as flawed,
there is a need to demonstrate the usability of new algorithms in real data instead of simulation studies [17].

Alcohol abuse and dependence remain one of the main public health problems. It is closely linked to car
crashes [20], domestic violence [21], fetal alcohol syndrome [22], neurophysiological impairment [23], and psychi-
atric comorbidities [24]. Despite the obvious treatment benefits such as reduction of the severity and harm associated
with alcohol use disorder, only 7% of individuals with lifetime alcohol use disorder receive treatment [25]. Therefore
it is essential to study predictors of umet need for treatment for alcohol use disorder.

The aim of this article is to demonstrate the application of k-support regularized logistic regression to discover
predictors of treatment or the perceived unmet need for treatment among respondents did not receive treatment for
alcohol use disorder.
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2. k-support Regularized Logistic Regression

In the sequel we will use the notation β ∈ Rd to specify a coefficient vector of a linear discriminant function,
λ ≥ 0 to specify a scalar regularization parameter, Ω : Rd 7→ R+ a regularizer for a linear function class. We assume
a training set of data {(xi, yi)}1≤i≤n ∈ (X ×Y)n which are encoded in a matrix X ∈ Rd×n and a matrix Y ∈ {−1,+1}c×n

where c is the number of classes. We assume i.i.d. sampling of this training set. The ith column of X is equal to xi

and the ith column of Y encodes the class of yi by a binary vector with exactly one positive entry in the place of the
corresponding class. For the special case of binary classification, i.e. c = 2, we will use the vector y ∈ {−1,+1}n to
encode the class labels.

2.1. Regularized Logistic Regression

In the case of binary classification, logistic regression can be written as a regularized risk minimization with
logistic loss. In this case, the objective to be minimized is

β̂ = arg min
β
λΩ(β) + flog(β, X, y) (1)

with

flog(β, X, y) =

n∑
i=1

log
(
1 + e−yi〈β,xi〉

)
(2)

where λ is a scalar parameter controlling the degree of regularization by the regularizer Ω and 〈·, ·〉 is the canonical
inner product in Rd. The minimization of logistic loss is equivalent to classicial logistic regression with two classes
in the case that it is unregularized [26].

In the multiclass setting, we specify one coefficient vector per class. With |Y| = c classes, we write our joint
probability

p(β)p(Y |X; β) =

(
1

ZλΩ

e−λΩ(β)
)
·

n∏
i=1

e〈βyi ,xi〉∑c
l=1 e〈βl,xi〉

(3)

where ZλΩ is a constant normalizing e−λΩ(β) as a distribution. Taking negative logarithms we arrive at

− log p(β)p(Y |X; β) = log ZλΩ + λΩ(β) +

n∑
i=1

−〈βyi , xi〉 + log
c∑

l=1

e〈βl,xi〉

 (4)

We ignore the term log ZλΩ as there is no dependence on β, and we arrive at the loss function

flog(β, X,Y) =

n∑
i=1

−〈βyi , xi〉 + log
c∑

l=1

e〈βl,xi〉

 (5)

where we have abused the notation flog. When the matrix Y is used as an argument to flog, we signify that we are
using the definition in Equation (5), while the use of the vector y indicates that we are in the binary setting and using
Equation (2)

In the multi-class setting here we have written our joint probability slightly differently than the classical presenta-
tion of logistic regression [26, Equation (4.18)]. In that presentation, one of the classes had its class energy arbitrarily
constrained to 1 as the problem is overparametrized when performing maximum likelihood learning on the probability
simplex:

p(y = i|x; β) =
e〈βi,x〉

1 +
∑c−1

l=1 e〈βl,x〉
∀i , c (6)

p(y = c|x; β) =
1

1 +
∑c−1

l=1 e〈βl,x〉
(7)
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In the case of maximum a posteriori (MAP) estimation, we would like our structured-sparsity prior over functions to
be symmetric with respect to the classes so that each will be regularized equally:

p(y = i|x; β) =
e〈βi,x〉∑c

l=1 e〈βl,x〉
∀i (8)

This formulation is ill posed in the maximum likelihood setting, but the use of a regularizer yields a well-posed
symmetric problem for MAP estimation.

2.2. k-support Regularization

We propose the use of a correlated sparsity regularizer, the k-support norm [8]. The k-support norm is the gauge
function associated with the convex set

conv{β | ‖β‖0 ≤ k, ‖β‖2 ≤ 1}. (9)

This set is the convex hull of all
(

d
k

)
axis aligned unit `2 balls of dimensionality k. k is a parameter that will be chosen

by model selection or prior information.
The k-support norm can be computed as

‖β‖
sp
k =

k−r−1∑
i=1

(|β|↓i )2 +
1

r + 1

 d∑
i=k−r

|β|↓i


2

1
2

(10)

where |β|↓i is the ith largest element of the vector and r is the unique integer in {0, . . . , k − 1} satisfying

|β|↓k−r−1 >
1

r + 1

d∑
i=k−r

|β|↓i ≥ |β|
↓

k−r. (11)

One may observe that the k-support norm computes a weighted sum of the `2 norm on the largest components of the
vector (leftmost sum in Equation (10)) and the `1 norm on the smallest components of the vector (rightmost sum in
Equation (10)). The integer r is dependent on k, but can increase the number of non-zero coefficients to be larger than
k depending on where on the k-support ball the vector β is located.

2.3. Relationship to Other Methods

2.3.1. Relationship to `1 and `2 Regularization
In the case that k = 1 the k-support norm is exactly equivalent to the `1 norm. In the case that k = d, where β ∈ Rd,

the k-support norm is equivalent to the `2 norm.
We note that for an objective

min
β
λ‖β‖

sp
k + f (β, X, y) (12)

with some loss function f (·, ·, ·), when k = d, this is equivalent to

min
β
λ‖β‖2 + f (β, X, y) (13)

rather than the familiar squared `2 regularizer. However, for any λ there exists some λ̃ such that

arg min
β
λ‖β‖2 + f (β, X, y) = arg min

β
λ̃‖β‖22 + f (β, X, y). (14)

This can be easily seen by noting that the objectives are the Lagrangians of constrained minimization problems that
minimize f subject to the equivalent constraints ‖β‖2 ≤ B and ‖β‖22 ≤ B2, respectively, for some B ∈ R+.

We note that `1 and `2 reglarized logistic regression are precisely those methods considered in [27] and that our
proposed method therefore specializes to these algorithms when k = 1 or k = d, respectively.
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2.3.2. Relationship to Group Lasso
A prominent family of structured sparsity regularizers are those based on the group lasso with overlaps [28, 7].

These methods generalize the `1 regularizer to an `1 norm of a vector of `2 norms computed on potentially overlapping
groups of variables. As such, one may view the k-support norm regularization as a special case of the group lasso in
which groups are defined over all overlapping

(
d
k

)
groups of size k. The group lasso with non-overlapping groups for

logistic regression has been proposed in [29]. The method proposed here can be viewed as a special case of group
lasso with overlapping groups and logistic loss. The main benefits of this special case are that the k-support norm has a
beneficial interpretation in terms of correlated sparsity [8] and can be computed in O(d log d) time, while optimization
strategies for arbitrarily defined groups will scale with the exponential number of groups.

2.4. Optimization
Our method for optimizing k-support regularized logistic regression essentiallly follows the strategy suggested

for k-support regularized least squares in [8]. The strategy is based on Nesterov’s accelerated method for the linear
combination of smooth and non-smooth functions, where flog is the smooth component and ‖ · ‖sp

k non-smooth. Accel-
erated methods were first proposed for smooth functions [30, 31] and later applied to non-smooth [32] and composite
functions [33, 34]. An overview with a unified analysis is presented in [35].

The optimization strategy requires as inputs a function that gives oracle access to the smooth component, a function
that gives the gradient of the smooth function, and a Lipschitz constant of the gradient:

flog(β, X, y) =

n∑
i=1

log
(
1 + e−yi〈β,xi〉

)
(15)

∂ flog

∂β
= −

n∑
i=1

e−yi〈β,xi〉

1 + e−yi〈β,xi〉
yixi (16)

Llog =
γ

4
(17)

where the Lipschitz constant has a factor 1
4 from the Lipschitz constant of the sigmoid in ∂ flog

∂β
, and γ is the largest

eigenvalue of XXT . To minimize J(β) = λ‖β‖
sp
k + flog(β, X, y), convergence of accelerated methods is such that at the

mth iteration

J
(
β(m)

)
− J (β∗) ≤ O

(
1

tmin(m + 1)2

)
(18)

where we have suppressed dimensionality dependent terms in the notation O(1), β(m) is the estimate of the coefficient
vector after m steps of the optimization algorithm, β∗ is the optimal coefficient vector

β∗ := arg min
β

J(β) (19)

and

tmin = min
{

1,
C

Llog

}
(20)

for a method dependent constant 0 < C ≤ 1. The convergence therefore scales proportionately with the Lipschitz
constant of the gradient of the loss Llog. The Lipschitz constant of the gradient of the loss is largely dependent on
the largest eigenvalue of XXT , and so the convergence matches the usual dependency on the condition number of
the system matrix for second order optimization methods [36]. The optimization for the multi-class variant follows
analogously. An open source implementation of k-support regularized logistic regression is available for download
from https://github.com/blaschko/ksupport.

3. Results

3.1. The Epidemiological Data Set
The NESARC is a nationally representative study of the US population that was conducted among non-institutionalized

adults (≥ 18 years of age) residing in households and group quarters designed and conducted by the National Institute
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Table 1: NESARC variables referred to in the article. The first column specifies the name of the variable used in the text for brevity.
Variable NESARC Code Full Name

A S2CQ4A EVER THOUGHT SHOULD SEEK HELP WITH DRINKING BUT
DIDN’T GO

B ALCABDEP12DX ALCOHOL ABUSE/DEPENDENCE IN LAST 12 MONTHS
C ALCABDEPP12DX ALCOHOL ABUSE/DEPENDENCE PRIOR TO THE LAST 12 MONTHS

on Alcohol Abuse and Alcoholism (NIAAA). Wave 1 NESARC data on which this study is based were collected dur-
ing 2001–2002 through computer-assisted personal interviews (CAPI) in face-to-face household settings. The sample
included 43,093 respondents ages 18 and older, representing the civilian, non-institutionalized adult population in the
United States, including all 50 States and the District of Columbia. Military personnel living off-base and residents in
non-institutionalized group quarters housing, such as boarding houses, shelters, and dormitories, were also included.
All participants were interviewed at home by experienced lay interviewers who received extensive training and super-
vision. All procedures, including informed consent, received full ethical review and approval from the U.S. Census
Bureau and U.S. Office of Management and Budget.

We have applied k-support regularized logistic regression to the problem of predicting whether a given NESARC
participant had an unmet need for alcohol addiction treatment. This condition was identified based on the subject’s
response to the question S2CQ4A in the NESARC survey. In the sequel, we will refer to this response as variable A.
This convention (and that for other NESARC variables referred to in the text) is specified in Table 1.

3.2. Data Processing

It is primarily of interest to determine potential causes for not receiving treatment for alcoholism for those subjects
that have ever had any alcohol dependence. This information is encoded in two variables in the NESARC database,
one which encodes whether the respondent had any alcohol abuse or dependence in the last 12 months, or whether
they had any alcohol or dependence prior to the last 12 months. We therefore filter respondents to only those that
answered yes to variable B or variable C (cf. Table 1). Out of the original 43093 respondents, 4068 had suffered from
alcoholism at some point prior to the administration of the survey.

Wave 1 of NESARC contains 2991 variables in total. By using a standard epidemiological approach based on prior
scientific knowledge of the factors that may have an influence on help seeking for alcohol use disorder we were able
to reduce our data set to 112 potentially relevant variables. This process consisted of performing a literature review of
relevant variables included in previous studies and then including all variables in the relevant NESARC section, giving
a substantially larger number of variables to the statistical learning process than previous studies. Finally, we removed
variables corresponding to questions only relevant to people who do not receive treatment for alcohol dependence or
abuse. Inclusion of these variables in the regression would effectively give the learning algorithm access to the label
for a large number of respondents and render the output invalid. This pre-selection procedure is therefore essential to
maintain the validity of the result, and has the added effect of making use of epidemiological prior knowledge. We
then whiten the resulting variables to have zero mean and unit variance. In this way, the variable selection procedure
encoded in the k-support regularization will not be biased towards any particular variables.

As is the case with surveys with a very large sample size and many questions, the data are incomplete. Many
questions give the respondent the option to answer ‘Unknown,’ meaning that the respondent doesn’t know the answer
to the question (e.g. doesn’t remember) and/or ‘Blank,’ when the respondent did not answer. These two cases were
treated as distinct by encoding a binary variable indicating whether either event occurred.

Finally, we encode the categorical variables as follows: If a feature is binary (Yes(1)-No(0) answer), it is replaced
by -1 (No) or +1 (Yes). If a feature is multivariate, it is expanded into several columns (corresponding to its number
of classes) of 0’s and 1’s. If a feature takes values a, b, and c for instance, then it is expanded into 3 columns: a is
replaced by vector [1, 0, 0]T , b by [0, 1, 0]T and c by [0, 0, 1]T . This encoding scheme results in a statistical learning
problem with 314 dimensions.

The source code for data processing is available from https://github.com/hakimsd9/predUsingksup/.
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3.3. Quantitative Experiments

We performed multiple experiments with random splits of the data into training (2,000 respondents), validation
(1,000 respondents) and test (1,068 respondents) sets. For each experiment, there are two intrinsic parameters to
choose: the regularization parameter λ and the value of k in the k-support norm. These parameters are selected using
model selection, and the best performing configuration (as measured by area under the curve–AUC) on the validation
set is used to train a discriminant function that is evaluated only once on the test set. We have used AUC as a selection
criterion due to its better ability to distinguish between two methods when the accuracy is tied. Furthermore, recent
theoretical and empirical results indicate that AUC optimization leads to good classification performance with tight
regret bounds, further validating this choice of selection criterion [37].

Each experiment we run to apply logistic regression to the data set has to go through several iterations in order
to choose the parameter k and the regularization parameter λ giving the best area under curve (AUC). We use a
grid search over these variables to select the best configuration. The parameter k is allowed to take values in the
set {2, 4, 8, 16, 32, 64, 128, 256}, while λ is in the set {10−14, . . . , 1014} in powers of 10. Both parameter ranges are
therefore sampled logarithmically.

3.3.1. Comparison to baseline methods
We have first compared k-support regularized logistic regression to two baselines: ridge regression, and the selec-

tion of the single best variable. The ridge regression regularization parameter was selected from the same range of
values of λ as for the logistic regression experiments. The single best variable was selected by finding the variable (or
its negation) that gave the best AUC on the validation set. ROC curves for k-support regularized logistic regression,
ridge regression, and the single best variable are shown in Figure 1.

We have performed statistical significance testing to formally validate the difference in performance between
methods. First, performed 50 different trials to estimate the accuracy for each method. A Pearson χ2 goodness of
fit test was applied to evaluate whether the performances across trials were Gaussian distributed. This test showed
that the data were not normally distributed (p ≈ 10−3). Consequently, we have applied non-parametric significance
tests here and in subsequent sections. We performed pairwise Wilcoxon signed rank tests, which showed significance
for all pairs of variables (k-support vs. ridge regression p ≈ 2 × 10−4, k-support vs. single best variable p ≈ 5 ×
10−7). In addition to pairwise significance testing, we have also applied a Kruskal-Wallis test on all three methods
simultaneously, showing a significant difference with p ≈ 3 × 10−15..

Forward and backward selection methods, although interesting potential baseline methods, are not feasible to
apply in the context of this problem. This is because a model must be trained d(d+1)

2 − 1 times, where d is the
number of dimensions to be considered. As our problem contains 314 dimensions (see Section 3.2), this would
require training a model 49,454 times, which is not possible in a reasonable amount of time. By contrast, sparsity
regularization methods need only be trained once, resulting in feasible computation even for problems with a large
number of variables. Recent theoretical results indicate that the conditions for forward selection to provide good
variable selection are very close to those for `1 regularization [38]. Consequently, we provide a comparison to `1
regularized logistic regression in the next section, which functions as a computationally tractable surrogate for forward
or backward selection methods.

3.3.2. Comparison to `1 and `2 regularization
In order to compare the quality of the predictions obtained with the k-support regularizer to `1 and `2 regularizers,

we perform Wilcoxon signed-rank tests as well as a Kruskal-Wallis test as in Section 3.3.1. The pairwise results are
presented in Figure 2. The Kruskal-Wallis test showed significance with p ≈ 2 × 10−4. To illustrate the performance
of the k-support regularized classifier, we plot its receiver operating characteristic curve (ROC curve). ROC curves
for k-support regularization, `1 regularization, and `2 regularization are shown in Figure 3.

The variables with highest weight in the model learned by k-support regularization are summarized in Table 2.
The obtained list of variables contained covariates that fell into five major groups listed in the order of relevance: 1)
lifetime drug use disorder (covariates describing presents or absence of abuse/dependence on opioids, sedatives, tran-
quilizers, amphetamine, cocaine, inhalants/solvents, hallucinogens, cannabis, and heroin), 2) lifetime mental health
problems (anxiety disorders: panic disorder with or without agoraphobia, agoraphobia with no history of panic disor-
der, generalized anxiety; mood disorders: manic disorder, dysthymia, hypomanic disorder, social phobia), and lifetime
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Figure 1: ROC curves for k-support norm regularized logistic regression, ridge regression, and the curve obtained by selecting the best performing
single variable. The ROC curve for k-support norm regularized logistic regression is substantially higher than the other two curves. The curve for
the single best variable is piecewise linear due to the selection of a categorical variable.


k-sup `1 `2

k-sup 1 0.2059 1.9209e − 06
`1 0.2059 1 1.3536e − 04
`2 1.9209e − 06 1.3536e − 04 1


 k-sup `1 `2

mean 0.7315 0.7265 0.6922
std 0.0255 0.0328 0.0098


Figure 2: Wilcoxon signed rank test performed pairwise between `1, `2 and k-support regularized variants of logistic regression. Both k-support and
`1 regularization perform significantly better than `2 regularization. k-support regularization has a higher AUC than `1 regularization on average.
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Table 2: The highest weighted variables selected from the NESARC database by k-support regularized logistic regression.
NESARC variable name

1 EVER SOUGHT HELP BECAUSE OF DRINKING
2 ANY FULL SISTERS EVER ALCOHOLICS OR PROBLEM DRINKERS
3 SEDATIVE ABUSE DEPENDENCE PRIOR TO THE LAST 12 MONTHS
4 TRANQUILIZER ABUSE DEPENDENCE PRIOR TO THE LAST 12 MONTHS
5 OPIOID ABUSE DEPENDENCE PRIOR TO LAST THE 12 MONTHS
6 HEROIN ABUSE DEPENDENCE PRIOR TO THE LAST 12 MONTHS
7 SEDATIVE ABUSE DEPENDENCE IN LAST 12 MONTHS
8 ADOPTIVE FATHER EVER AN ALCOHOLIC OR PROBLEM DRINKER
9 INHALANT SOLVENT ABUSE DEPENDENCE PRIOR TO THE LAST 12 MONTHS

10 PANIC DISORDER WITH AGORAPHOBIA PRIOR TO THE LAST 12 MONTHS ILLNESS INDUCED
11 AGORAPHOBIA WITH NO HISTORY OF PANIC DISORDER IN LAST 12 MONTHS ILLNESS INDUCED
12 INHALANT SOLVENT ABUSE DEPENDENCE IN LAST 12 MONTHS
13 HEROIN ABUSE DEPENDENCE IN LAST 12 MONTHS
14 AGORAPHOBIA WITH NO HISTORY OF PANIC DISORDER PRIOR TO THE LAST 12 MONTHS
15 COCAINE ABUSE DEPENDENCE IN LAST 12 MONTHS
16 TRANQUILIZER ABUSE DEPENDENCE IN LAST 12 MONTHS
17 ADOPTIVE MOTHER EVER AN ALCOHOLIC OR PROBLEM DRINKER
18 AMPHETAMINE ABUSE DEPENDENCE PRIOR TO THE LAST 12 MONTHS
19 AMPHETAMINE ABUSE DEPENDENCE IN LAST 12 MONTHS
20 HALLUCINOGEN ABUSE DEPENDENCE IN LAST 12 MONTHS
21 HALLUCINOGEN ABUSE DEPENDENCE PRIOR TO THE LAST 12 MONTHS
22 PANIC DISORDER WITH AGORAPHOBIA IN LAST 12 MONTHS ILLNESS INDUCED AND
23 OPIOID ABUSE DEPENDENCE IN LAST 12 MONTHS
24 MANIC DISORDER IN LAST 12 MONTHS ILLNESS INDUCED AND SUBSTANCE INDUCED
25 COCAINE ABUSE DEPENDENCE PRIOR TO THE LAST 12 MONTHS
26 WENT TO COUNSELOR THERAPIST DOCTOR OTHER PERSON FOR HELP TO IMPROVE MOOD
27 STAYED OVERNIGHT IN HOSPITAL BECAUSE OF DYSTHYMIA
28 WENT TO EMERGENCY ROOM FOR HELP BECAUSE OF DYSTHYMIA
29 DOCTOR PRESCRIBED MEDICINE DRUG TO IMPROVE MOOD MAKE YOU FEEL BETTER
30 DYSTHYMIA IN LAST 12 MONTHS ILLNESS INDUCED AND SUBSTANCE INDUCED RULED OUT
31 MANIC DISORDER PRIOR TO THE LAST 12 MONTHS ILLNESS INDUCED AND
32 GENERALIZED ANXIETY IN LAST 12 MONTHS ILLNESS INDUCED AND SUBSTANCE INDUCED
33 BLOOD NATURAL MOTHER EVER AN ALCOHOLIC OR PROBLEM DRINKER
34 CANNABIS ABUSE DEPENDENCE IN LAST 12 MONTHS
35 BLOOD NATURAL MOTHER EVER HAD PROBLEMS WITH DRUGS
36 ALCOHOL ABUSE DEPENDENCE PRIOR TO THE LAST 12 MONTHS
37 DYSTHYMIA PRIOR TO THE LAST 12 MONTHS ILLNESS INDUCED AND SUBSTANCE INDUCED
38 HYPOMANIC DISORDER IN LAST 12 MONTHS ILLNESS INDUCED AND SUBSTANCE INDUCED
39 ANY FULL BROTHERS EVER ALCOHOLICS OR PROBLEM DRINKERS
40 WENT TO COUNSELOR THERAPIST DOCTOR OTHER PERSON FOR HELP WITH PANIC ATTACKS
41 WENT TO EMERGENCY ROOM FOR HELP BECAUSE OF PANIC ATTACKS
42 STAYED OVERNIGHT IN HOSPITAL BECAUSE OF PANIC ATTACKS
43 DOCTOR PRESCRIBE MEDICINE DRUG FOR PANIC ATTACKS
44 NATURAL GRANDMOTHER ON MOTHER S SIDE EVER AN ALCOHOLIC OR PROBLEM DRINKER
45 DOCTOR EVER PRESCRIBE MEDICINE DRUG FOR GENERALIZED ANXIETY
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Figure 3: ROC curves for k-support norm regularization, `1 regularization, and `2 regularization of logistic regression. k-support and `1 regular-
ization perform substantially better than `2 regularization. k-support regularization performs slightly better than `1 regularization on average, but
without statistical significance (see Figure 2). However, k-support regularization is to be favored due to its better handling of correlated variables
(see Section 3.3.4).

alcohol disorder, 3) family history of alcohol use disorder (full siblings, adoptive parents, natural mother, and natural
grandmother) and family history of drug use disorders (natural mother, full siblings, and grandparent) and family his-
tory of mental health problems (natural mother, full sister), 4) type of treatment received for alcohol related problems
(outpatient, inpatient, detoxification, rehabilitation, social services), 5) treatment received for general anxiety disorder

3.3.3. Convergence timing
We evaluate here the empirical performance of the optimization scheme described in Section 2.4 applied to k-

support regularized logistic regression. After fixing λ according to the best performing setting found in the previous,
we have plotted the difference in primal objective over time for varying k (Figure 4). The special case of k = 1
corresponds to FISTA optimization [34] of `1 regularized logistic regression, giving a strong state-of-the-art baseline
method for the relative comparison of empirical convergence. We see that the convergence slows as k is increased,
as has previously been noted by [8], but does not exceed one order of magnitude over the `1 optimization even for
high values of k. In practice, we are likely to be interested in low values of k, which exclude irrelevant variables and
have given the best generalization performance in these experiments. All computation is feasible to perform in a short
amount of time on a single core, and the convergence matches the theoretical bounds given in Equation (18).

3.3.4. Empirical correlation of selected variables
In order to test whether k-support regularized logistic regression is able to automatically select multiple cor-

related variables, we have computed the empirical correlation between selected variables and display this matrix
in graphical form in Figure 5. The variable names correspond to the NESARC Codebook available from http:

//pubs.niaaa.nih.gov/publications/AA70/AA70.htm. We first note that most pairwise correlations are close
to zero, as is expected from a sparsity regularizer. However, for key subsets of related variables, there is high off-
diagonal correlation. This gives strong support that the proposed correlated sparsity regularizer has the desired be-
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Figure 4: Empirical convergence of k-support regularized logistic regression for varying values of k. `1 regularization (k = 1) corresponds to FISTA
optimization (see Section 3.3.3 for details). We use the same k-support code to compute `2 regularization (k = d), although in practice one could
make use of optimization methods for twice-differentiable objective functions in this special case. There is a dependence between k and the speed
of optimization, due to the longer computation required per iteration for larger values of k [8]. All computation times are feasible even on a single
core for standard commercial hardware, with convergence ranging from 1–35 seconds depending on the value of k.
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Figure 5: Empirical correlations between the top variables selected by k-support regularized logistic regression. Variable names are from the
NESARC Codebook. We note that although there is a high degree of independence between variables, there are also significant correlations
between some selected variables, a key benefit of the proposed method. The empirical behavior of the selected variables therefore matches the
expectation of what should be achieved by a properly functioning correlated sparsity regularizer. See Section 3.3.4 for a discussion of these selected
variables.

havior and is able to select multiple related variables. Furthermore, the variables for which there is a high degree of
correlation indicate that the method has been able to automatically account for confounding variables.

We observe high correlations between such pairs of selected variables as for example: dysthymia prior to the
last 12 months (illness-induced and substance-induced ruled out) (DDYSSNISP12) and emergency room treatment
because of dysthymia (S4CQ15B); hospitalization due to dysthymia (S4CQ15A) and emergency room visit due to
dysthymia (S4CQ15B). The level of comorbidity of alcohol use disorders and mood disorders such as dysthymia is
high: persons mood disorders have a 2- to 3-fold increased risk of alcohol use disorders [39, 25]. Secondary alcohol
use disorders may result from self-medication of symptoms of dysthymia with alcohol [40], while dysthymia may
be consequences of alcohol intoxication and/or withdrawal in primary alcohol use disorders [41]. Individuals who
simultaneously suffer from alcohol use disorder and dysthymia may prefer to seek treatment for their dysthymic
disorder, because of lesser stigma, easier access, and simpler reimbursement scheme. This will result in an increase of
unmet need for treatment of their alcohol related problems [11]. Therefore, dysthymia can be considered as a known
confounder.

Treatment in the emergency room because of dysthymia (S4CQ15B) may be considered as a potential cause of
unmet need for alcohol treatment, due to the absence of an integrated treatment of comorbid psychiatric and addictive
conditions [11]. Alcohol use disorder is often not treated by mental health services not specialized in addiction,
therefore individuals with such comorbid conditions may have the impression that their alcohol use problem is not
serious enough to require treatment or that adequate treatment is not available.

A second association is represented by two different types of treatment for dysthymia: hospitalization due to
dysthymia (S4CQ15A) and emergency room visit due to dysthymia (S4CQ15B), in particular its more acute forms.
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Indeed, inclusion of these two variables instead of only one can help us to understand how types of treatment of dys-
thymia influence the unmet treatment for the alcohol use disorder. For the purpose of epidemiological analysis, these
two variables will often be grouped together to represent a variable for treatment of more acute forms of dysthymia.

These observations confirm one of the key hypotheses of the application of k-support norm regularization in an
epidemiological task: that confounders and other correlated variables can be automatically selected, strengthening the
epidemiological analysis.

4. Discussion

4.1. Epidemiological Discussion

Our results obtained with k-support regularized logistic regression and based on a nationally representative sample
of the US adult population show that the three most relevant groups of variables were represented by lifetime alcohol
use disorder, as a major inclusion criteria for the study, lifetime drug use disorder, and lifetime mental health problems.
This is in line with recent epidemiological studies that suggest that alcohol use disorder is in 74.9% co-occurrence
with illegal drug use disorder and that comorbid alcohol use disorder is associated with a two-fold increase in the
likelihood of perceived unmet need for illegal drug use disorder [11]. Furthermore, lifetime alcohol use disorder was
shown to be strongly and significantly associated with lifetime psychiatric disorders [25]. In addition, people with
co-occurring substance and mental health problems tend to prefer to use mental health services instead of specialized
substance use programs [11].

Family history of substance (alcohol, drugs) use disorders and behavioral problems was the fourth most relevant
group of variables. The heritability of alcohol consumption is estimated at 35% to 40% in twin studies [42]. Adoptive
parents with alcohol use disorder increase the probability of their adoptive children to have the same disorder [43].
Furthermore, the aggregation of drug dependence and alcohol dependence within some families suggests common
mechanisms for these disorders [44].

The type of treatment for alcohol use disorder is the fourth most relevant group of variables selected. From an
epidemiological point of view, it is important to evaluate the current state of treatment in the population with alcohol
use disorders in order to give recommendations for the improvement of access to care for these group of people.

Additionally, our model includes variables on treatment receipt for generalized anxiety disorder. The co-occurrence
of generalized anxiety disorder (GAD) and alcohol use disorder (AUD) disorder with the rate of comorbidity ranging
from 8.3% to 56.2% is well documented [45]. GAD was also found to be a relevant factor among individuals with
alcohol use disorder seeking outpatient substance abuse treatment [46].

Overall, variable selection performed with the help of the k-support Regularized Logistic is soundly supported by
the scientific evidence. Selected variables can be used in the study that can lead to recommendation for an improve-
ment of access to treatment among population with alcohol use disorder.

From an epidemiological point of view, variable selection using such a method is useful for identifying the most
important risk factors and disregarding variables that do not add additional information in a reliable and time efficient
way, therefore limiting the number of variables required for statistical analyses and improving the reliability of the
final results. The selected variables may provide a suggestion for data collection for future epidemiological studies.

4.2. Statistical Discussion

Our quantitative evaluation supports the use of k-support norm regularized logistic regression over the compared
methods, `1 and `2 regularized logistic regression. The use of sparsity regularization is firmly associated with signifi-
cant improved empirical performance over `2 regularization and baseline methods, and the k-support norm performed
better on average than `1 regularization, though a Wilcoxon signed rank test was not able to reject the null hypothesis
in the comparison between k-support and `1 regularization on this data. Nevertheless, the k-support norm is to be
preferred over `1 regularization even when statistically tied due to its improved handling of confounding factors and
correlated signals (see Section 3.3.4). This is of particular interest when considering data such as those from NESARC
in which there are a large number of variables incorporating potential confounders and comorbidities.
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5. Conclusions

In this paper, we introduced a novel multi-class generalization of regularized logistic regression using the k-support
norm. We have shown its application to the discovery of predictors of mental health service utilization on a large scale
epidemiological database, NESARC. The results were both qualitatively and quantitatively analyzed, showing statisti-
cally significant improvement of k-support norm regularized logistic regression over `2 regularized logistic regression
and baseline methods, and a statistical tie between k-support regularization and `1 regularization, but with better
average performance and improved statistical characteristics. Qualitative analysis of the ranked variables showed a
clear trend elucidating the relationship between covariates of the primary variable of interest. Discovering factors for
not obtaining help with drinking is a vital public health question, with high societal and public policy impacts, and
k-support regularized logistic regression has shown to be a powerful tool for analyzing this problem.

Acknowledgements

This work was supported in part by the European Commission through ERC Grant 259112, and FP7-MC-CIG
334380. The funding agencies had no involvement in the decision to submit the article for publication.

References

[1] R. Tibshirani, Regression shrinkage and selection via the lasso, Journal of the Royal Statistical Society (Series B) 58 (1) (1996) 267–288.
[2] F. Sha, Y. A. Park, L. K. Saul, Multiplicative updates for l1–regularized linear and logistic regression, in: M. R. Berthold, J. Shawe-Taylor,
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