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EFFECTIVE TRANSMISSION CONDITIONS FOR THIN-LAYER
TRANSMISSION PROBLEMS IN ELASTODYNAMICS. THE CASE OF A

PLANAR LAYER MODEL

Marc Bonnet1, Aliénor Burel2, Marc Duruflé3 and Patrick Joly4

Abstract. This article is concerned with the design, analysis, numerical approximation and imple-
mentation of effective transmission conditions (ETCs) for the propagation of elastic waves through
a thin planar elastic layer with small uniform thickness η which is embedded in a reference elastic
medium, under transient conditions, with both materials assumed to have isotropic properties. A fam-
ily of ETCs of order k (i.e. whose approximation error is of expected order O(ηk+1)) is formulated by
deriving and exploiting a formal asymptotic expansion in powers of η of the transmission solution inside
the layer. The second-order ETCs are then retained as the main focus for the remainder of the article,
and given a full justification in terms of both the stability of the resulting transient elastodynamic
problem and the error analysis. The latter is performed by establishing and justifying asymptotic ex-
pansions for the solutions of both the exact transmission problem and its approximation based on the
second-order ETCs. As a result, the error (in energy norm) between those two solutions is shown to be,
as expected, of order O(η3). Finally, the numerical approximation of the proposed second-order ETC
within the framework of spectral element methods is studied, with special attention devoted to the
selection of a robust time-stepping scheme that is mostly explicit (and conditionally stable). Among
these, a scheme that is implicit only for the interfacial degrees of freedom, termed semi-implicit, is
shown to be stable under the same stability condition as for the layer-less configuration. The main
theoretical results of this work are illustrated and validated by 2D and 3D numerical experiments under
transient elastodynamic conditions.
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April 21, 2015.

1. Introduction

This article is concerned with the design, analysis, numerical approximation and implementation of effective
transmission conditions for the propagation of elastic waves through a thin planar elastic layer with uniform
thickness η. As we consider situations where η may be much smaller than a characteristic wavelength as-
sociated with the source or initial conditions, numerical methods applied to this problem are penalized by
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the computational constraints (in terms of the mesh size, and consequently of the critical time step ∆tc for
conditionally-stable time stepping schemes) induced by the need to geometrically resolve the thin layer. An
idea for avoiding these constraints is to replace the exact transmission conditions by (approximate) effective
transmission conditions (ETCs) that connect the solution on the two sides of the layer boundary, thereby avoid-
ing the need to mesh the layer and solve the exact transmission problem. The main expected computational
benefit lies in preventing ∆tc from becoming very small in the thin-layer limit. Our results will show that this
objective is achieved in practice, with ∆tc essentially independent of η.

The problem of formulating approximate models for configurations involving thin layers is far from new,
especially when considered in connection with wave propagation. In mathematical terms, such situations involve
the asymptotic analysis of a family of partial differential equations that depend on the small parameter η.
Beginning in the early nineties, several authors considered (acoustic or electromagnetic) wave propagation
problems involving media coated with a thin layer made of a different material, their goal being to approximate
the exact transmission problem by means of equivalent boundary conditions in order to simplify the modeling
and numerical solution. Early studies addressed the case of homogeneous thin layers under time-harmonic
conditions [3, 10]; later, periodic thin layers involving a spatial period proportional to η (known as rough
surfaces) have also been considered [1, 8]. Finally, the case of an acoustic layer surrounding an elastic body
has recently been addressed [20]. The natural generalization to transient problems involving thin layers then
presents additional difficulties related to stability in time, which have been addressed in e.g. [14], where non-
linear materials are also considered. For the case of homogeneous layers, the de facto reference methodology of
analysis exploits a rescaling of the through-thickness coordinate and an ansatz for the solution expressed as an
expansion in powers of η (with the exception of [10]). The case of periodic layers is a bit more difficult, and
requires combining the foregoing approaches for thin layers with homogenization methods; this entails using more
sophisticated asymptotic techniques such as multiscale expansions [7] or matched asymptotic expansions [18].
These studies lead in all cases to the formulation of generalized impedance boundary conditions (GIBCs),
which are widely used in the engineering community [22, 23]. Similar conditions also arise in connection with
the scattering of waves by highly conducting obstacles [2,16], with the thin-layer effect replaced by a skin effect.

When the thin layer is embedded within the reference medium, asymptotic methods lead to effective trans-
mission conditions (ETCs) instead of GIBCs. Fewer investigations have so far been devoted to such situations.
Transient electromagnetic problems involving homogeneous layers are considered in [5], while the transmission
of time-harmonic acoustic or electromagnetic waves through rough heterogeneous interfaces is treated in [8].
ETCs for a thin conducting sheet is considered in connection with the eddy current model in [21]. Transmission
conditions for linear elastic media are investigated in [12] under equilibrium (i.e. time-independent) conditions.
An asymptotic model based on integral equations is proposed in [21] for the case of a thin conducting sheet
embedded in a non-conducting space. Generally speaking, the consideration of embedded layers turns out to be
technically more difficult than that of superficial layers, in particular regarding the error analysis in the limit
η → 0. It also leads to more complicated equivalent conditions, and raise stability issues.

To our best knowledge, asymptotic models for either time-harmonic or transient problems involving elastic
thin layers embedded in elastic media have not been studied so far. This work, which draws inspiration from [5],
purports to bridge this gap. Unlike in [5], we restrict ourselves to the case of a planar layer. We however propose
a complete study within this setting, by establishing theoretical results on error analysis and stability, studying
the stability conditions for several time-stepping schemes of a mostly-explicit nature, and performing several
numerical experiments on 2D and 3D configurations under transient conditions.

The article is organized as follows. Section 2 sets the stage for the development of approximate layer models
based on ETCs and states the main results of this work, namely the formulation of the second-order ETC
and its justification in terms of stability in time (Theorem 2.3) and approximation order relative to the exact
transmission problem (Theorem 2.5). The developments underlying these results are given next in Sections 3
and 4. ETCs of arbitrary order are first formulated in Section 3, on the basis of a formal asymptotic expansion
of the displacement inside the layer in powers of η and the analytic derivation of the relationships between
corresponding expansions of displacements and tractions on the layer boundary. The second-order ETC is then
retained as the main focus for the remainder of the article. Asymptotic expansions of both the exact transmission
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solution and its ETC-based approximation are defined and justified in Section 4, allowing to prove Theorem 2.5.
Finally, Section 5 addresses the numerical approximation of the proposed second-order ETC, the selection of a
robust time-stepping scheme and the validation of our main results through numerical experiments.

2. Problem setting and statement of main results

2.1. The elastodynamic transmission problem

Let d = 2, 3. We consider a thin layer of thickness η > 0 of an elastic material occupying the strip

ΩI
η := Rd−1×]− η/2, η/2[⊂ Rd.

The remaining portion of the propagation domain, assumed for simplicity to be unbounded, is thus

ΩE
η := Rd \ ΩI

η = Ω+
η ∪ Ω−η with Ω+

η := Rd−1× ] η/2; +∞[ and Ω−η := Rd−1× ]−∞;−η/2 [,

i.e. Ω+
η and Ω−η are the regions situated above and below the thin layer, respectively. In addition,

∂Ω+
η = Rd−1×{η/2} and ∂Ω−η = Rd−1×{−η/2}

are the upper and lower boundaries of the layer, respectively connected to Ω+
η and Ω−η , while Γ := 1

2 (∂Ω+
η +∂Ω−η )

is the parallel interface located halfway between the two boundaries (Fig. 1). Of course, ∂Ω+
η and ∂Ω−η can be,

in an obvious way, identified to Γ, which will be done implicitly several times in the sequel.

Γ

z

n

n

−η/2
Ω+
η

ΩI
η

Ω−
η

∂Ω+
η

∂Ω−
η

O

η/2

Figure 1. Problem setting

The material occupying the unbounded region ΩE
η is characterized by its (possibly heterogeneous) density ρ

and Lamé coefficients λ, µ in ΩE
η .

The material inside the layer ΩI
η is assumed to be isotropic and homogeneous, i.e. to be characterized by

constant material parameters ρI, λI and µI. Possible extensions of this setting, which are not addressed in this
article, include layers that are either non-planar, anisotropic, heterogeneous or of non-constant thickness.

To give meaning to asymptotic analyses with respect to η, we have to consider a family of problems. For these
problems be well defined, we shall assume that ρ, λ, µ are given functions in Rd satisfying the usual requirements

0 < ρ− ≤ ρ(x) ≤ ρ+ < +∞, 0 < λ− ≤ λ(x) ≤ λ+ < +∞, 0 < µ− ≤ µ(x) ≤ µ+ < +∞, a.e. in Rd, (1)

and that the mass density ρ and Lamé coefficients λ, µ in the exterior domain ΩE
η are the restrictions to ΩE

η of
these functions in Rd still denoted ρ, λ, µ. In other words, the propagation media we consider are η-dependent
perturbations of a fixed (i.e. independent of η) reference medium with ρ, λ, µ defined in the whole space Rd.

We assume for the sake of definiteness that the only excitation undergone by the system results from a given
initial disturbance (i.e. known nonzero initial displacement u0 and velocity u1). Moreover, the support D of the
disturbance u0,u1 is compact and does not intersect the interface Γ, namely there exists η0 such that D b ΩE

η

for any η≤ η0. Other useful assumptions on u0, u1 and ρ, λ, µ will be made precise in Section 2.3.
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Remark 2.1. The developments to follow could easily be adapted to other types of excitations (e.g. body forces)
provided their support D still meets the condition D b ΩE

η for any η≤ η0.

As a consequence of the foregoing assumptions, the elastic displacement fields uI
η(x, t) ∈ Rd in the layer

(x∈ΩI
η) and uE

η (x, t)∈Rd outside the layer (x∈ΩE
η ) satisfy the following elastodynamic equations and initial

conditions: {
ρI∂2

t u
I
η − div σI(uI

η) = 0, in ΩI
η×R+,

uI
η(·, 0) = 0 and ∂tu

I
η(·, 0) = 0, in ΩI

η,
(2)

{
ρ ∂2

t u
E
η − div σ(uE

η ) = 0, in ΩE
η ×R+,

uE
η (·, 0) = u0 and ∂tu

E
η (·, 0) = u1, in ΩE

η ,
(3)

where σ(u) and σI(u) denote the stress tensor in the surrounding and layer material, respectively, given by
Hooke’s law applied to a given displacement u:

(a) σI(u) = λI Tr ε(u) Id + 2µI ε(u), (b) σ(u) = λ Tr ε(u) Id + 2µ ε(u). (4)

Here ε(u) = (∇u +∇Tu)/2 is the linearized strain tensor, where ∇ denotes the (matrix) gradient operator of
vector fields. To any x in the layer ΩI

η, we associate the local parametric coordinates (y, ν) ∈ Γ×] − η/2, η/2[
through

x = y + ν n, x∈ΩI
η, (5)

where n is the unit normal vector to Γ directed towards Ω+
η (see Fig. 1). Assuming the layer and exterior media

to be perfectly bonded, equations (2) and (3) are coupled with transmission conditions on the interfaces ∂ΩE
η :

for every y in Γ, we have

uE
η

(
y,±η/2, t

)
= uI

η

(
y,±η/2, t

)
, t(uE

η )
(
y,±η/2, t

)
= tI(uI

η)
(
y,±η/2, t

)
, (y, t)∈Γ×R+, (6)

where t(u) := σ(u)n and tI(u) := σI(u)n are the traction vectors relative to ΩE
η and ΩI

η.
The problem constituted by (2), (3), (4) and (6) is the exact transmission problem.

2.2. Approximation via effective transmission conditions

As stated in the introduction, the main objective of this work is to replace the exact transmission condi-
tions (6) by (approximate) effective transmission conditions (ETCs) that connect the displacement u+

η on ∂Ω+
η

with the displacement u−η on ∂Ω−η , without requiring the computation of the exact solution of (2, 3, 4, 6), but
in such a way that the exact transmission conditions (6) are approximated within an error that vanishes in the
limit η → 0. To formulate and analyse ETCs, it is convenient to define, for any scalar or vector function f
admitting traces on the layer boundary ∂Ω±η , its generalized jump {f}η by setting

{f}η(y, t) =
( [
f
]
η
(y, t) ,

〈
f
〉
η
(y, t)

)
, (y, t)∈Γ×R+

with
[
f
]
η
(y, t) := f

(
y, η/2, t

)
− f

(
y,−η/2, t

)
,

〈
f
〉
η
(y, t) := 1

2

[
f
(
y, η/2, t

)
+ f

(
y,−η/2, t

)]
. (7)

The transmission condition (6) can then be written, from the perspective of the region ΩE
η exterior to the layer,

in the form
{t(uη)}η = Tη{uη}η, (8)

where Tη is a (nonlocal) DtN transmission operator that can be defined implicitly from the solution of the
interior Dirichlet problem in the layer ΩI

η.
The next idea is that, as η → 0, Tη becomes local and explicit analytical approximations of Tη can be for-

mulated. In other words, we seek local operators Tk
η (k ∈N) that approximate the exact non-local transmission
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operator Tη in the sense that the elastodynamic displacement field ũη in ΩE
η satisfying (3), (4b) and

{t(ũη)}η = Tk
η{ũη}η on ∂ΩE

η ×R+

approximates the solution uE
η of the exact transmission problem (2, 3, 4, 6) within a O(ηk+1) error.

As it will be seen later, the operators Tk
η will involve tangential differential operators on the layer boundary,

whose derivation will result from analytically solving differential equations in the rescaled normal coordinate
s := ν/η. Tangential and normal derivatives thus need to be distinguished. We accordingly recall definitions
of usual tangential differential operators on Γ for the three-dimensional case. The tangential gradient ∇Γ and
tangential divergence divΓ on Γ are defined by

∇u(x) = ∇Γu(x) + (∇u(x) · n)n, divv(x) = divΓ v(x) +∇(v · n)(x) · n, x = (y, 0)∈Γ (9)

for any sufficiently regular fields u and v defined in a neighborhood of Γ (u is scalar, vector- or tensor-valued;
v is vector- or tensor-valued). Letting (e1, e2) denote an orthonormal basis on Γ and y = y1e1 +y2e2, one has

∇Γu(x) = ∂1u(x)e1 + ∂2u(x)e2, divΓ v(x) = ∂1v(x) · e1 + ∂2v(x) · e2, x = (y, 0)∈Γ

Remark 2.2. The 2D plane strain case (in the (x1, x3) plane) can be recovered from the 3D case by (i) setting
uI
η ·e2 = uE

η ·e2 = 0 and (ii) reducing the spatial dependence of all field variables to coordinates (x1, x3). Hence,
all partial derivatives ∂2 are suppressed from the tangential differential operators, whose definition becomes
∇Γ u = (∂1u) e1 and divΓ u = (∂1u) · e1.

A formal derivation (Section 3) shows that the generalized jumps of the traction t(uE
η ) and displacement uE

η

on the layer boundary are linked, for any integer k≥ 1, by relationships of the form

η
〈
tI(uI

η)
〉
η

=
∑

0≤2j≤k−1

{
η2j+1 C2j+1

〈
uE
η

〉
η

+ η2j D2j

[
uE
η

]
η

}
+O(ηk+1)

η
[
tI(uI

η)
]
η

= 2
∑

1≤2j+1≤k−1

{
η2j+2 C2j+2

〈
uE
η

〉
η

+ η2j+1 D2j+1

[
uE
η

]
η

}
+O(ηk+1).

where Cm ≡ Cm(∇Γ, ∂t) and Dm ≡ Dm(∇Γ, ∂t) are differential operators of order m whose precise (recursive)
definition is given in Lemma 3.5. Neglecting the O(ηk+1) remainder in the above formulas yields the definition
of the local transmission operator Tk

η. In particular, the case k = 2 yields the following second-order ETC, on
which the remainder of this article will focus:{

η
〈
t(ũη)

〉
η

= A
[
ũη
]
η

+ η B(∇Γ)
〈
ũη
〉
η

(a)

η
[
t(ũη)

]
η

= η B?(∇Γ)
[
ũη
]
η

+ η2
(
ρI ∂2

t − P2(∇Γ)
) 〈

ũη
〉
η

(b)
in Γ×R+ (10)

where A∈R3,3 is the diagonal matrix

A = Diag
(
µI, µI, λI + 2µI

)
, (11)

B and B? are first order tangential differential operators, mutually adjoint in
(
D(Γ)3,D′(Γ)3

)
, given for the

3-D case by
B(∇Γ)u = µI∇Γ (u · n) + λI (divΓ u)n,

B?(∇Γ)u = −λI ∇Γ (u · n)− µI (divΓ u)n,
(12)

and P2 is the second order symmetric tangential differential operator given for the 3-D case by

P2(∇Γ)u = (λI + µI)∇Γ (divΓ u) + µI ∆Γu (13)

(in the sequel, the argument ∇Γ of tangential differential operators will often be omitted for brevity, e.g. writing
B?u instead of B?(∇Γ)u). The displacement ũη corresponding to the second-order ETC therefore solves the
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effective transmission problem (3, 4a, 10). The following results provide the theoretical justification of this ETC
model by establishing its stability in time and the approximation order achieved by ũη.

2.3. Stability and accuracy of the second-order effective transmission solution

The rigorous asymptotic analysis of the family of problems (2, 3, 4, 6) clearly requires appropriate regularity
assumptions on the initial data (u0,u1) and on the coefficients (ρ, λ, µ). Our purpose not being to find the
minimal regularity assumptions, we shall restrict ourselves to sufficient conditions. Their formulation requires
some concepts and formalism from the regularity theory of linear hyperbolic PDEs [11, Sec. 7.2], [17].

2.3.1. Preliminary notation and recapitulation
In what follows, we define for each η > 0, the functions (ρη, λη, µη) as

(ρη, λη, µη) ≡ (ρ, λ, µ) in ΩE
η , (ρη, λη, µη) ≡ (ρI, λI, µI) in ΩI

η. (14)

Accordingly, we define, for any v ∈ H1(Rd) d

ση(v) = λη Tr ε(v) Id + 2µη ε(v). (15)

Let Dη be the space (a dense subspace of L2(Rd) d) defined by Dη =
{
v ∈ H1(Rd)d / div ση(v) ∈ L2(Rd)d},

and Aη ∈ L
(
Dη, L

2(Rd)d
)
be the differential operator associated to the elasticity system for (ρη, λη, µη):

Aηv = ρ−1
η div ση(v), ∀ v ∈ Dη (16)

Let D(Aη) = Dη. By induction on k≥ 1, we then define

D(Ak+1
η ) =

{
v ∈ D(Akη) / Aηv ∈ D(Akη)

}
, (17a)

D(Ak+1/2
η ) =

{
v ∈ D(Akη) / Akηv ∈ H1(Rd) d

}
. (17b)

Finally we define the space D(A∞η ) (also a dense subspace of L2(Rd)d) by

D(A∞η ) =
⋂∞

k=1
D(Akη) (18)

In the same way, we define A, D(A), D(Ak) and D(A∞) by simply replacing (ρη, λη, µη) by (ρ, λ, µ).
From the classical theory of strong solutions of linear second order hyperbolic equations, we know that if the

initial data satisfy
(u0,u1) ∈ D(Akη)×D(Ak−1/2

η ), k ≥ 1, 2k ∈ N (19)
then the solution uη of (2, 3, 4, 6) satisfies

uη ∈
⋂2k

m=1
C2k−m(R+;D(Am/2η )

)
. (20)

Note that a way to ensure (19) for any 2k ∈ N and any η small enough (η ≤ η0) is to impose that

(u0,u1) ∈
⋂+∞

k=1
D(Ak)×D(Ak−1/2), and η0 := dist

(
supp u0 ∪ supp u1,Γ

)
> 0. (21)

Next, we denote for any 0 ≤ η < η?,

Ωη,η? =
{

(y, ν) ∈ Rd
∣∣ η/2 < |ν| < η?/2

}
. (22)

By Korn’s inequality and interior elliptic regularity (e.g. [19, Thms. 10.2 and 4.16]), we know that:

(ρ, λ, µ) ∈W k−1,∞(Ω0,η?
)

=⇒ D(Akη) ⊂ H2k(Ωη,η? ∪ ΩI
η)d, ∀ η < η?. (23)
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As a consequence, we deduce that if the coefficients verify

(ρ, λ, µ) ∈
⋂+∞

k=0
W k,∞(Ω0,η?

)
(24)

(implying their infinite smoothness from both sides of Γ by virtue of Sobolev embedding, e.g. [13, Thm. 7.10])
and if (21) is satisfied, the field uη has the (local) C∞ regularity property

uη ∈ Cm
(
R+;Hr

(
Ωη,η? ∪ ΩI

η

) )
, ∀ m > 0, r > 0, ∀ η < min (η0, η

?). (25)

Moreover, from energy estimates [11, Sec. 7.2, Thm. 5], for any m ≥ 1, one has uniform estimates of the type

sup
0≤t≤T

{
‖∂mt uη(·, t)‖

Hr
(

Ωη,η?
) + ‖∂mt uη(·, t)‖

Hr
(

ΩI
η

)} ≤ Cr,m . (26)

2.3.2. Main results
The well-posedness and uniform (in η) stability in time of problems (3, 4a, 10) is a preliminary step for the

error analysis of the ETCs. It is a consequence (using standard theory of linear evolution equations) of an
energy conservation result. In what follows u · v denotes the usual scalar product in R3 while σ : ε denotes the
scalar product of two 3 × 3 matrices: σ : ε :=

∑3
i,j=1 σij εij . Moreover, it is useful to introduce a somewhat

unusual notation: to any vector field u defined in ΩE
η , we associate its "interface discrete gradient" and "interface

discrete strain tensor" as the tensor fields on Γ defined by:

∇η,Γ u :=


∂1

〈
u1

〉
η

∂1

〈
u2

〉
η

∂1

〈
u3

〉
η

∂2

〈
u1

〉
η

∂2

〈
u2

〉
η

∂2

〈
u3

〉
η

η−1
[
u1

]
η

η−1
[
u2

]
η

η−1
[
u3

]
η

 , εη,Γ(u) :=
1

2

(
∇η,Γ u + (∇η,Γ u)T

)
(27)

In the same way, we shall denote ∇Γ

〈
u
〉
the 2×3 matrix made of the first two lines of ∇η,Γ u.

We can now state (and then prove) our energy conservation result:
Theorem 2.3. Sufficiently regular solutions ũη of (3, 4b, 10) satisfy the a priori energy estimate:

d

dt

(
EE
η

(
ũη, t

)
+ η E I

η

(
ũη, t

))
= 0 (28)

where EE
η is the elastodynamic energy of ũη in the exterior domain ΩE

η :

EE
η

(
ũη, t

)
:=

1

2

∫
ΩE
η

ρ
∣∣∂tũη∣∣2 dx +

1

2

∫
ΩE
η

σ(ũη) : ε(ũη) dx (29)

and with E I
η defined by (trσ :=

∑3
i=1 σii denotes the trace of any 3× 3 matrix σ)

E I
η

(
ũη, t

)
:=

1

2

∫
Γ

ρI
∣∣∣〈∂tũη〉η∣∣∣2 dy +

1

2

∫
Γ

(
λI (tr εη,Γ(ũη))2 + 2µI εη,Γ(ũη) : εη,Γ(ũη)

)
dy. (30)

In (29) and (30), the integrands are evaluated at time t.
The proof of this result relies on the following lemma.
Lemma 2.4. Let w denote any sufficiently smooth solution of (3) in ΩE

η . Its energy EE
η , defined by (29), is

such that
1

2

d

dt
EE
η

(
w, t) +

∫
Γ

( 〈
t(w)

〉
η
·
[
∂tw

]
η

+
[
t(w)

]
η
·
〈
∂tw

〉
η

)
dy = 0 (31)
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Proof. Taking the inner product of the balance equation ρ∂2
tw− divσ(w) = 0 with ∂tw, integrating the result

over ΩE
η and applying Green’s theorem yields (with the unit normal orientation as in Fig. 1)

ρ

∫
ΩE
η

∂2
tw · ∂tw dx +

∫
ΩE
η

σ(w) : ε(∂tw) dx +

∫
∂Ω+

η

t(w) · ∂tw dy −
∫
∂Ω−

η

t(w) · ∂tw dy = 0

Then, identity (31) follows from using

(t(w) · ∂tw) |∂Ω+
η
−(t(w) · ∂tw) |∂Ω−

η
=
〈
t(w)

〉
η
·
[
∂tw

]
η

+
[
t(w)

]
η
·
〈
∂tw

〉
η
. �

We now prove Theorem 2.3, with the help of Lemma 2.4.

Proof of Theorem 2.3. We start by setting w = ũη in identity (31) of Lemma 2.4 and using the ETCs (10) in
the integral, to obtain

1

2

d

dt
EE
η

(
ũη, t

)
+ η

∫
Γ

( (
ρI ∂2

t − P2

)〈
ũη
〉
η

+ η−1B?
[
ũη
]
η

)
·
〈
∂tũη

〉
η

dy

+

∫
Γ

(
η−1A

[
ũη
]
η

+ B
〈
ũη
〉
η

)
·
[
∂tũη

]
η

dy = 0.

Observing, using (13) and an integration by parts along Γ, that

−
∫

Γ

P2

〈
ũη
〉
η
·
〈
∂tũη

〉
η

dy =
1

2

d

dt

∫
Γ

(
(λI + µI)

∣∣ divΓ

〈
ũη
〉
η

∣∣2 + µI
∣∣∇Γ

〈
ũη
〉
η

∣∣2) dy

and that, since B? is the L2(Γ)-adjoint of B,∫
Γ

(
B?
[
ũη
]
η
·
〈
∂tũη

〉
η

+ B
〈
ũη
〉
η
·
[
∂tũη

]
η

)
dy =

d

dt

∫
Γ

B
〈
ũη
〉
η
·
[
ũη
]
η

dy,

we easily obtain the identity (28) with

E I
η

(
ũη, t

)
=

1

2

∫
Γ

ρI
∣∣∣〈∂tũη〉η∣∣∣2 dy +

1

2

∫
Γ

(
(λI + µI)

∣∣ divΓ

〈
ũη
〉
η

∣∣2 + µI
∣∣∇Γ

〈
ũη
〉
η

∣∣2) dy

+

∫
Γ

( 1

2
η−2A

[
ũη
]
η
·
[
ũη
]
η

+ η−1B
〈
ũη
〉
η
·
[
ũη
]
η

)
dy. (32)

We conclude by making the nice observation that, using expressions (11) of the matrix A and (12) of the
operator B, E I

η

(
ũη, t

)
can be recast in the form (30); the details of this derivation are left to the reader. �

In Section 4, we prove the following error estimates for uE
η − ũη in the energy norm, where uE

η is the solution
of the exact problem (2, 3, 4, 6) whereas ũη is the solution of the approximate model with conditions (10). For
this, we are led to make some regularity assumptions on the initial data (u0,u1).

Theorem 2.5. Assume that the initial data (u0,u1) satisfy the regularity assumption (21) and the coefficients
in the reference medium satisfy the regularity assumption (24). Let ũη be the solution of the approximate problem
(3, 4a, 10) and let uE

η the solution of the exact problem (2, 3, 4, 6). There exists, for any duration T ∈ [0,+∞[,
a constant C(T ) > 0 depending on (u0,u1), (ρ, λ, µ) and (ρI, λI, µI) and independent of η, such that:

sup
06t6T

{∥∥∂t(uE
η − ũη)(·, t)

∥∥
L2(ΩE

η )
+
∥∥(uE

η − ũη)(·, t)
∥∥
H1(ΩE

η )

}
6 C(T ) η3.
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Remark 2.6. It is clear that the very strong regularity assumptions (21, 24) are not necessary for Theorem 2.5
to hold. However, they appear more or less necessary to justify at any order the formal asymptotic expansion of
Section 3.1. A possible, albeit tedious, study might consist in determining by how much such assumptions can
be weakened. Solving this issue is of marginal usefulness at best for the expected applications of this work.

3. Derivation of the effective transmission conditions

In this section, a formal asymptotic expansion for the displacement uI
η is derived and used for defining

equivalent transmission conditions. These results will then be justified rigorously in Section 4.

3.1. Scaled asymptotic expansion

We start by considering an asymptotic expansion in powers of the layer thickness η for the interior solution
uI
η, making the following ansatz:

uI
η(x, t) = U0

(
y, η−1ν, t

)
+ ηU1

(
y, η−1ν, t

)
+ η2 U2

(
y, η−1ν, t

)
+ . . . x = (y, ν)∈ΩI

η. (33)

where the Uk are defined on Γ× [− 1
2 ,

1
2 ]×R+. The ansatz (33) implies in particular analogous expansions for

the traces of the displacement and the traction vectors on the layer boundary. We therefore have

uI
η(y,±η/2, t) = u0

±(y, t) + η u1
±(y, t) + η2 u2

±(y, t) + . . . , (34)

where the u`± are defined on ∂Ω±η ×R+ as the traces of the U`: u`±(y, t) = U`(y,± 1
2 , t), and

tI(uI
η)(y,±η/2, t) = t0

±(y, t) + η t1
±(y, t) + η2 t2

±(y, t) + . . . (35)

Remark 3.1. We consider for this section an expansion of the interior solution uI
η only. An asymptotic

expansion of the exterior solution uE
η will be needed later and established in Section 4.

Remark 3.2. By analogy with the generalized jumps and averages defined in (7), we shall denote (all quantities
depend on (y, t) but this dependence is omitted for simplicity):

{uk} =
( 〈

uk
〉
,
[
uk
] )
, with

〈
uk
〉

= 1
2

(
uk+ + uk−

)
,
[
uk
]

= uk+ − uk−. (36)

and the same for {tk} :=
( 〈

tk
〉
,
[
tk
] )

in such a way that, as a consequence of (34, 35)

{uI
η}η = {u0}+ η {u1}+ η2 {u2}+ . . . , {tI(uI

η)}η = {t0}+ η {t1}+ η2 {t2}+ . . .

The scaling s = ν/η is now introduced in the representation (5), in order to express the ansatz (33) in terms
of coordinates (y, s) in the fixed normalized strip ΩI

1:

(y, ν)∈ΩI
η = Γ×

[
− η/2, η/2

]
7→ (y, s)∈ΩI

1 = Γ×
[
− 1

2 ,
1
2

]
. (37)

This scaling implies the differentiation rule ∂ν ↔ η−1∂s. To obtain equations for the Uk involved in the ansatz
(33), the governing equations inside the layer must be rescaled accordingly. To this purpose, the tangential
and normal derivatives in the interior balance equation (2) and the constitutive equation (4) are first separated
using definitions (9). In particular, one computes that

div σ(uI
η) = P2 u

I
η + P1 ∂νu

I
η +A∂2

νu
I
η, (38)

with A, P2 as given by (11, 13) and where P1 is the skew-symmetric first-order tangential differential operator

P1(∇Γ)u = B(∇Γ)− B?(∇Γ) ≡ (λI + µI)
(
∇Γ(u · n) + (divΓ u)n

)
(39)
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(with B as defined in (12)), while the traction vector on ∂ΩE
η is given by

tI(uI
η) = BuI

η +A∂νu
I
η. (40)

Finally, equation (2) is found to take the form

ρI∂2
t u

I
η − P2 u

I
η − P1 ∂νu

I
η −A∂2

νu
I
η = 0, (41)

Now, we substitute the ansatz (33) in equations (41), (34) and (35) (using (40) and rescaling the normal
derivatives according to (37)). The equations below (where the label (a) refers to equations inside the layers,
(b) to the continuity of displacements and (c) to the continuity of tractions) satisfied by each Uk in the rescaled
layer ΩI

1 := Rd−1×]− 1/2, 1/2[ (i.e. ΩI
η with η = 1) and on its boundary ∂Ω±1 := Rd−1×{±1/2} are then found

by a term-by-term identification of the resulting expansions in powers on η obtained from (41) (for equations
(a)), (34) (for equations (b)) and (35) (for equations (c)):

(a) A∂2
sU

0 = 0 in ΩI
1

(b) {U0}1 = {u0} on ∂Ω±1 (k = 0) (42)

(c) A∂sU
0 = 0 on ∂Ω±1

(a) A∂2
sU

1 = −P1 ∂sU
0 in ΩI

1

(b) {U1}1 = {u1} on ∂Ω±1 (k = 1) (43)

(c) t0
± = A∂sU

1 + BU0 on ∂Ω±1

(a) A∂2
sU

k =
(
ρI ∂2

t − P2

)
Uk−2 − P1 ∂sU

k−1 in ΩI
1

(b) {Uk}1 = {uk} on ∂Ω±1 (k > 2) (44)

(c) tk−1
± = A∂sU

k + BUk−1 on ∂Ω±1

Systems (42), (43) and (44) are exploited analytically, by induction on k. This can be done in any of several
ways; the one we adopt here is in the spirit of constructing DtN operators. In each system (43, 44), the
subsystem (a,b) is then seen as a Dirichlet problem inside the layer for the differential operator ∂2

s (the variables
(y, t) being treated as parameters). Solving these systems for the Uk yields them in function of the exterior
Dirichlet traces; more precisely, Uk is found as a k-th degree polynomial in s whose coefficients depend on the
exterior traces {u`} (0≤ `≤ k). Then, equation (c) allows us to compute the traction coefficients tk−1

± (there
is an natural index shift due to normal differentiation) as functions of the same {u`} (0≤ `≤ k).
System (42) (k = 0). The case k = 0 has a particular status in the sense that it simply allows to check that,
since the limit problem when η tends to 0 consists in simply ignoring the presence of the layer, the zeroth-order
contribution to the displacement field is continuous. Indeed, solving (42a,b) leads to

U0(y, s, t) =
〈
u0
〉

+
[
u0
]
s.

(the dependence on (y, t) of jumps and averages, e.g.
[
u0
]
or
〈
t1
〉
, being suppressed here and thereafter for

notational convenience). Then equation (42c) yields[
u0] = 0, U0(y, s, t) =

〈
u0
〉
, (y, s)∈ΩI

1, t∈R+. (45)

System (43) (k = 1). Solving equations (43a,b), with U0 given by (45), yields

∀ (y, s, t) ∈ Rd−1×
[
− 1

2 ,
1
2

]
×R+, U1(y, s, t) =

〈
u1
〉

+
[
u1
]
s. (46)
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Then ∂sU1 =
[
u1
]
, so that, using (45), equation (43c) provides the relationships[

t0
]

= 0,
〈
t0
〉

= A
[
u1
]

+ B
〈
u0
〉
. (47)

System (44) (k≥ 2). Equations (44a,b) can be solved recursively for any k≥ 2, as summarized in the following
lemma whose proof is deferred to Appendix A. In order to state this lemma in a concise way, it is useful to
introduce the two tangential differential operators

Q1 ≡ Q1(∇Γ) := −A−1 P1, Q2 ≡ Q2(∇Γ, ∂t) := A−1
(
ρI ∂2

t − P2

)
(48)

Lemma 3.3. The solution to the Dirichlet problem (44a,b) is given by

U`(y, s, t) =
∑̀
j=0

{
Xj(s,∇Γ, ∂t)

〈
u`−j

〉
+ Yj−1(s,∇Γ, ∂t)

[
u`−j+1

] }
(49)

where the differential operators Xj(s) ≡ Xj(s,∇Γ, ∂t) and Yj−1(s) ≡ Yj−1(s,∇Γ, ∂t) (j ≥ 0) are defined recur-
sively by the relations

X0(s) = 1, X1(s) = 0, Y−1(s) = 0, Y0(s) = s, (50a)

Xj(s) = S
(
Q1 ∂sXj−1(s) +Q2 Xj−2(s)

)
, Yj−1(s) = S

(
Q1 ∂sYj−2(s) +Q2 Yj−3(s)

)
(j ≥ 2), (50b)

with the linear operator S defined for any operator-valued function s 7→ F(s) by

[SF ](s) =

∫ s

−1/2

(
s− 1

2

)(
s′+ 1

2

)
F(s′) ds′ +

∫ 1/2

s

(
s+ 1

2

)(
s′− 1

2

)
F(s′) ds′

More precisely, Xj(s) and Yj(s) are (operator-valued) polynomials in s of degree j and j+1, respectively, having
boundary values Xj(± 1

2 ) = Yj−1(± 1
2 ) = 0 (j ≥ 2) and verifying the parity properties

Xj(−s) = (−1)jXj(s), Yj(−s) = (−1)j+1Yj(s). (50c)

Moreover for each s, Xj(s) and Yj(s) are homogeneous linear differential operators in (y, t) of order j.
Remark 3.4. With the definitions of Lemma 3.3, equation (49) for k= 0, 1 agrees with (45) and (46), respec-
tively. Moreover, it is shown in Appendix A that:

X2(s) = 1
2

(
s2 − 1

4

)
Q2, Y1(s) = 1

2

(
s2 − 1

4

)
Q1 (51)

3.2. Derivation of Equivalent Transmission Conditions

Let us introduce the differential operators Cj ≡ Cj(∇Γ, ∂t) and Dj ≡ Dj(∇Γ, ∂t) of order j given by

Cj(∇Γ, ∂t) = A∂sXj( 1
2 ,∇Γ, ∂t) + δj,1 B(∇Γ). Dj(∇Γ, ∂t) = A∂sYj( 1

2 ,∇Γ, ∂t) + 1
2 δj,1 B(∇Γ) (52)

In particular, using (50a), (51) and (39), we compute that:

C1 = B, C2 = 1
2

(
ρI ∂2

t − P2

)
, D0 = A, D1 = 1

2 B?.

Lemma 3.5. The coefficients t`± in expansion (35) are such that their averages and jumps, as defined in
Remark 3.2, are given by 〈

t`
〉

=
∑

0≤2j≤`

{
C2j+1

〈
u`−2j

〉
+D2j

[
u`−2j+1

]}
, (53a)

[
t`
]

=
∑

1≤2j+1≤`
2
{
C2j+2

〈
u`−2j−1

〉
+D2j+1

[
u`−2j

]}
, (53b)
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Proof. The proof requires computing t`± as given by (44c), which in turn needs formulas for ∂sU`(± 1
2 ,y, t).

Differentiating (49) with respect to s, evaluating the result for s=± 1
2 and noting that ∂sX0 = ∂sY−1 = 0 by

virtue of definitions (50a) and (52) yields

A∂sU
`(y,± 1

2 , t) = A
∑̀
j=1

{
∂sXj(± 1

2 )
〈
u`−j

〉
+ ∂sYj−1(± 1

2 )
[
u`−j+1

]}
Then, we rewrite the above sum by (i) exploiting for s = − 1

2 the parity properties

∂sXj(− 1
2 ) = (−1)j+1∂sXj( 1

2 ), ∂sYj(− 1
2 ) = (−1)j∂sYj( 1

2 )

that follow directly from (50c), (ii) expressing Xj( 1
2 ), Yj( 1

2 ) in terms of Cj , Dj by invoking (52), and (iii) noting
that

〈
u`−1

〉
± 1

2

[
u`−1

]
= U`−1(± 1

2 ), to obtain

A∂sU
`(y,± 1

2 , t) =
∑̀
j=1

(±1)j+1
{
Cj
〈
u`−j

〉
+Dj−1

[
u`−j+1

]}
− BU`−1(y,± 1

2 , t) (54)

Now, we evaluate t`± by applying (44c) with k= `+1, with the help of (54) with ` replaced by `+1, to obtain

t`± =

`+1∑
j=1

(±1)j+1
{
Cj
〈
u`+1−j〉+Dj−1

[
u`+2−j]}

The sought results (53a,b) finally follow straightforwardly from computing
〈
t`
〉

= (t`++t`−)/2 and
[
t`
]

= t`+−t`−
by means of the above expression of t`±. �

Now, let expansion (35) be evaluated with the help of Lemma 3.5. Multiplying (53a) and (53b) by η`, summing
the resulting identities over 0≤ `≤ k, using where relevant that

[
u0
±
]

= 0 and inverting the sums over j and `,
one obtains after some manipulations

〈
t(k)
η

〉
:=

k∑
`=0

η`
〈
t`
〉

=
∑

0≤2j≤k

k∑
`=2j

η`
{
C2j+1

〈
u`−2j

〉
+D2j

[
u`−2j+1

]}
=

∑
0≤2j≤k

{
η2j C2j+1

〈
u(k−2j)
η

〉
+ η2j−1D2j

[
u(k−2j+1)
η

]}
(55a)

[
t(k)
η

]
:=

k∑
`=0

η`
[
t`
]

=
∑

1≤2j+1≤k

k∑
`=2j+1

2 η`
{
C2j+2

〈
u`−2j−1

〉
+D2j+1

[
u`−2j

]}
=

∑
1≤2j+1≤k

2
{
η2j+1 C2j+2

〈
uk−2j−1
η

〉
+ η2j D2j+1

[
uk−2j
η

]}
, (55b)

where
〈
u

(k)
η

〉
:=
∑k
`=0 η

`
〈
u`
〉
and

[
u

(k)
η

]
:=
∑k
`=0 η

`
[
u`
]
. Now, assuming that, according to what is expected,

uI
η(y,±η/2, t)−

(
u0
±(y, t) + ηu1

±(y, t) . . .+ ηmum± (y, t)
)

= O(ηm+1)

tI(uI
η)(y,±η/2, t)−

(
t0
±(y, t) + ηt1

±(y, t) . . .+ ηmtm± (y, t)
)

= O(ηm+1)

hold for any integer m, equations (55a,b) can be recast in the form

η
〈
tI(uI

η)
〉
η

=
∑

0≤2j≤k−1

{
η2j+1 C2j+1

〈
uI
η

〉
+ η2j D2j

[
uI
η

]}
+O(ηk+1) (56a)
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η
[
tI(uI

η)
]
η

= 2
∑

1≤2j+1≤k−1

{
η2j+2 C2j+2

〈
uI
η

〉
+ η2j+1 D2j+1

[
uI
η

]}
+O(ηk+1). (56b)

For given k, these identities therefore define, upon dropping theO(ηk+1) term, an approximate local transmission
operator Tk

η which is formally of order k + 1 in accuracy and involves differential operators in (y, t) of order k,
while the limiting case k → +∞ formally defines the exact nonlocal transmission operator Tη involved in (8).

In particular, setting k= 2 in the above relations yields the equivalent transmission conditions (10), on which
we will focus for the remainder of this article.

We will prove that the system (3, 4a, 10) is well-posed, uniformly stable (when η varies) and that its solution
ũη approximates, under suitable assumptions, the exact transmission solution uη within an O(η3) error.

Remark 3.6. Using the approximate operator Tk
η a priori defines approximate transmission conditions of

arbitrary accuracy. However, it is not clear at all that such transmission conditions lead to well-posed and
uniformly stable evolution problems when k > 2: the example of boundary value problems for the wave equation
[24] even suggests that it should not be the case. Transforming the transmission conditions issued from (56a,b),
such as replacing Taylor expansions by Padé-like approximations (as in the case of absorbing boundary conditions
[9] or generalized impedance conditions for strongly absorbing obstacles [16]) might remedy this problem. This
is however out of the scope of this paper.

4. Asymptotic analysis of the ETC of order 2

The aim of this section is to prove Theorem 2.5, i.e. justify the order of approximation between the solution
of the exact transmission solution uE

η and the effective transmission solution ũη based on the second-order
ETC (10), using stability results (Theorem 2.3). Instead of working directly on the difference uE

η − ũη, we
apply the well-known technique of using separate asymptotic expansions of uE

η and ũη (see for instance [20],
or [15,16] for the electromagnetic case), which are introduced and justified in Sections 4.1 and 4.2, respectively.
Theorem 2.5 is then easily proven, as shown in Section 4.3.

4.1. Asymptotic expansion of the exact transmission solution

For a given integer k≥ 0, an asymptotic k-th order expansion u
(k)
η of the exact transmission solution uη, of

the form
u(k)
η (x, t) = u0

η(x, t) + η u1
η(x, t) + . . .+ ηkukη(x, t), in Rd×R+ (57)

is now introduced . Let us emphasize that that the terms ukη(x, t) in the expansion (57) depend on η mainly
because their restrictions to ΩE

η and ΩI
η, namely u`,Eη and u`,Iη , are defined separately (as explained below) in

domains which depend on η. In some sense they may be treated as independent of η. This will be formalized
with Lemma 4.1.

4.1.1. Definition of the restrictions u`,Eη of u`η in the exterior domain ΩE
η

The u`,Eη are defined, inductively on `, as the solution of particular evolution problems. First, each u`,Eη
satisfies the field equation

ρ ∂2
t u

`,E
η − div σ(u`,Eη ) = 0, in ΩE

η ×R+, (58a)
and the initial conditions

u0,E
η (·, 0) = u0 and ∂tu

0,E
η (·, 0) = u1,

u`,Eη (·, 0) = 0 and ∂tu
`,E
η (·, 0) = 0 (`> 0),

(58b)

Then, the transmission conditions for u`,Eη are suggested by the relations given in Lemma 3.5, used in such a
way that the conditions for u`,Eη only involve the um,Eη for m≤ `. Hence, for ` = 0, the transmission conditions
for u0,E

η are simply chosen as [
u0,E
η

]
η

= 0,
[
t(u0,E

η )
]
η

= 0 in Γ×R+ (58c)
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while those for all u`,Eη (`≥ 1) are chosen as suggested by relations (55a,b) found in Section 3.2, i.e.:〈
t(u`−1,E

η )
〉
η

=
∑

0≤2j≤`−1

{
C2j+1

〈
u`−2j−1,E
η

〉
η

+D2j

[
u`−2j,E
η

]
η

}
, (58d)

[
t(u`,Eη )

]
η

=
∑

1≤2j+1≤`
2
{
C2j+2

〈
u`−2j−1,E
η

〉
η

+D2j+1

[
u`−2j,E
η

]
η

}
, (58e)

The reader will realize that imposing (58d) and (58e) amounts to assigning known values (from the previous
steps of the recursion) to the jumps

[
t(u`,Eη )

]
η
and

[
u`,Eη

]
η
. Indeed, since D0 = A, (58d) yields

A
[
u`,Eη

]
η

=
〈
t(u`−1,E

η )
〉
η
−

∑
1≤2j+1≤`

C2j+1

〈
u`−(2j+1),E
η

〉
η
−

∑
2≤2j≤`−1

D2j

[
u`−2j,E
η

]
η

(58f)

where the right hand side involves all um,Eη for m<` while (58e) can be rewritten (since D1 = 1
2B?) as[

t(u`,Eη )
]
η

=
∑

1≤2j+1≤`
2 C2j+2

〈
u`−(2j+1),E
η

〉
η

+
∑

2≤2j≤`−1

2D2j+1

[
u`−2j,E
η

]
η

+ B?
[
u`,Eη

]
η

(58g)

Equations (58a, 58b, 58f, 58g) correspond to a standard elastodynamic transmission problem. They define each
u`,Eη (`> 0) in ΩE

η , recursively in `, while u0,E
η is defined by (58a, 58b, 58c) (see also the proof of Lemma 4.1).

Is is not difficult, albeit rather tedious, to establish uniform estimates in η of the coefficients. In particular,
we shall use in the sequel the following estimates:

Lemma 4.1. Assume that (21, 24) are satisfied. Then, each function u`,Eη is of class C∞ (in space and time)
in Ωη,η? × R+. Moreover, for any m ∈ N, any multi-index α ∈ Nd and any T > 0, there exists a constant
CE
`,m,α(T ), independent of η (but depending on the initial data) such that

∀ t∈ [0, T ],
∥∥∂mt ∂αu`,Eη (·, t)‖L2(ΩI

η) 6 C
E
`,m,α(T ) (59)

Proof. We only sketch the proof, whose details are tedious. For ` = 0, the regularity result follows from standard
regularity theory for second order linear hyperbolic equation (similarly to what is said in Section 2.3, and based
on the references given therein) and the estimate follows from

• the conservation of energy for both u`,Eη itself and its successive time derivatives,
• embeddings similar to those of (23), again following from elliptic regularity theory.

For ` ≥ 1, we simply note that, up to a trivial translational change of variable (ν → ν′ := ν ∓ η for ± ν > η)
that transforms ΩE

η into Ω0, vη(ν′, t) := u`,Eη (ν, t) is the solution on a standard transmission of the form{
ρ ∂2

t vη − div σ(vη) = 0, in Ω0×R+,[
vη
]
0

= fη,
[
t(vη)

]
0

= gη across Γ,
(60)

where fη and gη are given smooth vector fields on Γ × R+. More precisely, according to (58f,g), fη = f `η and
gη = g`η where f `η and g`η are linear combinations of traces of derivatives (up to order 2`) of the uj,Eη for j ≤ `−1.
Thus using (59) with ` replaced by j ≤ ` − 1, together with trace theorems, we easily get, for any m ≥ 0 and
any tangential differential operator ∂β along Γ,:∥∥∂mt ∂βf `η(·, t)‖L2(ΩI

η) +
∥∥∂mt ∂βg`η(·, t)‖L2(ΩI

η) 6 K
E
`,m,β(T )

The conclusion then follows from standard properties (energy estimates + regularity results) of the transmission
problem and invariance properties of Sobolev norms under translation. The details are left to the reader. �
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4.1.2. Definition of the restrictions u`,Iη of u`η in the interior domain ΩI
η

Each restriction u`,Iη of u`η to ΩI
η is defined as

u`,Iη (x, t) = U`
η(y, η−1ν, t), (61)

where the functions U`
η are defined by problems (42a,b), (43a,b) and (44a,b) with {u`} = {u`,Eη }η. Hence, U0

η

and U1
η are given by

U0
η(y, s, t) =

〈
u0,E
η

〉
η
, U1

η(y, s, t) =
〈
u1,E
η

〉
η

+
[
u1,E
η

]
η
s

and each U`
η (` ≥ 2) then solves system (44a,b) with boundary data {u`} = {u`,Eη }η.

The coefficients u`,Iη strongly depend on η because of the scaling (61). By contrast, the coefficients U`
η are

defined in a fixed domain and depend on η only weakly (through the Dirichlet data {u`,Eη }η). Let us emphasize
this by the following lemma:
Lemma 4.2. Assume that (21, 24) are satisfied. Then, each function U`

η is of class C∞ (in space and time) in
ΩI

1 × R+. Moreover, for any m∈N, any multi-index α ∈ Nd and any T > 0, there exists a constant C I
`,m,α(T ),

independent of η (but depending on the initial data) such that

∀ t∈ [0, T ],
∥∥∂mt ∂αU`

η(·, t)‖L2(ΩI
1) 6 C

I
`,m,α(T ) (62)

Proof. In its principle, the proof of this lemma is similar to that of Lemma 4.1: it is achieved by induction on `.
In short, t being a parameter, each U`,

η (·, t) is solution of a Dirichlet problem in ΩI
1 for the operator ∂2

s whose
Dirichlet data are the traces on ∂ΩI

η of u`,Eη (·, t) and whose right hand side is a linear combination of derivatives
(up to order 2`) of the Uj,

η for j ≤ `− 1. One concludes then using the bounds (59), trace theorems and simple
properties of this Dirichlet problem (use Lemma 3.3 for instance). Once again, we omit the details. �

4.1.3. Equations satisfied by the approximate field u
(k)
η

By virtue of the above construction of u(k)E
η and u

(k)I
η , u(k)

η is continuous across the interfaces ∂Ω±η , i.e. obeys
the kinematic transmission condition

u(k)I
η = u(k)E

η on ∂ΩE
η . (63)

On the other hand, the corresponding tractions t(u(k)E
η ) and tI(u

(k)I
η ) do not match exactly across the interfaces

∂Ω±η . More precisely, the following result holds:

Lemma 4.3. The tractions t(u
(k)E
η ) and tI(u

(k)I
η ) associated to the asymptotic expansion of the transmission

solution in the exterior and interior domains satisfy non homogeneous transmission conditions given by

t(u(k)E
η )− tI(u(k)I

η ) = ηk+1A ∂νu
k+1,I
η , on ∂Ω±η . (64)

Proof. The proof proceeds by establishing separate expressions for t(u(k)E
η ) and tI(u

(k)I
η ), and then evaluating

the “transmission gap” t(u(k)E
η )−tI(u

(k)I
η ).

(i) Evaluation of t(u(k)E
η ). First, the tractions t(u`Eη ) on both sides of the layer boundary are computed as

t(u`Eη )(y,±η/2, t) =
〈
t(u`Eη )

〉
η
± 1

2

[
t(u`Eη )

]
η
, with

〈
t(u`Eη )

〉
η
and

[
t(u`Eη )

]
η
given by (58d,e). Performing this

calculation (which entails replacing ` by `+1 in (58d)) and rearranging the resulting combination of sums over
even and odd indices into a single sum (by setting 2j + 1 = m in (58d) and 2j + 2 = m in (58e)), one obtains

t(u`,Eη )(y,±η/2, t) =
∑

1≤m≤`+1

(±1)m+1
{
Cm
〈
u`+1−m,E
η

〉
η

+Dm−1

[
u`+2−m,E
η

]
η

}
,

=
∑

1≤m≤`+1

(±1)m+1
{
Cm
〈
u`+1−m,I
η

〉
η

+Dm−1

[
u`+2−m,I
η

]
η

}
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where the second equality results from the adopted construction of u`,Eη and u`,Iη . Invoking (61) for ν =±η/2
and comparing the sum in the last equality above with ∂sU`+1 as given by (54), one finds

t±(u`,Eη )(y,± 1
2 , t) = A∂sU

`+1(y,± 1
2 , t) + BU`(y,± 1

2 , t) = A∂su
`+1,I
η (y,±η/2, t) + Bu`,Iη (y,±η/2, t)

(with the last equality stemming from U`(·,± 1
2 , ·) = u`,Iη (·,±η/2, ·) = u`,Eη (·,±η/2, ·) for any ` by virtue of (61)

and the assumed kinematic continuity of u`η). On multiplying the above equality by η`, summing the resulting
equations over 0≤ `≤ k and using that ∂sU0 = 0 and ∂s ≡ η∂ν , one finally obtains

t±(u(k)E
η )(y,± 1

2 , t) = A∂νu
(k+1)I
η (y,± 1

2 , t) + Bu(k)I
η (y,± 1

2 , t) (65a)

(ii) Evaluation of tI(u
(k)I
η ). The tractions tI(u`,Iη ) are obtained by applying (40) with u = u`,Iη = U`, i.e.:

tI
±(u`,Iη )(y,± 1

2 , t) = η−1A∂sU
`(y,± 1

2 , t) + BU`(y,± 1
2 , t)

On multiplying the above equality by η`, summing the resulting equations over 0≤ `≤ k and invoking ansatz
(57), one finds

tI
±(u(k)I

η )(y,± 1
2 , t) = A∂νu

(k)I
η (y,± 1

2 , t) + Bu(k)I
η (y,± 1

2 , t) (65b)

(iii) Evaluation of the transmission gap t(u
(k)E
η )− tI(u

(k)I
η ). The desired result (64) finally follows directly by

subtracting (65b) from (65a) and recalling ansatz (57). �

Lemma 4.4. Assume that (21, 24) are satisfied. Then, for any k ∈N and T > 0, there exists a constant Ck(T ),
independent of η (but depending on the material properties and the initial data) such that

∀ t∈ [0, T ],
∥∥(∂tuη − ∂tu(k)

η

)
(·, t)‖L2(ΩE

η ) + ‖
(
uη − u(k)

η

)
(·, t)‖H1(ΩE

η ) 6 Ck(T ) ηk+1.

Proof. The proof consists of computing (step 2) and estimating (step 3) the energy associated to the error field

e(k)
η := uη − u(k)

η ,

to obtain a control over ‖∂te(k)
η ‖L2(ΩE

η ) and ‖e(k)
η ‖H1(ΩE

η ). It is first necessary, as a preparatory move, to
determine the governing equations satisfied by the error field (step 1).

Step 1: governing equations for e
(k)
η . In ΩE

η , we have by construction

ρ ∂2
t u

(k)E
η − divσ(u(k)E

η ) = 0.

Besides, the equation satisfied by u
(k)I
η inside ΩI

η is found, by summing equation (42a), equation (43a) weighted
by η, and equations (44a)m weighted by ηm (2 ≤ m ≤ k+1) to be

A∂2
s

( k+1∑
m=0

ηmUm
)

=
(
ρI ∂2

t − P2

)( k+1∑
m=2

ηmUm−2
)
− ∂s P1

( k+1∑
m=1

ηmUm−1
)

After reverting to the original space coordinates (y, ν), this yields (using ∂s ≡ η ∂ν)

η2 A∂2
ν

( k+1∑
m=0

ηm um,Iη

)
=
(
ρI ∂2

t − P2

)( k+1∑
m=2

ηm um−2,I
η

)
− η ∂ν P1

( k+1∑
m=1

ηm um−1,I
η

)
which is rewritten, after a change of summation index in the last two sums, as

η2 A∂2
ν

( k+1∑
m=0

ηm um,Iη

)
= η2

(
ρI ∂2

t − P2

)( k−1∑
m=0

ηm um,Iη

)
− η2 ∂ν P1

( k∑
m=0

ηm um,Iη

)
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Dropping the η2 factor and making u
(k)I
η appear, we obtain

A∂2
ν

(
u(k)I
η + ηk+1 uk+1,I

η

)
=
(
ρI ∂2

t − P2

)(
u(k)I
η − ηk uk,Iη

)
− ∂ν P1 u

(k)I
η

which can be rewritten, using (38) (with u
(k)I
η instead of uI

η) as

ρI ∂2
t u

(k)I
η − divσI(u(k)I

η ) = ηk+1 A∂2
νu

k+1,I
η + ηk

(
ρI ∂2

t − P2

)
uk,Iη in ΩI

η.

Recalling that uη solves the homogeneous elastodynamic field equation (3) in Rd, and in view of the initial
conditions (58b) and transmission conditions (63) and (64), one concludes that the error field satisfies

ρ ∂2
t e

(k)E
η − divσE(e(k)E

η ) = 0 in ΩE
η ×R+

ρI ∂2
t e

(k)I
η − divσI(e(k)I

η ) = ηk+1 A∂2
νu

k+1,I
η + ηk

(
ρ ∂2

t − P2

)
uk,Iη in ΩI

η×R+

e(k)E
η − e(k)I

η = 0, t(u(k)E
η )− tI(u(k)I

η ) = ηk+1A∂νu
k+1,I
η on ∂Ω±η ×R+

e(k)
η (·, 0) = ∂te

(k)
η (·, 0) = 0 in Rd

(66)

At first glance, one expects that e(k)E
η is O(ηk) since the volume source term has a O(ηk) contribution (whose

coefficient is only weakly dependent on η). This too-simple reasoning disregards the fact that the support ΩI
η

of the source term is of small thickness, which will result in an O(ηk+1) energy estimate.

Step 2: energy of e(k)
η . From now on, to any smooth enough time dependent vector field v, we associate the

elastodynamic energy Eη(v, t) given (recalling definitions (14, 15) of ρη and ση(·)) by:

Eη(v, t) =

∫
Rd

( ρη
2

∣∣∂tv∣∣2 +
1

2
ση(v) : ε(v)

)
dx (67)

Accordingly, the elastodynamic energy Ekη (t) of the error field is given by

Ekη (t) := Eη(e(k)
η , t) =

{∫
Ω+
η

+

∫
Ω−
η

+

∫
ΩI
η

}( ρη
2

∣∣∂te(k)
η

∣∣2 +
1

2
ση(e(k)

η ) : ε(e(k)
η )

)
dx. (68)

Therefore, differentiating E(t) and using Green’s formula, we obtain

dEkη
dt

=

∫
Rd

(
ρη ∂

2
t e

(k)
η − div ση(e(k)

η )
)
· ∂te(k)

η dx

+

∫
∂Ω+

η

(
tI(e(k)I

η )− t(e(k)E
η

)
· ∂te(k)

η dy −
∫
∂Ω−

η

(
tI(e(k)I

η )− t(e(k)E
η

)
· ∂te(k)

η dy

=

∫
ΩI
η

(
ηk+1 A∂2

νu
k+1,I
η + ηk

(
ρI ∂2

t − P2

)
uk,Iη

)
· ∂te(k)

η dx

−
∫
∂Ω+

η

ηk+1 A∂νu
k+1,I
η · ∂te(k)

η dy +

∫
∂Ω−

η

ηk+1 A∂νu
k+1,I
η · ∂te(k)

η dy

where the last equality uses equations (66). The idea now is to estimate the right hand side for the above
equality in terms of the energy Ekη (t) itself, in order to conclude using Gronwall-type inequalities. A difficulty
lies in the fact that the traces on ∂Ω±η of ∂te

(k)
η can not be estimated, in L2(Γ)-norms for instance, in terms of

Ekη (t). However, these traces can be eliminated using the equality∫
ΩI
η

A∂2
νu

k+1,I
η ·∂te(k)

η dx−
∫
∂Ω+

η

A∂νu
k+1,I
η ·∂te(k)

η dy+

∫
∂Ω−

η

A∂νu
k+1,I
η ·∂te(k)

η dy = −
∫

ΩI
η

A∂νu
k+1,I
η ·∂t∂νe(k)

η dx,
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obtained via an integration by parts in the variable ν, so that we get the new identity

dEkη
dt

= ηk
∫

ΩI
η

(
ρI ∂2

t − P2

)
uk,Iη · ∂te(k)

η dx− ηk+1

∫
ΩI
η

A∂νu
k+1,I
η · ∂t∂νe(k)

η dx (69)

By doing so, the previous difficulty has been replaced by another: the term ∂t∂νe
(k)
η can not be estimated, in

the L2(ΩI
η)-norm for instance, with the energy. Instead, we use a different trick which exploits an integration

by parts in time, allowing to "replace" ∂t∂νe
(k)
η by ∂νe

(k)
η which can then be estimated using the energy. More

precisely, since∫ t

0

∫
ΩI
η

A∂νu
k+1,I
η · ∂t∂νe(k)

η dx dτ = −
∫ t

0

∫
ΩI
η

A∂t∂νu
k+1,I
η · ∂νe(k)

η dx dτ +
[ ∫

ΩI
η

A∂νu
k+1,I
η · ∂νe(k)

η dx
]t

0
,

and noting that e(k)I
η has homogeneous initial conditions (implying Ekη (0) = 0), Ekη (t) is found to be given by

Ekη (t) = ηk
∫ t

0

∫
ΩI
η

(
ρI ∂2

t − P2

)
uk,Iη · ∂te(k)

η dx dτ

+ ηk+1

∫ t

0

∫
ΩI
η

A∂t∂νu
k+1,I
η · ∂νe(k)

η dx dτ − ηk+1

∫
ΩI
η

A
[
∂t∂νu

k+1,I
η · ∂νe(k)

η

]
(·, t) dx (70)

Step 3: O(η2k+1) estimation of Ekη (t). This step consists in determining a uniform upper bound for Ekη (t). In
the sequel, to avoid notational inflation, we shall use the following conventions:

• C denotes any positive constant whose value may vary from one line to another one but which only
depends on the material properties of the propagation medium;

• Ck(T ) denotes any positive constant whose value may vary from one line to another one and which
depends on the material properties of the propagation medium, the initial data, k and T .

We begin by estimating the various terms in the right hand side of (70). The first ingredient consists of deriving
estimates that exploit the smallness of the domain ΩI

η. From (61) we easily infer that(
ρI ∂2

t − P2

)
uk,Iη (y, ν, τ) =

(
ρI ∂2

t − P2

)
Uk
η

(
y, η−1ν, τ

)
which yields immediately, for any τ ≤ T∥∥(ρI ∂2

t − P2

)
uk,Iη (·, τ)

∥∥
L2(ΩI

η)
= η1/2

∥∥(ρI ∂2
t − P2

)
Uk
η(·, τ)

∥∥
L2(ΩI

1)
≤ η1/2 Ck(T ) (71)

where, for the last inequality, we used Lemma 4.2. Proceeding in the same manner, we also obtain for any τ ≤ T∥∥∂t∂νuk+1,I
η (·, τ)

∥∥
L2(ΩI

η)
= η−1/2

∥∥A∂t∂sUk+1
η (·, τ)

∥∥
L2(ΩI

1)
≤ η−1/2 Ck(T ) (72)

Since, by definition of the energy and Korn’s inequality [19, Thm. 10.2], we have

‖∂te(k)
η (·, τ)‖L2(ΩI

η) + ‖∂νe(k)
η (·, τ)‖L2(ΩI

η) ≤ C Ekη (τ)1/2

we deduce from (70), (71) and (72) and the Cauchy-Schwartz inequality that

Ekη (t) ≤ ηk+1/2 Ck(T )
(∫ t

0

Ekη (τ)1/2 dτ + Ekη (t)1/2
)

(73)

which yields, by Young’s inequality:

Ekη (t) ≤ ηk+1/2 Ck(T )

∫ t

0

Ekη (τ)1/2 dτ + η2k+1Ck(T ) (74)
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Then, a generalization of Gronwall’s lemma, known as a Gronwall-Bellman-Bihari inequality [4, Sec. 3], implies

Ekη (t) ≤ η2k+1 Ck(T ) (75)

Step 4: O(η2k+2) estimate of Ekη (t). We next claim that, as formally expected

Ekη (t)1/2 ≤ Ck(T ) ηk+1

From the previous step and from triangular inequality, we deduce that

e(k)
η = e(k+1)

η − ηk+1 uk+1
η =⇒ Ekη (t)1/2 ≤ Ek+1

η (t)1/2 + ηk+1 Eη(uk+1
η , t)1/2

The conclusion follows after having observed that, according to Lemmas 4.1 and 4.2,

Eη(uk+1
η , t)1/2 ≤ Ck(T )

Lemma 4.4 finally follows from Korn’s inequality. �

4.2. Asymptotic expansion of the effective transmission solution

We now introduce, for a given integer k ≥ 0, an asymptotic expansion ũ
(k)
η of the solution ũη of problem

(3, 4a, 10) through the ansatz

ũ(k)
η (x, t) = ũ0

η(x, t) + η ũ1
η(x, t) + . . .+ ηkũkη(x, t), in ΩE

η ×R+, (76)

where each ũ`η satisfies the field equation (58a) and initial conditions (58b). Injecting the ansatz (76) into the
second-order ETC (10), the boundary conditions

(a) A
[
ũ0
η

]
η

= 0, (b)
[
t(ũ0

η)
]
η

= 0 (77)

are readily found to permit cancellation of the lowest-order contributions arising in (10) (whose order is O(1)
for (10a) and O(η) for (10b)). Then, recursively for any `≥ 1, the boundary conditions

` ≥ 1 :
(a)

〈
t(ũ`−1

η )
〉
η

= A
[
ũ`η
]
η

+ B
〈
ũ`−1
η

〉
η
,

(b)
[
t(ũ`η)

]
η

=
(
ρI ∂2

t − P2

)〈
ũ`−1
η

〉
η

+ B?
[
ũ`η
]
η
.

(78)

achieve cancellation of the subsequent contributions (of order O(η`) for (10a) and O(η`+1) for (10b)). We then
let each ũ`η in expansion (76) to be defined by equations (3), (4b) and boundary conditions (77) (for ` = 0)

or (78) (for `≥ 1). More precisely, like for the u`η (see (58f, 58g)), the ũ`η are defined recursively on `. Moreover,
like the u`η, the ũ`η are "essentially independent" of η (they merely depend on ` through the geometry of ΩE

η ).
In particular, we have the following lemma which is the counterpart for the ũ`η of Lemma 4.1 for the u`η:

Lemma 4.5. Assume that (21, 24) are satisfied. Then, each function u`,Eη is of class C∞ (in space and time)
in Ωη,η? × R+. Moreover, for any m ∈ N, any multi-index α ∈ Nd and any T > 0, there exists a constant
C̃E
`,m,α(T ), independent of η (but depending on the initial data) such that

∀ t∈ [0, T ],
∥∥∂mt ∂αũ`,η (·, t)‖L2(ΩI

η) 6 C̃
E
`,m,α(T ) (79)

Now, we multiply equations (78a) by η`, sum the resulting equalities for 1≤ `≤ k and add equation (77a). This,
and similar manipulations using equations (78b) and (77b), yields the relations〈

t(ũ(k)
η )
〉
η

= η−1A
[
ũ(k+1)
η

]
η

+ B
〈
ũ(k)
η

〉
η
,[

t(ũ(k)
η

]
η

= η
(
ρI ∂2

t − P2

)〈
ũ(k−1)
η

〉
η

+ B?
[
ũkη
]
η
.

(80)
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Remark 4.6. Conditions (77) and (58c) are identical, and conditions (78) for ` = 1, 2 are respectively identical
to conditions (53a,b) for ` = 1, 2. Consequently, expansions (57) and (76) coincide up to order k = 2 included.

We now justify expansion (76) as an approximation of the effective transmission solution ũE
η :

Lemma 4.7. Assume that (21, 24) are satisfied. Then, for any k ∈N and T > 0, there exists a constant C̃k(T ),
independent of η (but depending on the material properties of the propagation medium and the initial data) such
that

∀ t∈ [0, T ],
∥∥(∂tũη − ∂tũ(k)

η

)
(·, t)‖L2(ΩE

η ) + ‖
(
ũη − ũ(k)

η

)
(·, t)‖H1(ΩE

η ) 6 C̃k(T ) ηk+1.

Proof. The proof follows the same steps as that of Lemma 4.4.

Step 1: governing equations for the error field ẽ
(k)
η := ũη − ũ

(k)
η . On subtracting relations (80) from condi-

tions (78) and rearranging terms, the error field is found to satisfy the following non-homogeneous boundary
conditions 〈

t(ẽ(k)
η )
〉
η

= η−1A
[
ẽ(k)
η

]
η

+ B
〈
ẽ(k)
η

〉
η
− ηkA

[
ũk+1
η

]
η
,[

t(ẽ(k)
η

]
η

= η
(
ρI∂2

t − P2

)〈
ẽ(k)
η

〉
η

+ B?
[
ẽkη
]
η

+ ηk+1
(
ρI∂2

t − P2

)〈
ũkη
〉
η
.

(81)

whose homogeneous counterpart is seen to coincide with the ETC (10). The error field ẽ
(k)
η is moreover easily

found to verify homogeneous field equations and initial conditions in ΩE
η .

Step 2: energy of ẽ(k)
η . By Lemma 2.4, the elastodynamic energy EE

η (ẽ
(k)
η , t) of the error field then verifies

d

dt
EE
η (ẽ(k)

η , t) = −
∫

Γ

( [
t(ẽ(k)

η )
]
η
·
〈
∂tẽ

(k)
η

〉
η

+
〈
t(ẽ(k)

η )
〉
η
·
[
∂tẽ

(k)
η

]
η

)
dy (82)

We now insert the values of
[
t(ẽ

(k)
η )
]
η
and

〈
t(ẽ

(k)
η )
〉
η
given by (81) into (82). The homogeneous part of (81)

coincides with the ETC (10), and for that reason gives rise to the same additional contribution to the energy
(cf (30)) as in the proof of Theorem 2.3. As a consequence, we obtain after time integration:

Ẽkη (t) := EE
η (ẽ(k)

η , t) + η E I
η(ẽ(k)

η , t) = −ηk+1

∫ t

0

∫
Γ

Fkη ·
〈
∂tẽ

(k)
η

〉
η

dy ds+ ηk
∫ t

0

∫
Γ

Gk
η ·
[
∂tẽ

(k)
η

]
η

dy ds.

having set Fkη :=
(
ρI∂2

t − P2

)〈
ũkη
〉
η
and Gk

η := A
[
ũk+1
η

]
η
for convenience. After integration by parts for the

second term in the right hand side, we get

Ẽkη (t) = −ηk+1

∫ t

0

∫
Γ

Fkη ·
〈
∂tẽ

(k)
η

〉
η

dy ds− ηk
∫ t

0

∫
Γ

∂tG
k
η ·
[
ẽ(k)
η

]
η

dy ds+ ηk
∫

Γ

Gk
η(·, t) ·

[
ẽ(k)
η (·, t)

]
η

dy ds.

Step 3: O(η2k) estimate of Ẽkη (t). Contrary to step 3 for lemma 4.4, we do not get directly a O(η2k+1) estimate.
Thanks to Lemma 4.2, and adopting again the notational conventions for the constants C and Ck(T ) introduced
in the proof of Lemma 4.4, we get

Ẽkη (t) 6 Ck(T )
(
ηk+1

∫ t

0

∥∥〈∂tẽ(k)
η

〉
η

∥∥
L2(Γ)

ds+ ηk
∫ t

0

∥∥[ẽ(k)
η

]
η

∥∥
L2(Γ)

ds+ ηk
∥∥[ẽ(k)

η (·, t)
]
η

∥∥
L2(Γ)

)
. (83)

We now compare the terms in the right hand side to Ẽη(t). From the definition (30) of E I
η, we get:

ηρI

2

∥∥〈∂tẽ(k)
η (·, t)

〉
η

∥∥2

L2(Γ)
6 η E I

η(ẽ(k)
η , t) 6 Ẽkη (t) ⇒

∥∥〈∂tẽ(k)
η (·, t)

〉
η

∥∥
L2(Γ)

6 C η−1/2 Ẽkη (t)1/2, (84)
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while, using the trace theorem and Korn’s inequality, we can claim that

∥∥[ẽ(k)
η (·, t)

]
η

∥∥2

L2(Γ)
6 C

(
EE
η (ẽ(k)

η , t)1/2 +

∫ t

0

EE
η (ẽ(k)

η , s)1/2 ds
)
6 C

(
Ẽkη (t)1/2 +

∫ t

0

Ẽkη (s)1/2 ds
)
. (85)

Using (84) and (85) in (83) yields

Ẽkη (t) 6 Ck(T ) ηk
(∫ t

0

Ẽkη (s)1/2 ds+ Ẽkη (t)1/2
)
.

Then, proceeding as in the proof of Lemma 4.4 (step 3), we conclude that

Ẽkη (t) 6 T Ck(T ) η2k.

Step 4: O(η2k+2) estimate of Ẽkη (t). This step is identical to step 4 of the proof of Lemma 4.4. �

4.3. Proof of Theorem 2.5

Proof of Theorem 2.5. The proof proceeds by recasting uE
η − ũη in the form

uE
η − ũη = (uE

η − u(2)E
η ) + (u(2)E

η − ũ(2)
η ) + (ũ(2)

η − ũη) in ΩE
η ,

where u
(2)E
η and ũ

(2)
η are the asymptotic approximations (57) and (76) with k= 2. Each bracketed term is then

estimated. The second term actually vanishes, since u
(k)E
η = ũ

(k)
η for k = 2, whereas estimates for the first and

third terms are given by Lemmas 4.4 and 4.7 (with k= 2), respectively. Theorem 2.5 then follows at once. �

5. Numerical approximation and validation of the ETCs

The aim of this section is to implement and demonstrate the ETCs (10). The semi-discretization in space is
based on a finite element approximation of the elastodynamic problem in weak form. An energy analysis is used
to establish the stability in time of this model. Several partially-implicit variants of an original explicit time-
stepping scheme are considered, with attention focused on estimating and comparing their respective critical
time steps.

5.1. Variational Formulation and Space Discretization

The spatial discretization is based on a weak formulation of problem (3, 4a, 10), for which a discrete equivalent
of the energy conservation result of Theorem (2.3) will be shown to hold. The weak formulation is obtained by
using the same approach as for obtaining the energy identity (31). The use of the second order ETC entails the
introduction of a suitable functional space, namely:

V =
{
v ∈ H1(ΩE

η )d /
〈
v
〉
η
∈ H1(Γ)d} (86)

The resulting weak formulation reads:

d2

dt2

(
m(ũη,v) + ηmΓ(ũη,v)

)
+ k(ũη,v) + kηΓ(ũη,v) = 0, ∀ v ∈ V. (87)

where we have introduced four continuous bilinear forms in V . The forms m and k involve volume integrals:

m(u,v) :=

∫
ΩE
η

ρ u · v dx, k(u,v) :=

∫
ΩE
η

σ(u) : ε(v) dx (88)
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and treat the two subdomains Ω±η as separated. By contrast, the forms mΓ and kηΓ, which involve surface
integrals over Γ, couple the subdomains Ω±η (through the generalized jumps and averages):

mΓ(u,v) :=

∫
Γ

ρI
〈
u
〉
η
·
〈
v
〉
η

dy, kηΓ(u,v) := η−1 aΓ(u,v) + bΓ(u,v) + η pΓ(u,v) (89)

with the three bilinear forms aΓ(·, ·), pΓ(·, ·) and bΓ(·, ·) given by

aΓ(u,v) :=

∫
Γ

A
[
u
]
η
·
[
v
]
η

dy,

pΓ(u,v) :=

∫
Γ

(
(λI + µI)divΓ

〈
u
〉
η
divΓ

〈
v
〉
η

+ µI∇Γ

〈
u
〉
η

: ∇Γ

〈
v
〉
η

)
dy

bΓ(u,v) := λI

∫
Γ

(
divΓ

〈
u
〉
η

[
v · n

]
η

+ divΓ

〈
v
〉
η

[
u · n

]
η

)
dy

+ µI

∫
Γ

(
∇Γ

〈
u · n

〉
η
·
[
v
]
η

+∇Γ

〈
v · n

〉
η
·
[
u
]
η

)
dy

The reader will observe that m(·, ·), k(·, ·),mΓ(·, ·), aΓ(·, ·), bΓ(·, ·), and pΓ(·, ·) are symmetric and (with the ex-
ception of bΓ(·, ·)) positive. However, thanks to manipulatons similar to those made in the proof of Theorem 2.3,
we also have that kηΓ(·, ·) is positive, since it is given (with εη,Γ(u) given by (27)) by

kηΓ(u,u) =

∫
Γ

(
λI tr εη,Γ(u) tr εη,Γ(u) + 2µI εη,Γ(u) : εη,Γ(u)

)
dy (90)

Remark 5.1. Rigorously speaking, all bilinear forms depend on η. However, except for kηΓ, this dependence
appears only through the integration domain ΩE

η or the generalized jumps and averages
[
·
]
η
and

〈
·
〉
η
, but

this is not a real dependence since through a simple geometric transformation (translation), they coincide with
bilinear forms that are independent of η. In particular, after finite element discretization in space, the associated
matrices will depend only on the computational mesh. This is why we did not index them by η. In practice, if
the overall computational domain is fixed, these matrices depend weakly on η since the subdomain ΩE

η and its
mesh do (through a slight stretching or compression along the through-thickness coordinate).

The finite element method is employed for the spatial discretization of (87) within a bounded region of
interest (thereby setting an upper bound on the permissible analysis duration T ). Let Vh accordingly denote a
subspace of V of finite dimensionNh, where h is an abstract approximation parameter: typically, any conforming
Lagrange (Pk or Qk) finite element space for H1(ΩE

η )2 is suitable and h denotes the mesh size of a (triangular
or quadrangular) computational mesh Th of ΩE

η . Even though this is not mandatory, it is useful to require the
facing meshes of ∂Ω+

η and ∂Ω−η to have the same projection on the interface Γ (see Fig. 2 for an illustration).
Denoting by Uη

h ∈ RNh the vector gathering the coordinates of the semi-discrete approximation of ũη in a
chosen basis {φi} of Vh (in practice the standard Lagrange basis), a semi-discrete formulation of problem (87)
can be expressed as a system of ODEs:

Find Uh in Vh such that for all t, 0≤ t≤ T,
(
Mh + η MΓ

h

) d2

dt2
Uη
h(t) +

(
Kh + Kη,Γ

h

)
Uη
h(t) = 0 (91)

where the matricesMh andKh are the standard (symmetric and positive) mass and stiffness matrices associated
to the finite element approximation of the elastodynamics equations in ΩE

η :

(Mh)ij =

∮
ΩE
η

ρφi · φj dx, (Kh)ij =

∮
ΩE
η

σ(φi) : ε(φj) dx (92)
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MΓ
h is a symmetric and positive matrix given by

(MΓ
h)ij =

∮
Γ

ρI
〈
φi
〉
η
·
〈
φj
〉
η

dy

while the "boundary stiffness matrix" (whose only nonzero entries are associated to degrees of freedom located
on ∂Ω+

η or ∂Ω−η ) is also symmetric and positive thanks to (90) and can be decomposed as the sum of three
symmetric matrices:

Kη,Γ
h = η−1 Ah +

(
Bh + BT

h

)
+ η Ph (93)

where respectively

(Ph)ij =

∮
Γ

(
(λI + µI) divΓ

〈
φi
〉
η
divΓ

〈
φj
〉
η

+ µI∇Γ

〈
φi
〉
η

: ∇Γ

〈
φj
〉
η

)
dy,

(Ah)ij =

∮
Γ

A
[
φi
]
·
[
φj
]

dy, (Bh)ij = λI

∮
Γ

divΓ

〈
φi
〉
η

[
φj · n

]
η

dy + µI

∮
Γ

∇Γ

〈
φi · n

〉
η

[
φj
]
η

dy.

(94)

In (92) and (94), the symbol
∮

refers to the fact that the integrals are evaluated (approximately) through
quadrature formulas with positive quadrature weights, which are essential to ensure the announced positivity
properties of the matrices and guarantee in the same way the stability of the semi-discrete problem through the
conservation of the semi-discrete energy Eηh defined by

Eηh =
1

2

( d
dt

Uη
h

)T (
Mh + η MΓ

h

) d

dt
Uη
h +

1

2

(
Uη
h

)T (
Kh + Kη,Γ

h

)
Uη
h

In this work, we choose to focus on the use of higher-order spectral finite elements [6], whose geometrical
degrees of freedom (Lagrange interpolation points) are chosen to coincide with the (Gauss-Lobatto) quadrature
nodes, because this is the situation where ETCs are expected to be the most useful. All integrals over Γ are
discretized with 2D versions of spectral elements, so that mass lumping is achieved for MΓ

h and Ah, in addition
to Mh [6]. Indeed, such finite element methods can achieve satisfactory accuracy with relatively large elements,
so that situations where h is significantly larger than η may arise. It is then important to avoid the geometrical
constraint induced by the length scale η. Moreover, spectral elements provide mass lumping and, importantly
for our present purposes, particular connectivity properties for the boundary matrices. More precisely:

(i) The matrices MΓ
h and Ah are block-diagonal with 2d×2d blocks (remember that two unknowns - one

per displacement component - are attached to each geometrical node) since they only connect pairs of
nodes on ∂Ω+

η and ∂Ω−η that have the same projection on Γ (Fig. 2 left). In fact, closer examination
shows that (after renumbering the local degrees of freedom) they are even block-diagonal with 2× 2
blocks. As a consequence, their inversion is explicit.

(ii) The matrices Bh and Ph connect all unknowns associated to neighbouring boundary nodes, i.e. nodes
that either belong to the support of the same basis function, or have the same projection on Γ (Fig. 2
right). As a consequence their inversion is implicit.

These connectivity properties are illustrated by Fig. 2 in the case of P1 finite elements.

5.2. Time-Domain Approximation

We investigate in this section several time stepping schemes whose common property is to lead to an explicit
scheme for updating the unknowns associated to all nodes not located on one of the interfaces ∂Ω±η . To this
end, we shall study schemes which are "interface modifications" of the standard leap-frog scheme used in the
case where all boundary matrices are ignored. The latter corresponds to solving two uncoupled free boundary
problems (one for each subdomain ∂Ω±η ), yielding the semi-discrete problem:

Mh
d2

dt2
Uh(t) + KhUh(t) = 0.
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Figure 2. Connectivity of the matrix MΓ
h and Ah (left), Bh and Ph (right) with P1 finite elements

Let ∆t > 0 be a given time step and set tn = n∆t, Un
h ' Uh(tn) (n ∈ N). The corresponding fully discrete

scheme (which is truly explicit thanks to mass lumping), thereafter referred to as “Scheme 0”, is then

Mh
Un+1
h − 2Un

h + Un−1
h

∆t2
+ KhU

n
h = 0, (95)

5.2.1. Definition of three time stepping schemes
Scheme 1 (fully explicit): this is scheme 0, i.e. (95), with the relevant layer contributions added to Mh and Kh:(

Mh + η MΓ
h

) (Uη
h)n+1 − 2(Uη

h)n + (Uη
h)n−1

∆t2
+
(
Kh + Kη,Γ

h

)
(Uη

h)n = 0, (96)

Scheme 2 (quasi-explicit):(
Mh + η MΓ

h

) (Uη
h)n+1 − 2(Uη

h)n + (Uη
h)n−1

∆t2
+ Kh (Uη

h)n

+ η−1 Ah
(Uη

h)n+1 + 2(Uη
h)n + (Uη

h)n−1

4
+
(
Bh + BT

h

)
(Uη

h)n + η Ph (Uη
h)n = 0, (97)

In this scheme, only the term AhUh is treated in an implicit way. However, solving (97) for (Uη
h)n+1 remains

explicit in practice because of the block-diagonal structure of Ah (see item (i) in Sec. 5.1).

Scheme 3 (semi-implicit)(
Mh + η MΓ

h

) (Uη
h)n+1 − 2(Uη

h)n + (Uη
h)n−1

∆t2
+ Kh (Uη

h)n + Kη,Γ
h

(Uη
h)n+1 + 2(Uη

h)n + (Uη
h)n−1

4
= 0, (98)

The whole term Kη,Γ
h Uh is treated implicitly. This scheme is truly implicit on the interface since the updating

of the interface unknowns requires the resolution of a (banded) linear system (see item (i) in Sec. 5.1). For
this reason, if the same time step ∆t is chosen, scheme 3 is moderately more expensive than schemes 1 or 2
(assuming the number of interfacial DOFs to be a small fraction of the total number of DOFs).

5.2.2. A comparative stability analysis of the three schemes.
Our main concern in the forthcoming discussion is the robustness of our numerical scheme with respect to the
small parameter η. More precisely, we aim at determining whether the time step limit arising from the CFL
stability condition of the scheme is sensitive to η in the limit η → 0. Depending on the outcome (yes or no),
the scheme shall be deemed robust or not robust.

Theoretical stability analysis. Since what follows is quite classical, some details will be omitted. We start from
the well-known result stating that any numerical scheme of the form:

M?
h

Un+1
h − 2Un

h + Un−1
h

∆t2
+ K?

h

Un+1
h + 2Un

h + Un−1
h

4
= 0, (99)
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is stable as soon as M?
h and K?

h are positive. To be easily convinced, it suffices to refer to the conservation of
the discrete energy

(
E?h
)n+1/2

:=
1

2

(Un+1
h −Un

h

∆t

)
M?

h

(Un+1
h −Un

h

∆t

)
+

1

2

(Un+1
h + Un

h

2

)
K?
h

(Un+1
h + Un

h

2

)
Hence, if the positivity of K?

h is known beforehand, the positivity of M?
h is a necessary and sufficient stability

condition. Indeed, if not, there exists a strictly negative eigenvalue λ for the generalized eigenvalue problem

K?
hUh = λM?

hUh, Uh 6= 0

Next, we observe that each of our schemes can be put in the form (99) by choosing M?
h and K?

h as follows:

(a) Scheme 0: M?
h = Mh − 1

4∆t2 Kh, K?
h = Kh

(b) Scheme 1: M?
h = Mh + η MΓ

h − 1
4∆t2

(
Kh + Kη,Γ

h

)
, K?

h = Kh + Kη,Γ
h

(c) Scheme 2: M?
h = Mh + η MΓ

h − 1
4∆t2

(
Kh + Bh + BT

h + η Ph
)
, K?

h = Kh + Kη,Γ
h

(d) Scheme 3: M?
h = Mh + η MΓ

h − 1
4∆t2 Kh, K?

h = Kh + Kη,Γ
h

(100)

In all cases, due to the positivity of both Kη,Γ
h and Kh, the matrix K?

h is positive. Thus, demanding that the
matrix M?

h be positive provides the sought stability condition.
• For the (reference) scheme 0, the stability condition reads Mh−4∆t2 Kh ≥ 0, implying the well-known

CFL condition
∆t ≤ ∆tc0(h) := 2 sr

(
M−1

h Kh

)−1/2 (101)
where sr(·) refers to the spectral radius of a matrix and the superscript c stands for "critical".

• For the (semi-implicit) scheme 3, the stability condition becomes

∆t ≤ ∆tc3(η, h) := 2 sr
(

[Mh + η MΓ
h]−1 Kh

)−1/2 (102)

which is strictly less severe than (101), since MΓ
h is positive. In particular (101) is a uniform (in η)

sufficient stability condition for scheme 3. Moreover, for small η (102) reads

∆tc3(η, h) = ∆tc0(h)
(
1 +O(η)

)
(with O(η) ≥ 0) (103)

This establishes the robustness with respect to η of the scheme 3.
• By contrast, for the (fully explicit) scheme 1, the stability condition becomes

∆t ≤ ∆tc1(η, h) := 2 sr
(

[Mh + η MΓ
h]−1 [Kh + Kη,Γ

h ]
)−1/2 (104)

It is then easy to see that the scheme is not robust. Indeed,

lim
η→0

η
(
Mh + η MΓ

h)−1
(
Kh + Kη,Γ

h

)
= M−1

h Ah

means that
∆tc1(η, h) ≤ 2η1/2 sr

(
M−1

h Ah

)−1/2 (
1 +O(η)

)
(105)

• The properties of scheme 2 are in-between those of schemes 1 and 3. The stability condition is

∆t ≤ ∆tc2(η, h) := 2 sr
(

[Mh + η MΓ
h]−1 [Kh + Bh + BT

h + η Ph]
)−1/2 (106)

The scheme 2 is robust since (106) reads

∆tc2(η, h) = 2 sr
(
M−1

h [Kh + Bh + BT
h ]
)−1/2 (

1 +O(η)
)

(107)
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The symmetric matrix Bh+BT
h having no sign, it is difficult to compare easily ∆tc2(η, h) and ∆tc3(η, h).

However, since the corresponding quadratic form can take positive values, one can conjecture that
∆tc2(η, h)<∆tc3(η, h), i. e. that condition (106) is more severe than (102); this will be corroborated by
our numerical results.

Remark 5.2. In the particular case where (i) the coefficients (ρ, λ, µ) are constant (homogeneous reference
medium), (ii) a uniform mesh (made of rectangles or bricks, depending on the space dimension) is used and
(iii) Qk finite elements are considered, it is easy to describe the asymptotic behaviour of the CFL limits ∆tcj(η, h)

for small η and h. Let ν := λ/[2(λ+µ)] and VP :=
(

(λ+2µ)/ρ
)

1/2 respectively denote Poisson’s ratio and the
P-wave velocity in the reference medium, and νI, V I

P the corresponding quantities for the layer medium. Then:
(a) For schemes 0 and 3, there exists a (dimensionless) constant Cj,k(υ) such that:

∆tc0(h) = Ck(ν)
(
h/VP

) (
1 +O(h)

)
, ∆tc3(η, h) = Ck(ν)

(
h/VP

) (
1 +O(h+ η)

)
;

(b) For the scheme 1, there exists a (dimensonless) constant C1,k(νI) such that:

∆tc1(η, h) = C1,k(νI)
(√

hη/V I
P

) (
1 +O(h+ η)

)
;

(c) Finally, for the scheme 2, there exists a (dimensonless) constant C2,k

(
ν, νI, V I

P /VP
)
such that:

∆tc2(η, h) = C2,k

(
ν, νI, V I

P /VP
) (
h/VP

) (
1 +O(h+ η)

)
.

5.3. Setup for numerical experiments

Numerical experiments were conducted for a bounded domain Ω =]−L,L[d, with the layer region defined
by ΩI

η :=] − L,L[d−1×]−η/2, η/2[ and ΩE
η = Ω\ΩI

η (see Fig. 3). Homogeneous Neumann boundary conditions
are assumed on the top and bottom surfaces ]−L,L[d−1×{±L}, the remaining parts of ∂Ω supporting periodic
conditions. Regular meshes made of quadrilateral (d= 2) or hexahedral (d= 3) elements are used, with Lagrange
interpolation, Gauss-Lobatto interpolation points and Gauss-Lobatto quadrature formulas.
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Periodic

Neumann

ETC

Periodic Periodic

Periodic

+
⌘

2

�⌘

2

x

y

z

Figure 3. Configuration for the computational experiments (3D case)
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(a) 2D mesh ()used in Sec. 5.4) (b) 3D mesh (used in Sec. 5.5.2)

Figure 4. 2D and 3D meshes.

Unless stated otherwise, the excitation consists of a body force distribution g along the e1 direction, having
a truncated Gaussian spatial variation and with a Ricker pulse time modulation, i.e. of the form

g(x, t) = exp
(
− α‖x−x0‖2

) d2

dt2
exp

(
− π2(f0t−1)2

)
e1 ‖x−x0‖≤ 1

= 0 ‖x−x0‖> 1
(108)

where x0 is the source center (chosen so that the source support does not intersect the layer), f0 the central
frequency, and with α= 6 ln 10 (so that |g(·, t)|/|g(0, t)| = 10−6 along the edge of the truncated Gaussian)

The computational domain ΩE
η is meshed by starting from a regular mesh of Ω with nodes located on Γ. The

latter are then duplicated and translated by vectors ±η2n. Figure 4 shows meshes made using this procedure.

5.4. Comparative study of CFL conditions

For the case of a two-dimensional domain (d = 2) with L= 5, the critical time steps ∆tc(η, h), respectively
defined by (102), (104) or (106)) for scheme 1, 2 or 3, are computed as functions of η and compared to the
reference value ∆tc0(h) given by (101). The material parameters are set to (ρ−, µ−, λ−) = (ρ+, µ+, λ+) = (1, 1, 1)
outside the layer, and (ρI, λI, µI) = (2, 10, 6) inside the layer. The spatial discretization uses quadrilateral finite
element of order 10 and size ∆x= ∆z= 1 (see Fig. 4).

Figure 5a shows the relative CFL limit ∆tcj(η, h)/∆tc0(h) as a function of η for each scheme (the values of
η have to be compared typically with h = 1). The numerical results reproduce the theoretical expectations
of Sec. 5.2. The CFL of the fully-explicit scheme (96) sharply deteriorates in the thin-layer limit, making it
unsuitable, as expected (the slope of the leftmost part of the corresponding curve in log-log scale is in fact
found to be numerically close to 1/2, consistently with the predicted asymptotic behavior (105) of ∆tc1(η, h)).
By contrast, the CFL of the semi-implicit scheme (98) is only weakly dependent on η and converges to the
reference CFL ∆tc0 in the thin-layer limit. Finally, the CFL of the quasi-explicit scheme (97), while independent
of η, has a lower value ∆tc2 ≈ 0.6∆tc0 which makes it somewhat less attractive than (98).

It is also interesting to evaluate the influence of the material parameters inside the layer on the stability
condition. Figure 5b shows for each scheme the dependence of the critical time step on the Lamé modulus λI

(which only influences the boundary matrices Ah,Bh and Ph), for η = 0.01 and ρI, µI kept fixed. Only the
semi-implicit scheme (98) appears to be essentially independent of the layer material. This is fully consistent
with theoretical expectations, as equations (102), (104) and (106) predict the stability condition of scheme 3 to
be insensitive to λI, but that of scheme 1 or 2 to deteriorate for large values of λI (i.e. very stiff layers).
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Figure 5. Critical time step ∆tc(η, h) for schemes 1, 2 and 3

To conclude, the (semi-implicit) scheme 3 is best, by virtue of being fairly insensitive to either the thickness
or the material parameters of the layer and having a CFL limit ∆tc close in all cases to the reference value ∆tc0,
despite the fact that it requires the solution of a (small and sparse) linear system for updating the interface
unknowns. The quasi-explicit scheme is a reasonable compromise, since it is robust in η, provided that the
material contrast is not too large (otherwise, the gain brought by avoiding the solution of a linear system does
not compensate the reduction of the time step). Finally, the fully explicit scheme is unsuitable because its
stability condition is not robust with respect to variations of the layer thickness and material parameters.

5.5. A numerical validation of the ETCs

5.5.1. 2-D numerical experiments
The computational domain is again such that L=H = 5. The material parameters are chosen as (ρ−, λ−, µ−) =

(ρ+, λ+, µ+) = (1, 1, 1) outside the layer, and (ρI, λI, µI) = (2, 4, 3) inside the layer. The source is of the
form (108), with x0 = (0, 2.5) and f0 = 0.98. The spatial discretization uses quadrilateral finite element of order
10 and size ∆x= ∆z= 1/3. The time-stepping scheme (98) is used, with a time step ∆t= 5 ·10−5. The solution
uη computed using this discretization is very close (within a relative error smaller than 10−6) to a reference
solution computed using a highly refined space and time discretization. The effective transmission solution for
η= 0.2 is shown for illustration purposes on Fig. 6, for times t= 3.5 and t= 5.

We now compare the computed exact and effective transmission solutions, by evaluating for a range of values
of η the relative difference E(η) in L2 norm between the computed approximations of uη and ũη, defined by

E(η; t) := ‖uηh(·, t)− ũηh(·, t)‖L2(ΩE
η ) / ‖uηh(·, t)‖L2(ΩE

η ). (109)

Figure 7 shows that E(η; 5) =O(η3), hence giving a numerical validation of Theorem 2.5, whereas the solution
ǔη for the order 0 ETC, which just assumes {ǔη}η = 0, is seen to yield a O(η) error, also as expected.

5.5.2. 3-D numerical experiments
3-D results are given with the computational domain again defined by L= 5. The material parameters are set

to (ρ−, µ−, λ−) = (1.8, 1.6, 2.2) and (ρ+, µ+, λ+) = (1, 1, 1) outside the layer, and (ρI, λI, µI) = (2, 4, 3) inside
the layer. The source is again of the form (108), with x0 = (0, 0, 2.5) and f0 = 0.5. The mesh (Fig. 4b) is made
of cubic elements of size h = 1.0 and of order 6. The time discretization uses the semi-implicit scheme (98),
with the time step set to ∆t = 0.0002. The exact and effective transmission solutions for η= 0.2 are shown (in
terms of respective horizontal displacements at t= 5) on Fig. 8. Then, computing the L2 relative error (109) at
t= 5 for different values of η, Fig. 9 shows that again E(η) = O(η3), consistently with Theorem 2.5.
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Figure 6. 2-D case: displacement moduli of the exact (left) and effective (right) transmission
solutions (with η= 0.2), evaluated at t= 3 (top) and t = 4.5 (bottom).
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Figure 7. 2-D case: relative L2 difference E(η; 5) as a function of η for (i) the second-order
ETC model and (ii) the model where the layer is ignored.

6. Conclusion and outlook

In this paper we have developed the basic tools for a treatment of thin interfaces via effective transmission
conditions for isotropic elastodynamics, their theoretical justification, and their numerical treatment. As it
stands here, the work is complete for the rather academic case of a homogeneous and planar interface with
constant thickness. However, many useful extensions can be considered.

First, the treatment of (smooth) curved layers is of interest. The only (albeit substantial) additional difficul-
ties are purely technical and related to the use of tools of differential geometry.
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(a) |uη(x, 0, z, 5)| (b) |ũη(x, 0, z, 5)| (c) |uη(0, y, z, 5)| (d) |ũη(0, y, z, 5)|

Figure 8. 3-D case: exact (a,c) and effective (b,d) transmission solutions for η = 0.2 in
coordinate planes y= 0 (a,b) and x= 0 (c,d), evaluated at t= 5.
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Figure 9. 3-D case: relative L2 difference E(η; 5) as a function of η for (i) the second-order
ETC model and (ii) the model where the layer is ignored.

A rather direct extension of this article is the treatment of layered interfaces, where the material properties
inside the layer are no longer constant but of the form

λI
η(y, ν) = λI(ν/η), µI

η(y, ν) = µI(ν/η), ρI
η(y, ν) = ρI(ν/η),

where λI(s), µI(s), ρI(s) are reference (non necessarily smooth) functions defined for − 1
2 < s < 1

2 , i.e. in the
normalized layer. In the same spirit, it should be easy to incorporate smooth lateral variations of the the layer
constitutive parameters through

λI
η(y, ν) = λI(y, ν/η), µI

η(y, ν) = µI(y, ν/η), ρI
η(y, ν) = ρI(y, ν/η),

where λI(y, s), µI(y, s), ρI(y, s) now are reference functions defined in the normalized layer ΩI
1 and smooth with

respect to the lateral coordinate y.
The case of a layer of non-constant thickness, of the form ΩE

η :=
{

(y, ν),−η f−(y) ≤ ν ≤ η f+(y)
}
(where

f± are smooth positive functions), is trickier but amenable to an approach similar to that developed here.
Once available, formulations for the above three cases treated separately would provide natural ingredients

towards the treatment of curved interfaces with non-uniform thickness and constitutive properties (with smooth
lateral variations of the geometry and coefficients). On the other hand, the treatment of non-smooth and / or
singular lateral variations of the geometry and coefficients requires new ideas and techniques.
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Another challenging topic is the derivation of higher-order equivalent transmission conditions, even for the
present case of a homogeneous and planar layer with constant thickness. As already mentioned in Remark 3.6,
such a derivation should exploit the asymptotic expansion of uη obtained in this paper, but we anticipate some
difficulties in the construction of stable higher-order ETCs.

Appendix A. Interior asymptotic expansion

The sequence of Dirichlet problem (44a,b) may be recast in the form

∂2
sU

`(s) = F`(s) (− 1
2 ≤ s≤ 1

2 )) with {U`(s)}1 = {u`(s)}, (110a)

(where {u`(s)} denotes an arbitrary Dirichlet data expressed in generalized jump form), having set

F`(s) = Q1∂sU
`−1(s) +Q2U

`−2(s), with Q1 := −A−1P1, Q2 := A−1
(
ρI∂2

t − P2

)
(110b)

The solution to any problem of the form (110a) is given by

U`(s) =
〈
u`
〉

+
[
u`
]
s+ SF`(s), SF(s) :=

∫ s

−1/2

(
s− 1

2

)(
t+ 1

2

)
F(t) dt+

∫ 1/2

s

(
s+ 1

2

)(
t− 1

2

)
F(t) dt (111)

where V(s) = SF(s) is, by construction, the solution of ∂2
sV(s) = F(s), V(± 1

2 ) = 0.
We now prove Lemma 3.3 by induction. We first note that, using (50a), equation (49) with ` = 0, 1 agrees

with expressions (45) of U0 and (46) of U1. Now, assume that U`−2 and U`−1 are of the form (49) with (50a).
Using(49) in F` defined by (110b), one finds

F`(s) = Q1

{`−1∑
j=0

∂sXj(s)
〈
u`−j−1

〉
+ ∂sYj−1(s)

[
u`−j

]}
+Q2

{`−2∑
j=0

Xj(s)
〈
u`−j−2

〉
+ Yj−1(s)

[
u`−j−1

]}
=

`−2∑
j=0

{(
Q1∂sXj+1(s) +Q2Xj(s)

)〈
u`−j−2

〉
+
(
Q1∂sYj(s) +Q2Yj−1(s)

)[
u`−j−1

]}
where the last equality result from shifting the summation index by one and taking advantage of (50a). Invok-
ing (111) and shifting the summation index, the solution U` of (110a,b) is then obtained as

U`(s) =
〈
u`
〉

+
[
u`
]
s+

∑̀
j=2

{
S
(
Q1∂sXj−1(s) +Q2Xj−2(s)

)〈
u`−j

〉
+ S

(
Q1∂sYj−2(s) +Q2Yj−3(s)

)[
u`−j+1

]}
It is therefore of the form (49), provided the tangential operators Xj and Yj are linked by the recurrence relations

Xj(s) = S
(
Q1∂sXj−1(s) +Q2Xj−2(s)

)
, Yj−1(s) = S

(
Q1∂sYj−2(s) +Q2Yj−3(s)

)
(j ≥ 2) (112)

which, with the help of initialization (50a), recursively determine all Xj and Yj . In particular, setting f0(s) = 1,
f1(s) = s, f2(s) = s2, one finds

[Sf0](s) =
s2

2
− 1

8
, [Sf1](s) =

s3

6
− s

24
, [Sf2](s) =

s4

12
− 1

192
.

The first few operators Xj and Yj are then easily found to be given by

X2(s) =
(s2

2
− 1

8

)
Q2, X3(s) =

(s3

6
− s

24

)
Q1Q2,

X4(s) =
( s4

24
− 1

384

)
(Q1Q1 +Q2)Q2 −

( s2

48
− 1

192

)
(Q1Q1 +3Q2)Q2,
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Y1(s) =
(s2

2
− 1

8

)
Q1, Y2(s) =

(s3

6
− s

24

)
[Q1Q1 +Q2],

Y3(s) =
( s4

24
− 1

384

)
(Q1Q1Q1 +Q2Q1 +Q1Q2)−

( s2

48
− 1

192

)
(Q1Q1Q1 +Q1Q2 + 3Q2Q1).

Finally, the boundary values Xj(± 1
2 ) = Yj(± 1

2 ) = 0 (j ≥ 2) result directly from relations (112) and the
definition (111) of S, while the polynomial nature in s and the parity properties (50c) are easily established by
straightforward induction on j based on (111) and relations (50b).
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