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ABSTRACT

The purpose of this work was to gain improved understanding of
the basgic internal transport processes in natural waters and the
interactions at the air-water interfacge., To this end, thermal and
flow structure in a stratified layer of wateyr heated by a radiation
source and/or cooled by forced air flow over the surface was studied
in the lahoratery. Accurate temperature measurcments were obtained
using a Mach-Zehnder interferometer which did not disturb or distort
the temperature, radiation and flow fields. The flow gstructure was
studied qualitatively by visualizing the patterns with dye injection,
particle tracing ("fish scales"} and shadowgraph technigues. Tem-
perature fluctuations and thermal plume activitiesg were detected by
a thermistor.

The transport processes ocourring in impounded waters such as
takes, ponds and reservoirs wers simulated in & laboratory test cell
33 om deep, 25 cm wide, and 10 cm thick £illed with distilled water.
Thermal stratification was induced by bigh temperature tungsten
filament lamps in parabolic reflectors which produced collimated
radiation flux of known spectral characteristics. At the surface,
the water was ccooled by forcing air through. a 10 om square air-
channel which was assembled onto the test cell. A 20 om deep test
cell was also used to study the effects of the bottom on the depo-
siticn of solar encrgy in shalliow waters. The test cell had pro-
visions for cooling or heating the bottom by circulating coolant
through serpentine tubing soldered onto it.

The experimental observations during thermal stratification of

a shallow layer of water indicated that if sufficient radiant energy




ig absorbed at and near the bottom instabiiities will occur. The
spectral radiation flux incident on the water and the radiation char-
acteristics of the bottom had a decisive influence on the temperature
distribution. Numerical results based on a transient, one-dimensional
energy transfer model showed good agreement with experimental mea-
surements.

Heating from below of a nonuniformly stratified layer of water
was studied to obtain understanding of turbulent mixing processes in
an inherently unstable situation. Departure of warmer parcels (ther-
mals) of water emanating from the immediate vicinity of the cell
bottom was observed. The thermal plume activity near the bottom
created a mixed (nearly uniform temperature) layer above the heated
surface. A simple thermal model based on the energy equation was
used to predict the dynamics of the mixed layer. The predictions
from the theymal model as well as those from a more sophisticated
energy model in which turbulence was accounted for agrecd very well '
with the experimental data for the mixed layer height and tempera-

. ture.

Experimental cbservations during forced cooling of a laver of
water undergoing thermal stratification by radiation indicated a
very éomplex thermal and flow structure. In a thermally stratified
water being cooled, the fiow is confined to a layer in which turbu-
lent mixing is an important transport process. In the mixed layer
random temperature fluctustions were detected shortly after cool-

ing by forced air flow was initisted. Restratification by radiation

deposition of radiant energy in the surface layer influences strongly
the persistence of turbulence. A model based on the conservation
principles and K-¢ turbulence model was developead. The numerical
results obtained were compared to experimental data Obtéined‘in
controlled laboratory experiments. The data and predictions were

consistent and agreed reasonably well with each other.
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time

temperature

fluctuating temperature

exponential transmission function defined in Bg. (3.14)
exponential transmission function defined in Eq. {(3.15}
averaga coolant temperature

velocity component in x-direction

velocity component in y-direction

fluctuating vertical velocity component

turbulent heat £lux

horizontal coordinates

vertical coordinate

thermal diffusivity of fluid, k/pc or absorptivity
absorptance of bottom

thermal expansion coefficient

temperature gradient (3T/9z) in the stable region
normalized temperature gradient in the stable region, Y/YO
dimensicnless time step

dissipation of turbulent kinetic energy or emissivity
dimensionless mixed layer height, Yoh/{Tf - Tfo)

angle between normal and pencil of radiation ox dimensionless
temperature defined by Eq. (4.6}

di i i T - T T - T
imensionless mixed layer temperature, ( - mo)/( £ lfo)

proportionality factor defined by Eq. (5.4} or von Karman's
constant

spectral absorption coefficient

wavelength

dynamic viscosity or direction cosine in water, i = cosf
cffective viscosity defined by Eqg. (3.3)

direction cosine in air, W° = cosi®

kinematic viscosity. W/

dimensionless vertical coordinate, z/D

density

surface reflectance
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o] Stefan-Boltzmann constant
UK turbulent kinetic energy Prandt] numbex
UE turbulent kinetic energy dissipation Prandtl number
T dimensionless time defined as (gBu2/v)l/3y {(r_. — )~2/3
(£ - t ) o " f fo
ref
TS surface shear stress
TK spectral optical depth
TDA spectral optical thickness
¢ azimuthal angle, constant in turbulence model or dimensioniess
radiative fiux defined by Eg. (4.6)
¢t constant in turbulence model
¢t' constant in turbulence model
Y parameter defined in Bg., {4.3)
£2 solid angle
Subscripts
b refors to the bottom
eff refers to effective
h refors to the top of the mixed layer
i refers to grid space
refers to time step
& refers to laminar
m refers to the wixed layer
o refers to initial conditions
ref refers to reference
s refers to the surface
t refors to turbulent
A refers to wavelength
0 refers to space coordinate origin (z = 0)




1. INTRODUCTION

1.1 Discusgion ¢f Problem

For time immemorial man has been interested in understanding
and harnessing his physical environment. The life-sustaining atmo-
sphere and the ocsans of water upon which depend so many living
organismns inciuding man have been of particular concern to hinm.

With the personal and collective demand in harnessing'the maximam
amount of energy to produce goods and machinery to serve him, man

has been inadvertently modifying his surroundings. Historically,
scientists such as meteorologists, oceanologists, geologists and
others have contributed to man's understanding of his physical en-
vironment, but more recently ecclogists, eﬁviranmentalists, engineers
and others have come to share their specialized training in the task
of solving the variety of problems associated with the modification,
monitoring, purification and overall management of air and water
resources.

The physical processes of fluid motion, energy and mass trans-—
fer in natural waterbodies are very complex. Figure 1.1 1llustrates
schematically some of the transport processes which occur in the
vicinity of the air-water interface. The ultimate energy source of
the atmosphere—hydrosphere gystem is the sun which "drives" the
system. Turbulent exchange of momentun, heat and mass is controll-
ing the transport processes on large and small scales, and molecular
diffusion is important only on very small scales. The internal
transport processes as well as the interactions which occur at the
air-water interface are responsible for the thermal structure of
water as well as for the heat and mass transfer at the surface. As
expected, two different levels of detall in understanding are re-

gquired for predicting the heat and mass exchange at the surface and
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temporature structure in a body of water.

In general, the physical, chemical and bioldgical processes
in waters is of interest§to gcientists {(Hutchinson, 1957; Hill,
1962 ; Mamayev, 1975), environmentalists {Annonvymous, 1969; Eskinazi,
1975) and engineers {Parker and Krenkel, 1969, 1970; Harleman,
1977; Zaric, 1977) for many reasons. For example, the vertical
temperature (density) variations in a water body have important
effects on chemical and physical properties, dissclved oxygen, bio-
logical and chemical oxygen demand, aguatic life, chemical and
thermal pollution, ecology and mixing proceSSes in water. The
thermal structure influences'the plant and animal life and affects
the status of the water resources. Data én thermal and flow struc—
turc, energy transfer and mixing cften provide the basic information
that leads to better understanding of complex hydraulic phenomena.
such data are invaluable as ihput to those concerned with water
quality, ecology, thermal impacts of large heat sources and hydro-
seience in general. For example, the fransport processes governing
the vertical distribution of mass and enexrgy in impounded waters
{lakes , reservoirs, and ponds} play a critical role in various other
basic and applied studies of current interest: in the dispersal of
material pollutants (Hamelnik and Waybrant, 1973; Eddington and
Robhins, 1973), in the transport of nutrients and biota (Schindler
and Fee, 1973; Holm-Hansen et al., 1976}, on the dispersal of ther~
mal effluents (Barleman and Stolzenbach, 1872 Zaric, 1977), and
seasonal thermal energy storage in artificial lakes {Scholl, 1974}..

necause of the complex nature of the physical processes gva
erning the hydrodynamics and thermodynamics of waterboedies and the
difficulties in experimentai.and thacretical scaling of natural
processes , most of the present state—ofmknowledgé concerning waters
has been acquired by measurenents. The methodologies employed have
incinded large and small scale field expeviments and laboratory
tests. & great store of useful empirical knowledge has been obtained.
The belief that natural phenomena were too complex to be modeled

pathematically using the basic conservation principles and laws




and too compléx to be realistically simulated in the laboratory has
led to the approach {Parker and Krenkel, 1970). Smpirical relations
developed from the field data have limited usefulrness and can only
be applied to situations approximating those For which the orig-
inal field data were obtained. Unfortunately, the fundamental dif-
ficulty with these approaches is that field and laboratory data
alone cannot predict what will happen in the future in a body of
water, for example, if it is subjected to large thermal loads, say,
from an electric power genervating plant.  Por this purpose pre-
dictive mathematical models are needed. Before these type of models
can be developrd, a more detalled understanding not only of the
internal physical processes governing fluid flow, mixing and energy
processes but also of the interactions at the alr-water interface
must be obtained. Only then can mathematical models governing the
complex phenomena be developed with some confidence and verified
experimentally using data obtained from small scale laboratory

tests or from field data.

Models for predicting heat dissipation from the water surface

and the thermal structure in waters are ed, for example, by
electric power plant designers, electric utilities, local and fFed-
eral water pollution control agencies responsible for determining
if the thermal pollution standards are met. B2Also, madels provide
better wderstanding of complex hydraulic phenomena in natural
waters and such information is invaluable to those concerned with
water guality and ecology.

This work is concerned with fundamental understanding of the
internal radiation, mixing and energy transfer processes in quies—
cent water. To this end, the detailed wmixing and energy transfer
processes in theymally stratified, heated and/or cooled water are
studied by performing laboratory experiments under carefully con-
trolled environmental conditions simulating as closely as possible

the conditions exizting in impounded waters.




1.2 Background

The physical processes governing the internal dynamics and
thermal structure of impounded waterbodies without and with thermal
discharges are very complex. The subject covers a wide range of
physical phenomena and a great deal of field data and empirical
information has been acguired. The interest in dabta zollection
and modeling of fluid-themmal dynamics in natural and impounded
waters has been intense during the last two decades and is evidenced
by a number of short courses, seminars and conferences {Harleman,
1972; Abraham, 1975; Spalding and Afgan, 1977; Zaric, 1977; Lee
and Sengupta, 1977, 1879), to mention just a few, that have been
held.

The need for modeling of the fiuid-thermal dynamics in natu-
ral waters has been discussed in some detail (Tichenor and Cawiey,
1970 Parker and Krenkel, 1970) and there is no need to summarize
she recommendations here. In brief, mathematical models are used
for design and predictive (forecasting) purposes of hydraulic and
thermal phenomena in waterbodies. ‘fThe models are only as yood as
the physical approximations made in their development. Reliable
predictive models can be constructed if the internal physical
processes in the watex and the interactions at the alr-water inter-
Face are realistically accounted for. pocording to Figure 1.1 the
internal processes include radiation, advection, shear and buoy-

ancy generated turbulence and mixing and their interactions to-

gebher with convection, latent energy transport, evaporation (con-

densation) , shear and wave generation at the air-water interface.

Curvents, inflows—outflows of water and possibly discharge ol ther-

mal effluents must also be considered.  The principal difficulties

in modeling fluid flow and energy transfer in natural waters are the
Tack of knowledge of the internal physical processes, the intcerections
ar rhe air-water interface as well as rhe soiuntion of a set of conser-
vation cguatiéns governing the phencmena. Soveral eneragy transport proe-

cuses, for coxample, must be raken inta account simultancously and the




sources and sinke of ensrgy are not obvious. An array of mixing

vhenomena which are relevant to large waterbodies has been reviowed

by Turner (1973). However, pertinent guantitative data are lacking

=1

to understand detailed physical process of st

cation, shear

and buovancey generated mixing, restratification of water which is

undergoinyg mixing, wind-shear produced mixing in thermally strati-

fied and unstratified natural waters and others.

Because of the very broad subject matter, the discussion here

will of necessity be limited to the topics directly relevant to

this work. Specific attention in this section 1s focused on the
basic internal transport processes in the water guch as radiation,
bhuoyvancy generated flow and mixing, turbulence, interactions at the

alr-wateyr interface and mathematical description of laboratory

1.2.1 ERadiation Transfer

The primary energy source in natural waters is solar vadiation,
and available experimental evidence (Turner, 1973; Ryan, 1972) in-
dicates that natural thermal streotification in waters is primarily
determined by the net radiation transfey, except the weper 1 to 2 m deep
layer of water which responds to daily changes in insolation. 'Turbu-
lence genevated by wind and currents and aided by buovancy inducoed

a mixed surface laver. Only relatively

natural convection creat
gquicscent , sheltered waterbodies have significant thermal strati-
Fication in the upper 10 m during the days with a positive net
{dovnward) heat flux in the surface lavers.

Prediction of temparaﬁﬁre structure in surface layers or of
thermal stratification in impounded waters reguires models for

short-wave (solar}y radiation transfer. The assumpbion that solar

radiation ig tobally absorbed at the surface (Parker and Krenkel,
1970 has no phveical Justification, except possibly in the limit-
ineg caso of veory burhid waters.  Another approach of thoso who have

accountod for internal absorption of solar radiation has been to




approximate f£leld data using exponential functions (Kraus and Roth,
1968 Dake and Harleman, 1%6%; Denman, 1973; Denman and Mivake,
1973). A fundamentally more sound approach (viskanta and Teoor,
1972, 1973, 1978; Jerlov, 1976; Daniel et al., 1979) is to use rad-
iative transfer theory. Attenuation {absorption and scattering)

and multiple scattering by water can be accounted for and reflection
a5 well as transmission of incident sclar radiation can be included.
Nonisotropic multiple scattering of radiation by watexr increases

the complexity of the analysis (Viskanta and Toor, 1973; Daniel et
al., 1979}, but flux approximations (Daniel et al., 1979) can be
developed which do not increase the complexity of the problem
greatly beyond that which is inherent to the forward scattering
model (Viskanta and Toor, 1272).

A comparison of some approaches for predicting radiative trans-
fer in waters is available (Viskanta and Toor, 1978). The results
show that neither the assumption of mean-gray absorption coefficient
{Dake and Haxrleman, 1669) nor semiempirical equations used (Rabl
and Nielson, 1975} are completely satisfactory. The comparison
indicates that generally for accurate prediction of the volumetric
rate of short-wave energy abscrption within water, the spectral dis-
sribution of the incident sclar radiation flux, the spectral ab-
sorption coefficient as well as the radiative effects of the bottom
must he accounted for. ‘Temperature digtribution in a gulescent
tank has been measured, and the good agreement between data and
predictions {Snider and Viskanta, 1974; Bloss and Grigull, 1978)
provides an indirect confirmation of the wvalidity of the phenomolog-
ical radiation transfer models and gives some confidence in the
approach used. 1t should be emphasized that the models (Snider
and Viskanta, 1974; Dake and Harleman, 1969) do not account for

Filuid moticon, turbulence or gurface shear due to wind.
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1.2.2 Buoyvancy Generated Flow and Mixing

Buovancy generated natural convection flows are common G-
physical problens and an excellent review of the phenomencn is
avaitable (Turner, 1973). The bulk of the work in the past has
been devoted to thermal convection betweoen parallel plates uni-
formly heated from beleow and cooled Trom above (Deardorff and
Willis, 1267a, by Willis and Deardorff, 1967a, b; Goldstein and

Chu, 1969; Carroll, 1971; Chu and Goldstein, 1973; and Fitziarrald,

1976) . Natural convection in water cooled From the free surface
has been studied {Spangenberg and Rowland, 1961: Foster, 196%;

Viskanta et al., 1977, 1978; Katsaros et al., 1977). A review of
cellular convection in evaporating shallow liquids is given by
Berg et al. (1966}, and the effects of surface tension, surfactants

and the depth of fluid are discussed. In many experiments of this
type the moan temperature profiles within the fluld were obtained
{(Deardorff et al., 1969; Viskanta et al., 1977, 1978; Katsaros ot al. .

1977 . An sxcellent review of the relevant literature is available

(Katsaros et al., 1977} and will not be repeated hero.

Laboratory stud modeLing atmospheric penetyative convaecolion
in a tank of water which was continuously and wiformly stratified
has been pervformed by Deardorff et al, (1969) and Heide (1977

In both studies the water was heated from the bottom by imposing

a congtant temporature boundary condition. The dynamics of the con-

vective layer were obgerved and sinple mathematical models de-
veloped,  The cooling of a nonuniformly thermally stratificd
layer of watey from the free surface in the absence of shear has
been investigated {Behnia and Viskanta, 1979). The dynamics of

the mixed Laver was observed, detailed temperatare &

stributions

ware measured and a simple thermal model was developed for predict-

ing the dynamicos of the mixed layer. The interaction of motion

generated by wind shear with buoyvancy produced natural convect ion
i oa themmally stratified water layer does not appear to have boen
studiced in the laboratory. This is an important vroblem which

AULECS 1IN nature.




1.2.3 fTurbulence

The turbulent transport processes below the water surface are
very complex indeed {Coantic, 1978). The complexity arises as a
result of lack of understanding of turbulent structure generatoed
Ly several different sources. 1In fact, this has been one of the
main drawbacks in the modeling of transport processes in waters.
Buoyancy resulting from unstable stratification is one of the
sources of turbulence. Since short-wave radiation absorption causes
stratificatbion, the modeling of thermal structure in the upper layérs
oF water is further complicated by the interaction of turbulence and
radiation transfer. Mwﬂmrimmmmm;MMmrigtmwcmuxmeimx—
ing because the direct experimental determination of turbulent
parameters in natural waters ig difficult under field cenditiéns.
Tyrbulence has been receiving and continues to receive considerable
attention (Parker and Krenkel, 1970; Fischer, 1973 and 1976; Spald-
ing and Svensson, 1977). Therefore, in order to predict tempera-
rure distribution in the water either assumptions must be made to
by-pass the modeling of turbiulence or turbulent quantities {e.qg.
cddy diffusivities) must be determined. An up to date review of
di fferent one-dimensional approaches to the problem is given by
Hiiler and Kraus {(1977) and will not be repeated here. This topic
witl be discussed in greater detail in a later section.

The modeling of turbulence or its by-pagsing is determined by
the type of analytical models constructed. The models which have
been nsed can be divided inte three groups: 1} mixed layer models
that assume the existence of a completely mixed layer, Y models
that emphasize mixing due to unstable stratification and neglect
the effect of wind and 3) models that take into account the turbu-
lence by employing turbulent transport coefficients. The models
deveioped which belong to the first two groups are the simplest
and most widely used. The first model of this kind was developed
by Kraus and Turner (1967). Exampies of more recent models for the

atmosphere are those of Pennekes (1973), Carson and Smith (1974},
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Mahrt and Lenschow (1976) and in waters are thogse of Deardorif ot
al. (1969), Moore and Jaluria (1972}, Denman (1973), Heidt {1977),

and Behnia and Viskanta (1979}, The moedsls developed Dy Sundaram
2 Y

and Rehm (1973) and Spalding and Svensson {(1977) are typilcal of

those

in the third group.  Sundaram and Rehm {(1973) used an alge-
braic aqguation for turbulent exchange coefficient of heat and solved

the er

crgy equation to predict the temperature digtribution. Tho

model of Spalding and Svensson (1277) relates the addy diffusivity

to the turbulent kinetic energy and dissipation.

Air-Water Intor:

1.2.4 Interactions at a0

Interaction between the abtmospheres and hydrosphers manifests

itsell most strongly at the air-water interface and plays a very

2 within water and in thoe

important role in the dynamic proces:
establishment of the temperature structure not only near the intor-
faca but alse to a considervable distance below the water surface
(Coantic, 1978). For example, water surface temperature has koy
importance to both heat (convective, latent and radiative) exchange
and mass (evaporaticon and condensation} transfer. Mechanical and
thermal enerqgy are transported by several different mechanisms,
Figure 1.1, and the presence of turbulence in the air and water on
a voery wide range of scales which complicates the understanding and
modaling of the interaction at the interface. A very thorough re-
view of interactions on micro and wmacro scales are given by Kraus
(1972) and Coantic (1978).

At the alr-water interface there exists the reflection and
transmission of short-wave solar radiation incident on the inter-
face. Long-wave radiation exchange between the surface and the en-
vironment , and transport of sensible and latent heat to or from the
interface are controlling in the absence of solar radiation. Thao
transport of mechanical encrgy as a result of wmomentum oxchango bo-
twooen the surface and wind as well as wave generation and breakage

are aiso very important. A two-dinmensional boundary layver model has
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been used by several investigators {Weisman and Brutsaert, 1973;
Brutsacrt, 1975; Shaw and Lee, 1976} to gimulate the interaction,
and the effect of several parameters on the wind velocity profile.
The processes at the alr-water interface are usually described by
semiempirical correlations both for the momentum and thermal energy
transfers. Equations of this type are widely adopted by investi-
gators either in laboratory or field experiments. Studies by
bunchel et al., 1974; Ryan et al., 1874; Weisman, 1975; Shaw and
Lee, 1976; Hicks and Hess, 1877; Lai, 1977; Ginzburg and Fedorov,
1478 are only a few that can be mentioned. In some studies the
cffects of waves and wavy air-water interface on the thermal and
mechanical energy transports are studied and correlated (Mangarella
et al., 1971, 1973}. No laboratory studies in water layers deal-
ing with combined radiation transfer, turbulence, mixing due to
buoyancy and wind shear and their interactions appear to have been

reported in the literature.

1.3 Obijectives and Scope

The primary objective of this investigation is to obtain im-
proved understanding of radiation transfer, mixing in stratified
weter due to buovancy and wind shear and their interactions. The
emphasis is placed on laboratory modeling of these processes in
experiments under carefully controlled laboratory conditions. More
specifically, the tasks were the Following:

1. sStudy stratification (heating by radiation) of shallow

water lavyers.

2. Investigate the mixing of nonuniformly gtratified water

due to heating from below or cooling from above.

3, Study the mixing of a layer of water due to cooling

and wind shear at the water surface.

4. Investigate the restratification (reheating by radi-

ation} of a layer of water which is undergoing mixing

due to cooling and wind shear at the surface.




Expervimentally, emphasis is on developing appavatus and
procedure Tor obtaining accurate data with well defined conditions
in the laboratory. The detalils of experimental apparatus and pro-
cedure are described in Chapter 2. The experimental data obtained
are uscd to check the validity of the mathematical mo&o]s discussed
in Chapter 3. A one-dimensional encrgy model based on radiative
transfer analvsis of Viskanta and Toor (1978) is developed for pre-
dicting temperature distribution in a shallow laver of water undcer-
going thermai stratification, aﬁd the results obtained are prosented
in Chapter 4. The dynamics of an initially stably stratificd layer
of water heated from below is mathematically modeled and discussed in
Chapter 5. Shear and buoyvancy induced turbulent flow is modeled using
the K-& turbulence model of Launder and Spalding {1972) and the experi-
mental and numerical results obtained are described and compared in

Chapter 6. The conclusions are summarized in Chapter 7.
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2. EXPERIMENTS

2.1 Introduction

The purpose of the experimental part of this study is to
cimelate in the laboratory the basic energy transport and mixing
processes ocourring in natural waterbodies such as ponds, lakes or
reservoirs. Experimental data are needed to gain understanding of
internal energy transporl processes in waters cooled and/or heated
from the surface. The effects of wind shear, incident short- and
long-wave radiation, and surface heat flux on +the mixing processes
in the water are not completely understood. Ouantitative data are
alsc required to verify analytical models which have been developed
for predicting unsteady temperature distribution and flow charac-
teristics of complex hydraulic systems. The general cbhjectives of
the experimental phase of this work are:

¢+ gimulate in the laboratory the internal energy transfer
and mixing processes in a shallow guiescent body of
water.

s  gimulate the effects of wind shear in a stagnant water-
body and study the energy transfer processes near the
air-water interface.

To this end, experimental appesratus was designed end constructed to
cimulate in the laboratory undexr carefully controlled conditions the
different physlcal transport processes ccourring in natural waters.

Thermal stratification was accomplished using tungsten filament
jamps within parabolic reflectors which producad collimated radi-
ation and simulated solay irradiation. The water was coocled o
heated from the surface by heat exchange with ambient alr and

surrcundings. A Mach-%Zehnder interferomeler was used as a diagnostic
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tool for optical measurement of unsteady temperature distribution
and flow visualization within the water. For visualization of flow
field, several optical, particle tracing, and dye technigues were
suitable for the present study and included shadowgraph {optical),

fish scales (particle tracing), and blue-black dye technigques.

2.2 Test Cells

The complexity of realistic modeling in a laboratory of natural

waterbodies such as ponds, lakes and reservolrs is  fully recog-

irvable to minimize the edgoe cffects.

nized. & large test ¢ell was &
Unfortunately, a widith limit for uniform heating was imposoed by the
length of the solar simulators. Also, a width limit in the direc-
tion of the optical path was imposed by the interferometery. Inter—
ference fringe shifts are directly related to the width of the test
ceil along the optical path., Too wide of a test cell along the
optical path produces a fringe shift pattern which is too dense for
interpretation.

Two test cells were designed and constructed. Test cell A was
intended to model a shallow laver of quiescent water in which a
significant fraction of the incident solar radiation penetrates to
the bottom of the laver and interacts with it. Test cell B was de-
signed to model a deepey layer of water in which there is relatively

Iittle interaction of solar radiation with the bhottom.

o204 Test Cell A

The depth of this test cell

betwes adiant heating of the water which would cause sufficient

~

interaction of radiation with the hottom and the fres convection

tors wave imporbant

civoulation considerations. Both of these fe

for choosing a depth of the tank. Penetration of radiant ocnergy
into the water depends on several factors of which the most important
ones are, magnitude and spectral distribution of the incident radi-

ative flux  and the radiatlon characteristics of the water. The
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recsults obtained (Snider and Viskanta, 1975; Viskanta et al., 1975;
Viskanta et al., 1977 and 1978) using tungsten filament lamps in
parabolic reflectors operating at temperatures in excess of 2500 K
resulted in penetration of radiation to about 15 om, depending on
the effective temperature of the radiation source. Consequently,
absorption of radiation by the bottom produces heating which in an
unstable situation induaces natural convection motion. Hence, to
model and study a shallow laver of water realistically, the depth
of the test cell should be sufficiently deep for the circulation
convection mixing not to penelrate to the surface in the presence
of thermal stratification. Based on the experimental results avail—
able (Viskanta et al., 1977 and 1378) Ffor cooling of a lLayer of
water from the surface, the penetrative convection is confined to a
depth of abcut 10 to 15 cm. For these reasons, the depth of test
cell A was chosen to be 20 om.

Figure 2.1 shows a photogreph of the test cell A. 'The inside
dimensions were 10 cm along the optical path, 25 cm wide and 20 om
deep. The walls of the test cell were mads of 2.% om thick plexi-
glass. The optical guality glass windows, 15 cm wide and 1.5 om
thick, were instailed and cemented into openings milled in the plexi-
glass walls. To insure that the windows were parallsl and would
not deform, the windows were furthey secured in place by brass
clamps.

The bottom of this test cell was made from a 2.5 mm thick
copper sheet with 50 mm diameter serpentine copper tubing soldered
+o the lower side of the copper plate. The bottom acted as a heat
srurce/sink and was cooled ox heated by circulating coolant from a
LAUDA constant temperature bath (LAUDA-Thermcstat Type NBSD 8/25)
through the bottom copper tubing. The flow rate of coolant through
the heat scurce/sink was controlled by means of a bypass and measured
by a calibrated ball type water flow metex {Gilmont Mo, 15).

A calibrated Type-T thermocouple was installed in the center of
the hottom plate. This thermocouple wag the only means of measure-

ment of thoe bottom plate average Lemperature. The inlet and outlet
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remperature of the coolant was measured by two calibrated Type-T
thermocouples cpoxyed into the two amall holes drilled in the inlet
and outlet tubes of the heat source/sink.

The test cell was assembled with the 2.5 cm thick plexiglass
side walls and bottom copper plate placed between the two walls con-
taining the optical windows. The plexiglass side walls and the
rottom acted as spacers between the windows. To insure that the
windows were parallel, the sides and the bottom of the test cell
were machined together to 10 cm {(* 0.015 cm) which assured g uniform
rest cell width. The sides of the test cell weve secured by means
of six screws placed into the side spacers on each side of the test
cell. Clear silicon giue (General Electric No. GE2562-01DP) was
nsed on the inside of the test cell to seal the sides and the bottom
and insure no leakage of water.

Four holes were drilled in the plexiglass side of the test cell.
The first hole was about 1.5 om from the bottom and the rest of the
holes were equally spaced 3 cm apart. Four calibrated Type-T
thernocouples inserted in 1.2 mm thick, 20 cm long tubing were in-—
ctalied in the holes and glued in place, extending about 15 cm into
the test cell. To insure no leaks through the brass sleeves, the
tip of the tubes were epoxyed leaving only the tip of the thermo-
couples exposed to water. A calibrated 2 mm bead diameter thermistor
(¥sT 44201) was- installed approximately 6.5 cm above the bottom
plate to detect temperature flurtuations. The thermistor was in-
serted in a 2 mm diameter, 40 cm long "1Y ghape stainless steel
tubing and was installed ingide the test cell. Fhe thermistor was
used in a specilal circuit with two other resistors to lnsure a nearly
linear variation of resistance with temperature. The maximum devi-
ation of the thermistor from linearity in the range of interest was
about * 0.1°C. The thermistor clrouit was placed in one arm of a
four arm Biiis Bridge Amplifier (Model BAM~1} with a 4 volt bridge
ewcitation voltage. The output of the bridge was recorded on a
strip chart with variable output scale and speed (Honeywell Blec-

ronik 19 . The output of the rhHermistor was also recorded on a
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Keithley DVM (Model 178). The calibration curve and the electric
civcuit of the thermistor are ¢given in Appendix A.

The bottom of the test cell was palnted with £lat black FPyromark
paint, of known spectral radistion characteristics. A 0.5 me thick
sheat covered with a highly reflective aluminum foil metal could be
placed in the bottom of the test cell to act as a reflective bottom.
Styrofoam insulation, 3 cm thick, was covering the side walls., The
test cell rested on a slab of plexiglass with a 2 cm thick layer of
glass-wool between the bottom plate and plexiglass slab which was
secured on a saissors-iype laboratory jack. The height of the test
cell was adjusted by means of this jack with a maximum travel of
about 20 em.  Styrofoam insulation, 3 com thick, also covered thoe
optical windows. The insulation on the optical windows could be
casily removed to take photographs of the interference fringe pat-
terng.

The test cell rested on a large metal stand and each leg could
be adjusted to the desired height, Since the instrument was very
sensitive fo vibrations, rubber pads were placed under each leg of
the test stand to isolate the stand from sources of vibration.

The experiments werce performed late at night when the traffic was
light, and all motors and cowpressers were turned of f in the labcra-

tory to eliminate vibrations.

2.2.2 Test Cell B

Imposition of wind at the water surface rvesulfs in both cvoling
and stirring of water which induces a downward motion of fluid.
flence, to realistically model a deep laver of water, the cocler Fluid
moving downward should lose its thermal identity and become suffi-
ciently damped before it reaches the bottom of the test cell.  Ex-
periments of Spangenberg and Rowland (1961) and of Foster (1963),
noth using test cells 10 om deep, showed that the thermal plumes
induced by buovancy as a result of cooling from the surface de-

scended to the bottom of the test cell. However, the 40 om decop
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rest cell used in this laboratory (Viskanta et al., L97%; 1977 and
1978) for similar investigations proved tb be adequate. For this
veason and the fact that high guality optical glass are very ox-
pensive and not readily available, the depth of test cell B was
chosen to be about 33 cm. The width and thickness of test cell B
was also imposed by the radiant heaters and was chosen to bhe 10 om
alang the optical path and 25 cm wide. Figure 2.2 shows a photo-
graph of the test cell assembled with the air channel.

I the design of test cell B special consideration had to be
given to the air channel-test cell assembly. To insure a smooth
transition of air flowing over the water surface and also to e
able to abserve and record the interference fringe patterns clearly,
the optical sides of the test cell also acted as the gide walls of
the air channel. The nonoptical sides and the bottom weyre made of
2.5 em thick plexiglass. The optical glass windows (4% x 30 cm)
which also acted as walls were 2.5 om thick.

The test cell was assembled with the 2.5 cm thick plexiglass
side walls {35 x 10 cm) and bottom section {25 = 10 cm} placed be—
rween the optical windows. The plexiglass side walis and bottom
acted as spacers between the windows. The zides and bottom the test
cell were machined and milled together to 10 om (f 0.015 cm) which
insured a uniform width of the test cell B.

Aluminum frames were placed over the outside of the windows,
and tightening nuts on threaded rods connacting the frames forced
the windows tightly against the walls. The frames did not act as
support for the windows hut supplied only enough force to counter
the hydrostatic pressure. Cleax silicone rubber cement was used to
seal the edges to prevent water leakage.

On the outside of the walls two 2.5 cm plexiglass cubes, spaced
4 om apart, were glued & mm helow the top edge. The cubes acted as
supports for the bottom wall of the air tunnel. &An & mm hole was
drilled in the bottom of the cell and a copper tube inserted in it
to act as the drain plug. A total of seven & mm holes were drilled

and tapped on the side wall of the cell. The top hole was 2.5 cm
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helow the surface, and the next three holes were cqually spaced at
2.5 cm apart. The fifth hole from the top was 15 cm below the sur-
face with the next two holes spaced 5 om apart. The bottom hole
acted as the inlet for filling the tank with distilied water from &
container. '

gix calibrated Type-T thermocouples each jacketed by a 25 om
long, 1.% mm thick brass tubing were installed into a pipe thread
£fitting to be tightened in the tapped holes. The brass tubing was
cenled inside the fitting by means of two rubber O rings. The tip
of the thermocouples were located about 12 em from the test cell
side wall. In some of the exporiments a Type-T thermocouple was
inserted into the test cell from the top which could be placed about
1 or 2 mm below the water surface.

The same YSI44201 thermistor that was uysed in test cell A was
also emploved in test cell B {see Appendix A for electric circult}).
The thermistor was inserted in a 3 mm hole drilled on the side of
the test cell opposite to the thermocouple side. The top of the
thermistor was located about 10 om from rhe side wall and about 1 cm
below the air-water lnterface. It was secured in place by filling
ap the hole with silicone glue. Styrofoam insulation, 2 cm thick,
ecovered the sides of the test cell. The test cell rested on the
same stand that was used for test cell A. The top of fhe test cell-
air channel assembly was covered by a & mim thick layer of clear
float glass which also acted as a part of the top wall of air

tunnel.

2.3 Heat Socurces and Heat Sink

The water was thermally stratified using two tungsten £ilamnent
lamps {(Quartz Infrared Lamp GEPQHLGOOTB/QCL/HT) within parabolic re-
fiectors {(Research Incorporated, Medel 5305-108) to simulate solar
heating of the water. The refiectors were designed to produce col-
{imated radiation within a 5 cm wide by 2% cm long rectangular

region. Twoe lamps within two refloctors were used, and they were
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placed approximately 125 cm above the surface of the wabter.

A relationship betwsen the [ilament temperature and voeltage ap-
plied to the lamps was determined using an optical pyrometer
{Instrument Development Laboratories Model Pyro 65%0). From the
voltage versus temperature plot (see Appendix B), any filament tem-—
perature could be obtained by the adjustment of the woltage to the
heaters. Power to the lamps was controlled with a variable Lrange
former (Powerstat Variable Autotransformer Tyvpe 12560 connectod to
a step-up transformer {(Sorgel Type 5} which could supply up to 560
volts at 15 amperes. The lamps had a maximum voltage rating of 480
volts which corresponded to a filament temperaturc of 3250 K; how-

ever, for prolonged operation of the lamps at 3250 K, a tungston

compound deposit formed on the inside of the quartz envelopes. For
the experiments in which the spectral distribution of radiation from
the lamps was not a determining factor, the lamps were operated at
about 2800 K in order te prolong the operating life of the lamps.
Special care was taken in the installation of new lamps in the re-
flectors housing. The reflectors were cleaned with a tissue soaked
in alecohol after the old lamps were removed. Sinoe operation of the
ifamps with fingerprints or grease on the surface caused devitrifi-
cation of the quartz, the lamps were handled very carefully and
wiped with a clean cloth dampened with alcohol.

The parabolic reflector housing was cooled by circulating cold
tap water at a rate of fow liters per minute. To assure safe opera-—
tion of the parsholic reflectors g Type-K thermocouple was installed
into the back side of the reflector housing, The output of this
thermocouple was monitored in order to adjust the water Flew rate
through the housing. Aging of the lamps vesults in a decrease of
the radiative flux of the heaters. This was due to formation. of
deposits on the inside of the guartz envelope. For this reason
the total incident flux at the watey surface was continucusliy de-~
creasing.  Therefore, the total radiation flux incident on the water
surface was monitored during an experiment by means of an Epp ley

Radiomoeter {(Modol #-48) .  The oubput voltage of the radiometor
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varied linearly [11.82x10'6 V/(W/mg)] with the total incident £lux.

5 thirn sheet metal shield covered with aluminum foil was placed

bre

approximately 30 om above the test cell and covered the entire in-—
terferometer leg in which the test cell rested. A hole in the
shield allowed only the water to be heated while the shield pro-
tected the other components from radiant heating and reduced free
convection within the interferometer leg. For more complete protec-
rion from radiant heating the othex components of the apparatus ex-
posed to radiation were covered by aluminum foil.

As discussed earlier, a heat source/sink was installed into the
hotiom of the test cell A and was cooled or heated by circulating
coclant from a constant temperature bath which could be set between
15°C to 50°C. The temperature of the source/sink was found to be
cuite uniform on the basis of measurements in preliminary experi-
ments.  In order to achieve a fast temperature response of the socurce/
cink it was made from a relatively thin copper sheet to reduce its
mass. About two minutes after the start of the circulation of the
f1luid through the copper tubing the surface temperature of rhe cop-

per plate reached a constant and steady vaiue.

2.4 Wind Channel

& wind channel was designed and constructed to produce shear at
the air-watey interface. For gimulating shear styess at the sur-
face of waterbodies generated by wind, a long, wide wind channel is
neaded to reduce entrance effects and to ensure nearly fully de-
veloped conditions. It ig also desirable to have approximately one-
dimensional air flow over the water surface ags obgerved in natural
waterbodies. In their experiments Shaw and T.ee {1976) used a long
wind tunnel (approximately 19 mj. However, their test section was
only 30 cm high above the water surface. In similar experiments
Mangarella et al. (1973) employed a 14 m iong tunnel which was about

37 cm high above the water surface.
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Even though a large wind channel was decsirable, the size con—

straint was impesed by the gpace available in the interferometaer

leg and one test cell, In fact, the length of the tunnel was
optimized with respect to the space limitation between the two legs
of the inteyferometer. Tt shouwld be pointed out that other investi-
gators have been primarily concerned with the air side of the inter—
face. However, in this investigation the effect of wind on the
thermal and flow structure in the water was of primary concerxn. In

tives of tho

view of the optical diagnoustics emploved and objec

study, the si

a COmpromise.
Figure 2.3 shows a photograph of the air-channel assembled onto

the test cell B. The channel consisted of five parts: a fan seo—

tion, a fan entrance section with flow straighteners, a curved fan

duct, a working section, and an entrance section with flow straight-
eners. The cross section of the channel was 10 cm by 10 cm sguaro.
The total length of the channel was approximately 2 m. All parts
except the curved duct was made from © mm thick plewiglass,  The

curvad duct was made from 1 mn thick shee

t metal. To insure &
uniform width and height of the channel, all the plexiglass sides
woere machined, milled and then glued tegether by a cleay coment
made from chloroform. The top and b{}‘tttﬁm sides served as spacors

between the side walls.

The entrance flow section was 20 cm long and was packed with
plastic straws & mm in diameter which acted as straightencrs. Two
square pleces of fine mesh wire screen held the two ends of the
packed straws. This section was attached to the entrance section by
means of brass screws passing through 20 holes drilled in a 2.5 cm
plexiglass flange that was glued around the ouiside ond of the sec—
tion. The entrance section was 40 com long and was flanged on both
ends.  In the middie of this section two 2 om diameter holes were
drilled opposite to each othey on the top and bottom walls. A
static pressure tap and a Pltot tube fitted into the two holos.  The

optical windows of tho test coll B acted as the side walls of the
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working section. The top of the test section was coverced with a

& mm thick sheet of clear float glass which also acted as a filter
for the long-wave infrared radiation emitted by the tungsten fila-
ment lamps in parabolic refiectors. 5 calibrated Type-T thermo-
couple, for measuring the alr temperature, was inserted halfway into
the channel from the top wall between the working and entrance scc—

tions.

The straight plewiglass duct beyvond the test cell was 30 cm long
and flanged at the sand to be attached to the sheet metal duct. The
two sections of the channel on the sides of the test cell were held
in place and oo to the test cell by means of four 6 mm threaded rods.
On each side two rods were passed through holes drilled in 3 om

wide, 2 om thick, plexiglass flanges cemented to the sides of the

twe sections of the air channel. Additional support was provided

by a small plexiglass block secured on the sides of the test cell on
which the two sections rested. The sheet metal duct was curved in
order to clear the other leg of the interferometor.

srated as a suction channel with the fan

The tunnel was of
located at the end sucking air through the test section. A "sguir-
rel cage" fan {Lan Industriaes, model DD9-7R) with a 4-speed AC
motor (Westinghouvse FR-DT 42) was used. To insure uniformity of the
suction velocity, & 20 cm long section of plexiglass duct similar
to the entrance section was packed with straws held by screens and
was attached to the suction end of the fan., The fan was secured on
large and stable tripod. Because of the sensitivity of the inter-—

ferometer to vibrations, the fapn we isolated from the rest of the

tunnei. Most of the experiments were performed by operating the
fan at first or second setiting which corresponded to speeds of about

3700 LS00 and 4200 150 BPM, respectively. After assembly of the air-

agae.  All the leaks discovered were sealed by clear silicone rubber
COTRE T .
Aly wvelocity profile in the middle of the channel was measured

by means of a traversing Pltot-type probe and a statvic pressure
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tap consisted of a flush 1 mm hole drilled in a 6 mm thick plexi-
glass disk, merging with a 6 mm diameter hole drilled from the
outside. A brasg tube, 6 mm in 0.D. and about 2 ¢m long, was epoxyed
in the hole allowing attachment of tygon tubing tubing. The disk

was secured in the hole at the top of the air channel.

A traversing Pitot-type probe was designed and built for the
measurement of stagnation pressure profile in the channel. Figure
2.4 shows a schematic diagram of the probe traversing mechanism.

The mechanism was constructed primarily of brass, and consisted of

a spring~léaded piston-cylinder assembly. A micrometer was mounted
on the side of the cylinder which was used to measure the relative
position of the probe. Distances of £ 0.0 mm could be measured on
the micrometer scales. The probe was mounted in the piston via a
snug fitting sleeve and held in position by an easily accessible set
screw. ‘The probe itself consisted of two parts, a 3 mn QO.D., 20 cm
long brass tube with a 0.5 mam 1.D. hypodermic needle bent at 90° at
the end. To insure smooth transition, the end of the brass tubing
was tapered with the needle soldered in place at the end. The probe
could be traversed as close as 0.6 mm from the walls of the channel.
The traversing mechanism and probe was secured in the bottom wall

of the channel by three brass screws. Much care was taken to in-
sure a smooth transition between the inside walls, static pressure
tap, and the traversing unit.

The local dynamic pressure in alr was measured by connecting
the traversing probe and static pressure tap to the two sides of a
Micromancmeter via 5 mm I.D. Tygon tubing. The mancometer (CGS
Scientific Corporation Model MM23) could accommodate a maximum pres-—
sure difference of 5 cm of N-Butyl Alcchol (specific gravity of
0.8076). The resolution of the manometer was + 00,0025 mm of fluid
with an estimated accuracy of about * 0.005 mun of fluid. The
manometer operated on a nulling principle and had a relatively
slow time response. About five minutes of time were required to
insure a steady reading of the manometer. The air velocity profile

measured in the channel is included in Appendix C.
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2.5 Temperature Measurements

A Mach-Zehnder interferometer was selected as a diagnostic tool
for measuring unsteady temperature distributicons. It has édvantages
not available in other temperature measuring devices such as probes
(thermocouples, thermistors, and other Sensors) because probes of
any kind disturb and distort the temperature field and if not care-
fully used can yield exrroneous results. The interferometer is an
ideal instrument to study two-dimensional transport phenomena. If
it is possible to align the axis of symmetry of the phenomena
studied along the optical axis, then an instantaneous two-dimensional
distribution can be determined accurately without disturbing the
field. The main advantages of the Mach-Zehnder interferometer sys-
rem over other interferometers is the large displacement of the
reference beam from the test beam. In this way the reference beam
can pass through a uniform field. In addition, since the test beamn
passes through the disturbed region only once, the image is sharp
and optical paths can be clearly defined. The Mach~Zehnder inter-
forometer is considered to be the best system for ohtaining guan-—
titative temperature profiles (Hauf and Grigull, 1970). The details
of the optics of Mach-Zehnder interferometers are digscussed by Hauf
and Grigull (L970) and Goldstein (1976} .

The interferometer used in this study was of a typical rec-
tangular design but consisted of large, 25 cm diameter optics. The
reader is referred Lo Stevenson (1963) for a detailed description
of the system. Figure 2.5 shows a schematic diagram of the inter-—
ferometer light source and recording optics as used in this in-
vestigation.

A 10 milliwatt He-Ne laser (Spectra-Physics Stabilite Model
253A/123) served as the light source for the interferometer. The
primary reason for using a laser light source was that it eliminated
the need for compensation of the optical path in the reference leg
of the interferometer. A microscope objective condensed the laser

beam to a point source which then expanded onto a second lens. The
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second lens provided a point source at the focal tength of a 2% om
diameter pavabolic mirror which in turn produced a collimated bean.
A small turning mixrror changed the direction of the heam, coming
From the second lens, toward the parvabolic mirror. In order to pro-
duce.a uniform peint source from the laser beam, the objective was
placed in a pinhole~spatial filter assembly {Gaertney Scientific
Corporation Model 20X).

A thermocouple was used as & temperature reference for inter-—
preting interferograms. The interferometer optics could not ac—
commodate the lower part of the test cell B and thermocouples in the
lower region provided the only means of temperature measurement. ALl
thermocouples used were Type-T {Copper—Constantan), 30 gauge. Before
and after each experiment, the distance between a reference point
and the reference thermocouple was measured using a cathetometer
{Gasrtner Scientific, serial number #40-4) which was accurate to 0.05
mm. A multi-channel, integrating voeltmeter (Doric Scientific Corp. .,
Model PS-100~PY%A-F(53-1)=~YW) with both printout (Matric Corporation)
and visual display was used to record the cutput of the thermo-
couples. Interferograms in different experiments were photoyraphed
using different photographic technigues which will be discussed in
Section 2.8. A photograph of the overall view of the interferometer

and experimental apparatus is shown in Figure 2.6.

2.6 Interpretaticn of Interferograms

The deviation of an interference fringe from a reference posi-
tion is produced by a change in optical path length. The fringe
shift differences can be related to index of refraction change be-
tween a point within the test section (n) and a reference region

n
( ref
hetween index of refraction and the friage shift (g},

y. Hauf and Grigull {(l970) have derived the following relation

Sh = in

— e T2 ) - -
o ref n)zy = [(an/dz) /lzjnrefdg (2.1)
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¢

where
SXO - path di fference
Eﬁ - dimensionless coordinate along the optical path
7 - dimensionless coordinate perpendicular to optical path.

Equation {2.1) can be rearranged and simplified to yield,

~ 2.2,
I nog = E(AO/L) nrefbl L7/32 (2.2}
where 2\
. _ o de
1 nref dz
AO - wavelength of the light source
I, - distance along optical path length.

The above relation assumes a two~dimensional variation in index
of refraction with no change along the optical path. Variations
along the optical path produce an averaging effect. Both Egs.

(2.1) and {2.2} are only walid for rays entering the test section
at about 90°. Since the fringe shift is fairly small, higher order
terms in both Egs. (2.1) and (2.2} have been neglected for simpli-
fying the calculations. Also, EGS. (2,1} and (2.2) are only valid
when the optical system or camera is focused at the center of the
test section.

The first term of Bg. (2.1) is the phase difference in ideal
interferometry; the second term describes the deviation for a para-
bolic ray path. The first term in Ed. (2.2} represents the effect
for an unrefracted ray while the second term accounts for the ef-
fects of the bending of light produced by the gradient of index of
refraction. In this study, the bending of light introduced less than
12 maximum variation in the index of refraction in the maximum case
and is neglected along with the higher order terms.

The index of refraction of water given in Eg. (2.2) can be
found as a function of temperature. Tilton and Taylor (1938) have

reported a precise empirical relation for index of refraction of




water as a function of temperature for a mercury vapor light
source (A = 0.5461 um); however, The empirical relation can be modi-
fied for a He-Ne laser light source, but the relation is wvery com-
plicated and involves some fifteen constants,

Chu (1972) has reported a simpiified version of Tilton and

Taylox's equation for a He-Ne laser light source (A = 0.6328 um) as

_ B(1-20)° + a(1-20)° + c(7-20)
nwater/nair T fag T 7 (2.3)
(T+D} =10

wheye T is in °C and
n20 = 1.33174428
A = Z2340,43473856
B = £,36319314

,\
it

Th4ah3.63565951

D = 65,7081
The relation is very precise, introducing an error of about 0,03%,

Combining f#gs. {2.2) and (2.3) vields a single cuyuation for the
temperature distribution, with temperature as the independent vari-
able and fringe shift as the dependent variable. From this relabtion
between temperature and fringe shift, the temperature distribution
is determined.

& temperature at a known point {il.e., reference point) is mca~
sured with a thermocouple. Then, for each interferogram evaluated,
fringe shifte were calculated for temperatures aboub the roferonce
temperature uéing Ega. {2.2) and {2.3). The calculated results were
then wused in a quadratic least square Fit to obtain a relation be-
tween the fringe shift as the independent variable and tempoerature,

as the dependent variable.

Thay) = Ay A e P RE L (2.4)

The term.hr(f denctas the numbey of fringe shifts wmeasurad from the

reforence polint.  Since for each interferogram the roferenco
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A and A_ had to

0" "1’ 2
be recalculated Ffor each interfercgram. The least square fit pro-

temperature was differxent, the coefficients A

cedure involved an error of about 0.2% for the temperature ranges
studied.

For a more convenient and accurate reduction of data a computer
program was written to calculate temperature at every fringe shift
for the measured reference temperature, Using the program a tabie
of fringe shift versus temperature was prepared. The temperature
at every fringe shift (up to 80 fringe shifts} was evaluated for
temperatures in the range of interest in steps of 0.05°C. '

Since the region of interest was near the surface of the water,
in most experiments this regioﬁ of the tank was photographed. In-
terferograms were analyzed using a measuring micrescope (Precision
Toal and Instruments, LTD Vernier Microscope Model Number 14) . The
coordinate microscope was accurate to * 0.0%1 mm which corresponded
to approximately * 0.02 mm actual distance. For the experiments in
which the fringe shifﬁ density was not very large, a densitometer
with digital print out was used to interpret the interferograms.

The densitometer was accurate to about & 0,001 mm which corresponded
to approximately + 0.002 mm actual distance.

A scale Ffacbor was required to relate the distances measured
from the interferograms Lo the actual distances, Two reference
points visible in the interferograms were marked on the optical
window {i.e., the side of the test cell), the actual distance be-
tween the two points was compared with the distance measured in the
interfercgram for the same two points, and a scale factor was deter-
mined. Because of the evaporation and convection from the surface,
the precise position of the interface was often difficult to deter-
mine. This was caused by the meniscus and condensation of moist
air on the optical windows; therefore, the scaled distances from

reference points were used to accurately identify the interface.




2.7 Flow Visualization

Flow visualization has contrikbuted mach to the detailed under-—

standing of fluid motion. It 1z an acceptaed fact thal once a

cal comprehension and development of appropriate theory and experi-
ments. There are numerous dlffersnt tyvpes of flow visualization
technigues available, but because of the experimental setup, fluid

used, and type of flow field expected, cnly very few techniques can

be used to yield satisfactory results. Merzkirch (1974) has an ex—
rensive review of different technigues available. Alse, a detailed
summary of flow visualization techniques in water has been given

by Werlé (1973) and Powe et al. (1973).

Since water is a transparent medium, ity motion remains in-—
visibie to the human eve during direct cheervation. In order to
delineate Lhis mobtion, one must therefore use a technigue which
renders bthe flow visible. Such methods have played an important role
in developing an understanding of the nature of the convective
ation is an indir

mobtions. Visualiz se-t method (i.e., the fiuid motlion

is made vigible indirectly), and to be used, the tracer particles or
dye must have the following minimal characteristics:
i. They must be almost neutrally bucyant over a wide

characteristic must not

temperature range, and this

change during the course < the experiment.

2. Thev wust have a high apparent reflectivity in order
to be visible and photographed.

3. They must not adhere to salid surfaces.,
physical flow phenomena.

after a thorough review of past work in the arca of flow vis-

wslization only a few of the technigues were solected as possible

candidates. A description of several suitable technigques is given

in the noxt fow subsections with specific details of the me:thods

actually adopted in this study. The hydrogen~bubhle techniqguae
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(Merzkirch, 1974), because of the rise of the bubbles (i.e., change
in the drag coefficient), cannot be used for the present study be-
cause the bubble rise velocities are larger than the main flow.
Visualization of the velocity field by optical, dyve production,
and particle tracing technigues appeared Lo be promising for the
special type of.unsteady, buoyancy affected flow and were therefore

successfully adopted.

2.7.1 Tellurium Method

This method allows one to mark certain fluid elements and to
measure velocity profiles by means of an electrolytic reaction.
The teéhmique has been reported by Wortmann (1953) and later re-
viewed by Eichhorn (1961). The electroiytic conductivity of water
can be increased by the addition of a small amount of XCl. Two
electrodes are introduced into the fluid; the cathode is a thin wire
of tellurium and is placed in the flow regime under study. With an
external voltage applied between the electrodes, tellurium ions with
a double negative charge are separated from the surface of the
cathode. With oxygen present in the fluid, the tellurium ions are
brought into a state of colloidal suspension that appears in the
fluid in the form of a black dye.

1f the cathode wire is oriented normal to the mean flow direc-
tion, with a short electric pulse applied, the marked fluid is a
thin cylinder adjacent to the wire. The edge of the dye cylinder
moves with the flow, and its position on a photograph représents the
velocity profile of the flow which has passed the wire. Colloidal
dye generated in this technigue exhibits a low settling rate of
the suspended particles. The settling velocity of these particles
is about 0.1 mm/sec and a diffusion rate of less than 0.01 mm/sec.
The tellurium wires which serve as the cathode are either drawn
from metallic tellurium or tellurium is vaporized onto a thin steel
wire. The tellurium wire has a limited lifetime and lasts only for

a few experiments.
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The suspension of the particles and difficulty of making wires

from tellurium makes this method lmpractical for the present study.

2.7.2 Flash Thotolysis

A technigue for flow measurements by flash photolysis has bceen
described by Popovich and Hummel (1967). The working fluid is a
photoactive sclution. By focusing the light from a flash tube onto
a point in the fluid one initiates a photochemical reaction which
yvields & spot of blue dye within a few microseconds. In this way
a tracer is introduced, without disturbing the flow, at the desired
position and time., During later applications investigated by
Iribaine et al. (1972}, a pulsed ruby laser was used instead of the
flash tube. This arrangement enables initiation of the photochemi-
cal dve production along the wheole path of the laser beam through
the flaid.

Two Jdifferent test sclutlons can be used as the photoactive
fiuid. 0.1 wts of 2-{2,4-dinitrobenzyl} pyridine dissolved in
ethyl alcohol vields a £luid with a kinematic viscosity of 0.0169
cmz/s at a témperature of 22°C. The second solution is 0.02 wi%
of nitrospyran dissolved in kerosene with a reported value for
kinematic wviscosity of 0.0275 sz/s at 25°C. The solutions show
aging effects and tend to decompose after long standing.

The specific properties of these solvent do not allow utili-
zation of this fluid in a closed circuit flow tunnel. The othor
difficulty with this method is the fact that the kinematic viscosity
of neither photoactive golutions are close to that of water (v =
0.01006 cmz/s at 20°C}: therefore, this method is not suitable for

the emperiments.

2.7.3 Thymol Blue Dve
The pH indicator technigue described by Baker (1266) was used,
with limited success, by ¥iskanta et al. (1977)  and Behnia and

Viskanta (1979) in similar studies to visualize the {low ficld. ‘The
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technique is suitable for the measurement of the velocities in the
range O to 5 cm/s and is applicable to agueous solutions.

Viskanta et al. {1975; 1977} used four 0.0125 cm diameter
platinum wires placed across the test cell filled with a solution
of thymol blue (thymolsulphconephtalein} which has been titrated to
the end point. One of the wires acted as the positive electrode
with the others as negative electrodes. As a & volt potential was
pulsed, a small cylinder of blue color solution was formed arcund
the positive electrodes. The solution moved away from the wire
with the fluid, forming a neutrally buoyant markesr. The dye was
generated as a conseguence of proton transfer reaction neaxr the
wire. This process is discussed in detail by Gold (1956) and Holler
(31957} .

Although this method produces a neutrally buoyant dye, two
factors made the technique unsultable for the present study. The
constant formation of bubbles on the electrodes which at time of
departure obstructed the flow field and the production of the dye
in the form of a horizontal streak made it difficult to trace the

horizontal motion of the fluid.

2.7.4 Blue-~Black Dye

One of the technigques adopted for flow visualization was injec-
tion of a dye solution into the test cell B. The dye soluticn was
prepared by adding 0.5 gm of Calcoid Blue Black dye (Calco Chemical
Company Serial # 85960-1 Ex~Cone) to 4 liters of distilled water.
The density of the distilled water was measured before and after
addition of the dye powder and no difference was cbserved. A
special three outlet probe was designed and constructed for the inm
jection of the dye into the test cell. The probe was made from
3 mm.O,D. brass tube with two right angle bends by means of which it
was rested on the top edge of the plexiglass side of the test cell.

The end of the brass tube was plugged. Right above the pluy

three 1.25 mm holes, 1.25 cm apart, were drilled. Three hypodermic
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needles were inserted in the holes and positioned to assure an oven
flow of dye. The needies were gsecured in place by epoxying them
at the base where they were inserted into the brass tube. The dye
was supplied by means of a 50 cc¢ syringe with a long hypodermic
needle which was connected to the brass tube. The plunger in tho
syringe was not used and instead the dye was injected by adjusting
the height of the dye in the syringe at a constant level, just a
few millimeters abowe the height of the top injector needle in the
test cell. Care was exercised to insure that the exit velogity of
the dye was approximately the same as the flow velocity in order. to
minimize the obstruction of the flow field by the dye jet. The top

dye needle was approximately 5 mm below the water surface.

2.7.5  Particle Tracing

& tracer derived from the natural guanine of fish scales was
used ag another means of flow visualization. Tt consists of orystal
platelets with an average face dimension of 6x30 um and a doensity
1.6 tiwes that of water (Matisse, 1974). The crystals become aligned
with shear in the flow field and therefore reflect light according
to the pattern of motion. Because of their small size and platelet
shape, they remain in suspension for long pericds of time even in
quicscent water. Katsarcs et al. (1977) used this technique rather
successfully in free convection studies. Collimated white light
from a conventional source penetrates to a distance within the water
which depends on the crystal concentration. This type of light
source Ly desirable to obsérve three dimensional motion. Howaver,
scattered light often makes the image unclear. For observation of
motion in two dimensions it was necessary to produce a sheet of
light.
An expanding sheet of light con be produced by passing a colli-

d beam through a oyvlindrical lens. (lowever, qood guality oylin—

lenses are expensive and not readily availlable. Therefore,

a unigque svsten tor producing a sheot of light from a lascer sourco
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was designed and constructed. The basic principle of the technigue
was to deflect the laser beam by means of a fast rotating multiple
mirror scanner. Then if the reflected beam from the scanner was
used to illuminate the test cell at the right angle, it would sweep
a plane and therefore produce a sheet of iight. '

The multiple mirror scanner used was constructed from a solid
piece of brass, 3 om long, machined in the shape of a hexagon with
3 cm sides. 'Six optical guality mirrors, 3x3 cm, were epoxyed on
the faces of the machined brass. A steel shaft was inserted and
secured in a hole drilled through the center of the brasa block. A
pulley at the end of the shaft rotated the mirrors by means of a
belt driven by an AC motor with variable speed. The scanner was
usually rotated at about 1500 RPM. The motor and scanner were
bolted onto a square plece of aluminum which was in turn bolted to
the test cell stand about 1 m above the test cell (see Figure 2.3).
A S milliwatt He-Ne laser (Spectra-Physics Stabilite Model 120) acted
as the light source. The laser was positioned horizontally and the
beam was deflected onto the muliiple mirror scanner by means of a
small turning mirror attached to the aperture of the laser. This
technique produced a vertical sheet of light about two millimeters
in thickness right in the wmiddle of the test cell.

One cm3 of AQ-1000 Rheoscoplc concentrate golution (Kalliro-—
scope Corporation KA~11110) per liter of distilled water was used.
The concentrate sclution was injected into the supply water line of
the test cell by a hypodermic needle. A special photographic setup
was used and is discussed in Section 2.8. It should be pointed out
that this technique is mainly qualitative since individual crystals
do not necesgarily remain aligned with the sheaf and may move 1nto
or out of the plane of light during the time of exposure, precluding
styeak photography for determination of particle velocity. However,
time lapse seguences with time exposure provide estimates of relative
velocities, the movement and persistence of recognizable features.

One of the main advantages of this technique was instantaneous

visualization of the entire flow field. The test cell had to be
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drained after each experiment and flushed with distilled water to
prevent deposition of the particles con the optical windows and the

sides of the test cell.

2.7.6 Shadowgraph
Tha flow field induced by density differences as a rosult of
heat transfer in water layers (heating from below or coceling from

above) can be visualized by the shadowgraph technique. In a shad-

owgraph system the linear displacement of the perturbed collimated
light heam passing through a test sectlon ls meastured. Whepn o
colliimated light beam enters a test section, as a result of density
differences, the beam is deflected at different angles depending
on the lecal temperature gradients in the test cell. The shadow-
graph, like the interferometer method, can only be utilized for two-
dimensional studies and there is an averaging offect along the beam.
The interforometer was very easily made into a shadowgraph

system by covering the reference beam of the interferometoer. The

rails of shadeowgraph setups ave given by Hauf and Grigull (i9706)

and Goldstein (1976).

2.8  Photography

The

w

cial ewperimental setups for experiments regquired several

different technigues of photography. The interferograms were ro-
corded by two different cameras. A 35 nm Fikon FZAS camera with an

MD~73 motor drive and bellows attachment was used to photograph the

beanm reflectaed from the parabolic mirror (see Figure 2.6). aAn ad-
ditional lens was used to focus the photographic system at the cen-

toer of the t cell,. Bither Kodak Plus-X or Tri-X fi1lm was usod

with this camera. The filmg were developed in Kodak high contrast

developey (HC-110) for good fringe contrast,

Larae negatives of the interxforograms were de for clear
f i i

image of the interference fringe patierns near the aly-wator lntoer-

fare., Therelfore, a Graflox Box Camcra {(Serial # 470022) with a
F
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plane~shutter without a lens was placed in front of the screen (see
Figure 2.5). A large, Type 55 Positive~Negative Polaroid film
(9x11.5 cm negatives) was used in a Type 545 Polaroid Land film
holder which was attached to the back of the camera. Vexry clear and
sharp negatives were produced by this setup which were later treated
in Sodium Sulfite solution (anhydrous/desiccated}.

The dye visualization technigue was photographed by a Zenza
Bronica EC~TL.camera which was placed in front of the test cell. In
order to gei good contrast between the water and the blue dye a
yellow filter was placed in front of the camera lens and Kodak Plus-X
Pan Professional-120 black and white fiim,w&s used. The film was
developed in Kodak HCO-110 developer. An electronic flash (Nikon
SE-10) was used behind the test cell as the light source. In oxder
to eliminate nonuniformity in lighting and "hot-spots™ by the flash
a large sheet of ground glass covered the back of the test cell.
ceveral small pieces of the same type of glass also covered the flash
unit. The electronic flash was synchronized to the camera shutter
and was activated by the camera’s release button. - Similar photo—
graphic setup was used for taking pictures of the tracer visuali~—
zation. However, the laser beam itself acted as the only light
source. Because of scattering of the laser beam by the platelet
shape particles the lighting conditions were inadeguate for high
speed photography. A 4 second exposure time for very fast film
(Kodak Royal-X Pan-120 film, 1250 ASA) was used. The film was de-
veloped in Xodak HC-110 chemical with developing times extending
more than twice as long recommended by the manufacturer were used.

Shadowgraphs were also photegraphed by the Graflex camera
pilaced in front of the interferometer screen. Baecause of special
photographic setup reguired and interference with the interferometer
beam it was not possible to employ the interferometer simultaneously

with the flow visualization techniques.




3. UNSTEADY ONE~-DIMENSIONAL TRANSPORT MODEL

3.1 Discussion of the Problem

The proc

55¢

of £fluid motion, mixing and enevgy transport in

natural waters are very conplicated

1d encompass varied phys

mechanisms as well as space and btime scales. To compound matiers
there is strong interaction between the hydrosphere and atmosphere

which manifests itself most strongly at the air-water interiace.

The occurrence of turbulence in both the atmosphere and hydrosphere
Aatoa very wide range of scales furthey complicates the understanding
and modeling of the interaction at the air-water interface and the

int

rnal energy transport process

25 in wabters.  Both large and small

Brale interactions are discussed in the literature and there is no

need to repeat these excellent reviews (Kraus, 1972; Coanti o, largy.,
The main energy transport procasses which cantrol the thormal

structure in wabe

are summarized in Plgure 3.1. The long range

jEERe T "short-wave” (.1 < A < 3 um) radiation of solar oY Lagin

and "long-wave™ (3 < A < 100 um) radiastion of berrestial origin are
1

the basic energy "sources" that drive the entire hydrosphare-atmo—

sphere system. A large fraction of the ipcoming solar radiation is

oY

absorbed within the

uppar layers of water causing a temperature in-
craase.  In the long-wave infrared part of the spectrun thero is
radiative heat exchange between the water surface and tho atmospheric

consbituents.  The exchange of heat between the aiy and the water

at the interface occurs by turbulent transfer of sensible and Latoent

heat as well ag of mechanical energy.  When alr move

it 35 not brought to rest at the intep?

surface.

It is slowed down, however, enough to cause st rong shear flow impe-—

diately asbove. The work of the Reynolds stress on this shear flow

generates waves, wind driven currents and mixing motions (Kraus,
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1972; Coantic, 1978). The water surface tends to be cooler than
the regiocn located immediately below; and energy transport has to
be established in orxder to carry the sensible energy from the deeper
water layers to the surface. Molecular diffusion alone is quite
inefficient, and only turbulent transfer is able to maintain signif-
icant energy Fluxes.

The primary objective of this part of the study is to model on
a phenomenlogical level the basic eneryy transfer processes in
ratural waterbodies. However, as discussed in the preceeding para-~
graphs, the complexity of the physical phenomenon in natural waters
demands a much more modest goal as a first step, That geal is to
model mathematically the interaction of radiation and turbulence,
driven by buoyancy and wind shear at the air-water interface, in
establishing the unsteady temperature structure in a lLayer of water.
It should be emphasized that turbulent processes in geophysical
problems ocour over a very wide range of scales which are very dif-

Ficult to wmedel in the laboratory. Therefore, as with the experi-

processes which occur on a small scale in a shallow stratified layer

of water or in the vicinity of the air-water interface.

3.2 Physical Model and Equations

Mathematical modeling of the complex problems which occur in
nature requires a number of simplifying assumpbions to make it trac-—
table. The basic assumptions made in the analysic are the follow-
ing:

*  Energy transport in the laver of water is considered to

bn one-dimensional, il.e. horizeontal advection ig neglected.
= The mean velocity in the veztical direction is negligibie
in comparison to the horizontal components.

*  Internal waves and natural currents are absent.

* There is no variation in the horizontal digtribution

of heat and momentum fluxes at the air-water intexrface.
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* All physical properties are independent of temperature,

except density in the huoyancy term.

* Boussinesqg approximation is valid.

These assumpitions are similar to those introduced when constructing
unsteady, one—dimensional models describing geophysical transport
processes (Coantic, 1978). Most importantly, neglect of advection
is consistent with the assumption of horizontal homogeneity, €.9.
absence of drift currents. Field data alse indicate that assuming

a lake, pond or reservoir as one-dimensicnal is a reasonable approx-
imation, provided inflows and outflows are not considered and hori-
zontal natural currents are light (Denman and Miyake, 1973).

A detailed discussion of the basic ﬁransport processes and
interactions at the air-water interface are available in the 1lit-
erature (Kraus, 1972; Coantic, 1978). The general equations which
describe the dynamics and thermodynamics of water have alsc been
derived (Phillips, L1966; Kraus, 1972 and Coantic, 1978). Here,
only the final forms of the model eguations used in the analysis

are presented.

3.2.1 Conservation of Energy Eguation

With the assumptions discussed earlier, the one-dimensional
(see Figurs 3.2 for coordinate system) conservation of energy equa-

tion (i.e., the First Law of Thermodynamics) reduces to

A IR-IPN T _ 9, ~vmmy 4 OF
Bt(pCT) - Bz[pPr Dz (pet) ] az(pcw T o 3z (3.1)

where T and T' are the mean and fluctuating temperatures, respective-
ly. The fluctuating velocity component in the vertical direction

is denoted by w'. The total radiative flux is represented by F.

Tn the Cartesian coordinate used, z is the vertical coordinate,
positive upward (see Figure 3.2). The three terms on the right-
hand~side of Eg. {3.1} account for molecular diffusion of heat,
turbulent diffusion of heat, and transport of yadiant enexgy, res-

pectively.
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The turbulent diffusion terxrm in the energy equation can be
expressed by defining a turublent exchange coefficient (Patankar

and Spalding, 1970)

pew'T? = - e Ba (3.2}

where Hy is the turbulent eddy viscosity and Prt is the turbulent
Prandtl number. Introducing an effective viscosity and effactive

Prandtl number as follows (Patankar and Spalding, 1970)

Vope = L {3.3}
and
Meee  p e
Pr = Pr + pr. ' (3.4)
eff T

the energy eguation, BEg. (3.1), can be rewritten as

M
g O eff 3 oF .
at(DCf) o Bz[ppreﬁf az(pCT)l + az (3-”))
€1

The radiative flux divergence, 0F/3dz, can be considered as a heat
source term and will be discussed in detail in the later sub-sec~

tions.

3.2.2 Conservation of Momentum Eguations

with the assumptions discussed earlier and the turbulent ex-
change ceoefficients introduced in the previous sub-section, the con-

servation of momentum equations become,

x~direction:

d R : , op .
gg(ﬂu) = “E{**“**‘ﬁfipu)J ~ e ¥ fpv {3.6)




H

g%{pv} = ?%{—%;E-gz(pv)] - %5—— fou , (3.7)
where u and v are components of the velocity in » and v directions,
respectively. The last two terms in Egs. {3.6) and (3.7) can be
censidered as the source terms which produce the fluid motions and
include both the pressure and Coriolis forces. From inspection of
the two scurce terms, it is evident that the two momentum eguations
are coupled. The effect of the rotation of the earth (i.e., Corio-
lis term) is significantly important for large bodies of water. The
pressure forces are usually neglected due to the complexity encoun-
tered in the shape of the surface due to the tilt. However, the
shear imposed at the surface introduces a curvature that in turn
creates pressure forces which are important in producing circulation
in natural waters. The shape of the surface is a function of numor—
ous parameters which creates d¢ifficulties in the treatment of pres-
sure effects,

The basic requirement for the pressure gradient models is to
satisfy the conservation of mass eguation. This is important bhe-
cause the flow induced by the pressure forces is in the opposite
direction to that generated by the wind. A simple model for the
avaluation of pressure gradients has been reported by Spalding and

Svensson (1977).

3.2.3 Radiative Transfer

Accurate determingtion of temperature distribution in a layer
of water being heated by sclar radiation reguires prediction of the
volumetric rate of absorption of solar radiation. This in turn is
dependent upon time of day, season, latitude, atmospheric conditions,
surface and bottom radiation characteristics and the spectral and
absorption characteristics of water. The ailr-water interfaco is

asgsumed to be plane. Although in nature, the interface is tilted
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due to the surface waves generated by wind shear; however, the com-
plexity of.a random interface (Preisendorfer, 1971} does not warrant
inclusion of such detailed analysis at present time. Jusgtification
of this assumption is found in the observations of Payne {1972) who
noted little effect on the reflectance of the water surface at mod-
erate wind speeds.

If the internal emission of radiation by the water is neglected,
the conservation of radiant energy eguation becomes (Viskanta and

Toor, 1972; 1978)

- w3 eT/2
Hiz) = =— = j KA[J f Ik(z,8,¢)sin@d8d¢]dk {3.8)
0“0 '

where A is the wavelength, Kk is the spectral absorption coefficient
of water and IA(Z,@,¢} ig the spectral intensity of radiation in
direction 8,¢ (polar angle § and azimuthal angle ¢) (see Figurxe 3.2).
The right-hand-side of Egq. (3.8) represents the local rate of ab-
sorption of radiation per unit volume in the absence of internal
emission. Neglect of internal emission is well justified since the
water is relatively opague to radiation for wavelengths greater than
~ 2 um; and a blackbody at 300 K (approximate temperature of water}
contains 99.9% of its energy in the range greater than 3 lm.

Using a forward scattering approximation and omitting the mathe-
matical details, it can be shown that the total radiative flux F

and the volumetric heating rate H can be expressed as

oo ={T =T, } /1
N 1 . oy 1 DA A
F(z) = 2( {5 uef1 - ps)\(u )}Fb)\e

/Bt uh
0 DA

+ - FbAEg(Tk)}dK (3.9)

T3 Ty

and




o o (T ~T.} /K
- 9F f i, a o Dh A
n(z) = 5> = J02Kk{2 (ue /1 [1 Py WIIF e /
Q{TDA,[UI} +F (T =Ty) + FLE (1) Tal (3.10)

whera P ig the spectral reflectivity of the alr-water interface.
Tt should be noted that the radiation flux indicent on the water
surface is approximated by a sum of a direct {(beam), Fbl’ and scat-
tered (diffuse), de, components. The upward spectral radiative

flux leaving the bottom is given by

1 =Ty /M

= o Tt = DA
Foo = 20515 WL = 0y (W) IF qe /BT

uls

+ FdKTB(TDk)} ) (3.11)

The optical depth TA and the optical thickness TD} are defined as

Z [sz
TA = jOKAdZ! and T = J K,dz' (3.12)

The exponential and transmission integral functions EH(X), Tz(x)

and TE(X)’ respectively, are defined as

1
( TR N2,

E (X)) = {(3.13)
n jO H
. =¥ /1 ]
T ) = J (1 - p_(u'lle e e < ul) (3.14)
8]
t /1
T,00 = J (1 - p_(u")le ™ u‘du‘/B(TD,lpl) {3.15)
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The factor B{TD,]UI) which accounts for interreflections between

bottom and interface is defined by

e luh =1 - ppmenot- 2t /ub) (3.16)
The first and second term on the right-hand-side of Eg. {3.9) rep-
resent the contributions of the beam and &iffuse components of the
incident solar fluwx, respectively. The third term denotes the con-
tribution to the flux due to the reflection from the bottom.

As discussed eariier, these equations have been developed by
Viskanta and Toor (1972, 1978} and have been verxified indirectly in
the laboratory by Snider and Viskanta (1975). Bguations (3.92) and
(3.10)} also vield realistic estimates of radiative transfer in
natural waters and detailed calculations are presented by Viskanta
and Toor (1973 and 1978). Therefore, if the depth, bottom surface
properties, spectral optical properties of water and spectral inci-
dent radiation flux are known, the. local radiative Flux and the
local rate of internal absorption of radiant energy in the water

can be calculated.

3.2.4 Turbulence Model

Solution of the momentum and energy eguations, Egs., (3.5},
{3.6} and {3.7) reguires a knowledge of the fluctuating components
of velocity and temperature. Equations have been derived for deter-
mining the fluctuating components (Coantic, 19878); however, the
difficulties with closure, incompleteness of experimental data
needed to evaluate parameters that arise in model equations and
computational problems are just a few of the reasons for the lack
of a more widespread adoption of this method for predicting turbu-
lence. For example, accurate prediction of the fluctuations neces-
sitates using a very fine grid spacing (i.e., grids cf a size
smaller than the micro-scale eddies). This in turn reguires un-
realistic computer core memory storage. Although introducing

turbulent exchange coefficients (e.q. turbulent eddy diffusivitices)
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simplifies the form of the conservation equations vet a knowledge
of these coefficients is reguired for the solution of the con-~
servation eguations.

There are several different levels of sophistication in
modeling turbulence (Launder and Spalding, 1972). The method
adopted in this work is based on the two differential equation
mode foi predicting the furbulent exchange coefficients, i.e.
turbulent conductivity as defined by Eg. (32.2). 'The detailed de~
velopment of the model eguabtions is given by Launder and Spalding
(31972} and wiil not be repeated here. One of the main rcasons for
using the model is that it is capable of accounting for both the
buoyancy and shear generated turbulence in a horizontal layer of
fluid.

The turbulent exchange coefficients can be related to the
turbulent kinetic energy K and some length scale £ by the Prandtl's
formula

K, = pIVE (3.17)

The length scale & is defined in terms of the turbulent kinetic

energy dissipation € {Launder and Spalding, 1972} such that

L = Cqu/z/e (3.18)

Etimination of the mixing length L between Egs. (3.17} and (3.18)

yields

2
— > - - Rl
u,o= QCUI\ /e (3.19)

The turbulent Prandtl number Prt is defined by the following cx-

pression

g, 7 L )

Pr. = (31 AT
t ¢t 1+ Bd ¢t

] {3.20)

where ¢, ¢t, Gy, Ct’ are constants. Thelr values are determined
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on the basis of ecxperimental data and/or empirical information,
and the specific values used in the model will be presented later.

The bucoyancy parameter B is defined as

E) o (3.21)

Mathematical models have been constructed for the two guan-
tities, turbulent kinetic energy K and the turbulent kinetic energy
dissipation £, which define the turbulent exchange coefficient de-
fined by Fg. (3.17). The details of the derivation of the ¥-€
turbulence model can be found in the lliterature (Launder and
Spalding, 1972; Launder, 1975; Spalding and Svensson, 1977).

The differential equation for the turbulent kinetic energy K

iz given by

H .. 2
SK _ 1 9 eff 3K, Tt 311 gv.
at  p 82( o} Dz) {( v (Dz) ]
H !
ot 9B v (3.22)
o Pr. dz

The first term on the right-hand-side of Eq. (3.22) represents dif-
fusion of turbulent kinetic energy; the second term denotes produc-
tion of kinetic energy; the third term signifies production or
dissipation of kinetic energy by density (temperature) gradients;
and the fourth term represents dissipation of turbulent kinetic
energy. In Bg. {3.22) UK is the turbulent kinetic energy Prandtl
number .

The differential equation for the turhbulent kinetic energy

dissgipation € is

de 1 ?(u&ff 9y Lo My [(ﬁ_) . (dv 2]
st p 9z 0. Oz 16;} K
H, 2
- tﬁ“mg@,g}l_ c %{ (3.23)

3k p K Pr_ Oz 2¢




The physical meaning of the terms on the right~hand-side of Eqg.
{3.23) is analegous to that of Ewg. (3.22). In Bg. {(3.23} Clﬁ'
CZE and CBE are gemiempirical constants. Values for these énd

other constants appearing in the two differential model of turbu-
ience have been given by Launder and Spalding (1972) and are sum-

marized in Table 3.1.

Table 3.1 Values of the turbulence model constants (Launder
and Spalding, 1972)

Constant Value
& 0.2
@t 0.31
$t' 0.155
GK 1.0
GE 1.3
clE 1.44
028 1.92
CBE 0.0
Cp 0.09
Ct' 1.6

The original values of the constants reported have been sub-
stantiated by other investigators (Plumb and Kennedy, 1977; Spald-
ing and Svensson, 1977). As it is indicated in Tahle 3.1 constant
CBE has a reported value of 0 which implies that stratification
does not influence the development of turbulence, Eg. (3.23). This
value has been reported by Launder (1975}, Gikson and Launder (19706)
and Hossain aﬁd Rodi {1976) for horizontal unstratified sheav
flows. However, for a stratified fluid this valuoe is unroslistic.
Experimental results indicate that ¢ven in the abscnce of surface

£

shear turbulence is generated by buovanoy forces. Therefore, it 1s

believed that a non-=zero value of CBC nust bhe used sincge the buoy-
ancy term in the turbulent kinctic energy dissipation equation,

Ta. (3.23), is an dmportant term in that equation.




57

The K-£ turbulence model Formulated here is a simple version
of a more general turbulence model discussed by Launder and Spald-
ing (1972). aslwell as Launder {1975) and later adopted by Spalding
and Svensson {1977). MNote that once the K-£ equations are solved
the instantaneous, local turbulent eddy wviscosity can be deter-

mined from Eg. {(3.19}.

3.2.5 Boundary and Initial Conditions

The initial conditions for an initially stagnant body of water
are assumed to be
T{z,0) = T (2}

o
(3.24)

u(z) = v(z) = 0

The boundary conditions for a layer of water with a free surface

{i.e. air-water interface) can be expressed as

K o
. Teff Jz = 9
z=]
K 9T -
eff o9z qb
z={)
{3.25)
.. fu
ax Ueff 9z
z=(
T = v
sy Ueff dz 2=0
where koff ig the effective thermal conductivity, qs is the total

heat flux at the surface and qb ig the total heat flux at the bot-
tom. The shear stresses at the surface in the x and y directions
are denoted by T and T respectively.
Y Toy sy’ |2 b4
The initial conditions for the turbulence model are evaluated

by assuming negligible initial turbulence level in the water and




can be represented as

Ut(z,O} = 0

il
<

£(z,0) {3.26)

Il
o

K{z,0}

The boundary conditions for the turbulent gquantities at the free
surface (i.e. z = D) and the solid wail {i.e. z = 0) in the Finitoe

difference form are discussed by Launder and Spalding (1972).

The momentum, encrgy and turbulence model eguations need to
be solved to vield the temp@ratﬁre distribution in the water. How-
ever, a closed Fform analytical solution of these equations docs not
appear possible. Therefore, a recourse to numerical schemes nmust
be taken in order to integrate the differential equations.

Using finite difference methods, the nonlinear governindg egua-
ficns with appropriate boundary conditions and internal radiant
energy absorption can be solved. This section deals with the form-
ulation of the finite difference eguations and boundary conditions.
Raithby (1976) has discussed several ways of deriving the finite
difference approximations of the differential eguations. The form
adopted here was obtaired by Patankar and Spalding (1970) and
Spalding (1977). This was accomplished by integrating the finite
difference forms of the equations over a differential contrel vol-
ume. Since the detailed derivation of these eguations is presented
elsewhere (Patankar and Spalding, 1970; Spalding, 1977 only the
grid arrangement and the general form of the equations arce included
here,

The momentum, energy and K-€ differential equations can beo

written in the general L[ovm,

B o B _ ‘
e ST, 2y 4o (3.27)

Gt b D Oz ]
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where ¢ stands for pt when x-direction momentum is considered, pcT
when thermal energy equation is considered, etc. The symbol S®
denotes the source term for the variable @, and F® ig a transport
coefficient. This general eguation is to be integrated cver the
control volume denoted by index i (see Figure 3.3). The time is
represented by index 3, and N is the number of grid lines along the
vertical direction. The upstream (in time) is denoted by t% and
the downstream by .

Term by term intsgraticn of Eg. (3.27) over the control volume

vields the final form of the eguations to be solved:

D)o (1) = a(iye i+l + B(L)E (-1 + (i) (3.28)
wheare:
A1) = T (i+3) /hz (i+5) (3.29)
& 2 2 -
B() = Ig(i-3) /hz (i-3) | (3.30)
C(i) = ¢ (L)Az(i)/bt + Az{i)5(%) (3.31)
D(i) = BA{i) + B{i} + Az{i)/At - Az(1)S5'(3) {3.32)

The source term in Fg. (3.27) has been divided intc two parts, one

of which contalins the variable itself:

8, = S(i) + st (iyet (3.33)

Fquation (3.28) can be written in a form of a tri-diagonal matrix
which can be sclved by a special algorithm. In writing the energy
equation, Eg. {3.5) expressed in the general form Eg. (3.27), it
has been assumed that the volumetric rate of radiant energy ab-
sorption is a known function of time and position. In other words,
the radiative transfer is determined independently of the eneryy
equation for the volumetric heating rate (Viskanta and Toor, 1978),

and the results are used in the form of a known source term. The
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finite difference equations were sclved using the GENMIX computer
program (Spalding, 1977) for the two-dimensional parabolic equa-
tions. The modified computer program was a simplified version of
the general GENMIX program (Spalding and Svensson, 1977). The ex-
tensive documentation of the GENMIX computer program is given by
Patankar and Spalding (1970) and Spalding (1977).

The boundary conditions used were:

g g

n - 4

cond rad

where d and q,, are the total heat fluxes at the surface and bottom,
respectively. Numerous semiempirical relations are available in
the literature for predicting energy and momentum transfer across
the alr-water interface of natural waters (Wieringa, 1974; Dunchel
et al., 1974:; Weisman, 1975; Davies et al., 1975 and Reed, 1977).

An extensive review of corrvelations reported in the literature is
given by Paily et al. {1974). Determination of surface energy trans-
fer for the body of water in the laboratory situation does not con-~
tain as many variables and is not as complex as in natural water;
however, empirical and semiempirical relations must still be em-
ployed.

The net radiative flux at the water surface consists of radi-
ation flux emitted by the heaters which reaches the surface in the
part of the spectrum where water is effectively opagure to radialion
and is absorbed there, and net radiation exchange between the water
surface and the surroundings. The radiation flux f£rom the radiant

heaters, absorbed at the surface, can be expressed as

EO = J axFinc,AdA (3.36)
opague

is

where mk is the spectral absorptivity of the water and Fi Y
. - L




&2

the spectral incident flux which is emitted from the heaters and
reaches the water surface after transmission by glass plates. The

radiation flux incident on the water surface can bo approximated by

2
B - - . . . . .
inc, A Tg, lamp,kfbk(Ilamp)AfllamentAtest cell/ﬁd (3.37)

where T 3 is the spectral transmittance of glass wnlate(s) above the
r

water surface, A is the creogss-gectional area of the test

test cell

cell parallel to the heater strips, Elamp 5 is the effective emissiv-
f
ity of the heater filament per unit area cof the filament, Eb‘ is the
a8
Planck’'s function and A ig the effective emitting area of

filament
the heater filament.

The water surface exchanges heat by radiation with the sur-—
roundings and primarily with the glass plate{s) above the water
surface. Assuming that the plate{s) is at the ambient temperature,

the net infrared radiant heat transfer can be approximated by

4
orr - %)
q o= - P + RN {3.38}
rad 0 ‘E + __]Z_ -1
£ £,
8 g

where ES is the emissivity of the water surface in the long-wave
part of the spectrum and Eq is the emissivity of the glass plate.
In the presence of aif flow heat is also transported by con-
vection and latent enerqgy transport. Using semiempirical relation
given by Ginzburg and Fedorov (1978) obtained in laboratory experi-
ments, the sum of the convective and evaporative heat fluxes at

the water surface can be expressed as

+ =h (T - + h (P - P Yh.
eonv qevap c( surface a) m(lvo Pya’ g

=Cpe (T - T YU+ (3.39)

m a pa  suriace a a
0.6

c 2l - u

mpahfg( = ¥va) a
where subscript a denotes air, h_  is the latent heat of vaporiza-

fer
tion of water, U  is the alr velocity and p is the ambiont Pressure

<

in mb. The saturation pressurce at surface temperature is P"O’ and
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B ig the partial pressure of water vapor at the ambilent Temper-
ature. The preportionality coefficient Cm is a measure of mass
transfer and is determined empirically. The water vapor satura-
tion pressure at temperature T can be evaluated from the accurate
expresgion given by Paily et al. (1974},
5303.3
p, = 23,.38exp(i8.1 - MWﬁF—~) {3.40)

where P ig in mb and T is in Kelvins. The vapor pressure of water
in air, pva’ can be calculated from the definition

g = 31.41

pva Pga . ( )
where ¥ is the relative humidity of air.

The boundary conditions for the turbulence medel eguations can
be obtained from the fixed rigid boundary {bottom) and free surface
{water} relations (Launder and Spalding, 1972)}. At a solid boundary
the turbulent kinetic energy is specified by assuming equilibrium
condition (i.e. generation equals dissipation ciose to a rigid

boundary) which results in

T quAqu 2/3
K= [(———) 4 ] (3.42)

Voo o 34
p o pc o

where €, is the heat flux and Tw is the shear stresg at the rigid

boundary, respectively, and are expressed as

U
t 9
% " C Ee Tz (3.43)
t
_ . .
Tw = Ut e (3.44)

In Eqg. (3.42) K is the von ¥arman's constant and Az is the grid

spacing near the solid wall. Dissipation of turbulent kinetic
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energy is specified from the reguirement that
e = C K /% (3.44)

where 2 is the length scale and near a solid wall is evaluated from

(Launder and Spalding, 1972):

g = cul/‘lmz (3.45)

Substitution of Fg. (3.45) into Eg. (3.44) yields the dissipation

of turbulent kinetic energy near a solid wall,

- 3/4K3/2

U fehz (3.46)

At a free surface, in the absence of shear stress and heat
flux, the boundary can be treated as a symmetry plane (Hossain and

Rodi, 1976},

il

== = 0
o &
(3.47)
3
L= O
o

At a free surface in the presence of shear stress and/or heat
flux, the boundary can be treated as a fixed rigid one. If tho
fluid 1s assumed guiescent, the interface can be treated ag a moving

wall, and the boundary conditions can be expressed (Spalding, 1975)

as
Tw 3/2
K= [(—) (3.48)
v _
U
£ = CM3/4K3/E/KAZ | (3.49)

It should be noted that, although these esgquations are very similar
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to those for a fixed rigid boundary [Egs. (3.42) and (3.44)], in
these expressions Tw and g, are the imposed shear stress and heat
filux, respectively.

Before discussing different turbulence model constants and
their importance, it is appropriate to mention the numerical tech-
nigue adopted by the GENMIX computer code. In approximating dif-
ferential egquations using finite difference schemes much care
should be given to the stability of the finite difference equations.
Oscillation of the approximate solution is a direct manifestation
of instability in the finite difference scheme {(Carnahan et al.,
1969) . Although stability of the finite difference equations pre-
sented earlier has been optimized (Spalding, 1%77); however, the
scneme is not unconditionally stable. Therefore, a stability and
accuracy test must be performed to insure meaningful results. Both
the accuracy and stability of a given finite difference scheme
mainly depend on the spatial grid spacing and time step. On the
one hand, bbth a small grid and time step is desired for accuracy,
but on the other hand, too small time step may produce instability
and may require unreascnable computer core-space and execution
time. Therefore, the grid spacing and time step is uysually a com-
promige.

A time step and grid space halving technigque was used as a
check for accuracy and stability. This was achieved by halving
the grid sirze uéing a fixed time step until the solution became
independent of the number of grid points. Using the selected grid
size, the same procedure was repeated by halving the time step
until the solution became independent of the time step. For most
of the problems studied a total number of 100 grids and a time step
of about 0.5 sec proved to be more than adequate for insuring

accuracy and stability of the numerical results.

3.4 sensitivity of X-€ Model teo Different Turbulence Constants

Tn this section the sensitivity of the turbulence model to

different constants and parameters is examined. A set of constants
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for the pwoblim of heating from below of a stably stratified
layer of water is determined by comparison of laboratory results
with model predictions,

As discussed earlier, no universality in the actual values of
zurbulence model constants are claimed. In fact, it is belicved
that some of the constants and parameters are dependent on the
particular physical situation and experimental conditions to which
the model is applied {(Spalding and Svensson, 1977). Values of
these constants have been established for different probiems
{Launder and Spalding, 1972; Jones and Launder, 1972; Plumb and
Kennedy, 1977); however, examination of the model egquations and the
censtants presented in Table 3.1 shows that a zero value for CBH'
which has been reported by Hessain and Rodi {1976), is unrealistic.
Inspection of ¢ eguation, Fqg. (3.23), indicates +hat CBE = { means
that the dissipation of turbulent kinetic energy is unaffected by
thermal stratification. 1In the absence of wind stress but rea-
sonable heat loss at the surface the fluid laver will be unstable
near the surface and this will generate turbulence. Therefore, a
nonzero value of C3€ is essential for the buoyancy affected turbu-
ience problems.

The results of Deardorff et al. (1969) are used to establish
the values of ﬁhe turbulence model constents. In the particular
experiments of Deavdorff et al. a stably stratified laver of
water was heated from below which resulted in instability ncar
the bottom. Therefore, the convective turbulent motion was driven
by buovancy which makes it ideal for evalustion of th. Using
data from Deardorff’s experiment A, the enerygy odguation with Ke-g
turbulence eguations were solved for several valucs of the constant
C'_%f‘ (for the values of othey constants, see Table 3.1y, Tt was
found that CBE = .8 yields the best all around agreement botweon
pPredicted temperature profiles and experimental results (soo Py
ure I.d4) . Mo measurements of the effective viscositics have beon
reporvted and the validity of the turbulence model cannot bo chockod

directly. However, since the predicted temperature is in good
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agreement with the data, it is believed that the results presented
in Figure 3.5 represent the gencral trends and relative order mag -
nitude of the coffective viscesity profiles.

Figure 3.6 shows the sensitivity of the model equations to

the value of constant C The temperature profiles shown are the

3e”
predictions at % minutes. The corresponding predicted effoective
viscosity profiles are presented in Figure 3.7. Note that a zero
vaiue for CBE overpredicts both the mixed laver height and temper-
ature. Thiﬁ is due to the fact that smaller value of C3E indicatoes
less dissipation of the turbulent kinetic enerqgy, see Eg. (3.23}),
and therefore results in a higher value of the effective viscosity.

Using a value of 1.6 for C which is twice the adopted value,

i’
results in an underestimation of both the mixed layer height and
temperature in comparison to measurements (Deardorff et al. 1969).
This is due to an increase in the dissipation of the turbulent
kinetic energy which in turn vields a decrease in the level of
turbulence. Tt is interesting to note that the peak of the di-
mensioniess effective viscosity after 5 minutes changes from 140
(C3€ = 1.6) to 670 (C3€ = 0.0). This indicates that the model
cguations are very sensitive to the constant CBE’ at least for the
particular physical problem considered here. However, the tempaer-—
ature distribution is not as sensitive to the constant. Thers isg
little difference between the predicted temperature profiles for
C3€ = (0 and 0.8, Pigure 3.5,

Examination of the €-eguation, Eg. (3.23), indicates that in
the absence of large veloclty gradients (i.e. no applied wind shear)
ng is an important parameter in predicting turbulence. Therefore,
it is worthwhile to examine the sensitivity of the model cguation
to this constant (CZE)‘ The temperature distribution after 5
minutes for three different values of this constant are prescentod
in Figure 3.8, and bthe corresponding effective viscosity profiles
ar« shown in Figure 3.9, It is evident that using a C2ﬁ which ig
half of the suggested value (see Table 3.1) results in an under-

prediction of both the mixed layer height and temperature compared
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Figure 3.5 Predicted effective viscosity distribution for Experiment A
of Deardorff et al. (1969)
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Figure 3.6 Effect of constant 3. on the predicted temperature
distribution at £ = 5 wmin
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Figure 3.7 Effect of constant Csz on the predicted dimensionless
effective viscosity distribution at £t = 5 min
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Figure 3.8 Effact of constant Cpe on the predicted temperature
distribution at t = 5 min
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Figure 3.9 Effect of constant Cpe on the predicted dimensionless
effective viscosity distribution at € = 5 min
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to observations (Deardorff et al., 1969). This is due to an in-
crease in the rate of digsipation of turbulent kinetic energy, as

is evident from the £-eguation. A smaller value of ng results in

a decreasge in the peak value of effective viscosity, see Pigure 3.9,
ind in turn produces less mixing {(note the shape of the temperature
profile for C2€ = (.96 in Figure 3.8). A value of CQL = 3,84 causcs
an increase in both the mixed layver height and temperature, although
the general shape of the temperature profile is not sigrificantly
attered from that of ng = 1.9Z. However, it should be noted that
in the case of C = 3,84 a more distinct overshoot is obtained

28

(see Figure 3.8) that has been observed experimentally. This is
due to the fact that the peak value of dimensionless effective
viscosity is about 670 which is about 75% larger than the peak
value for C28 = 1792.

It should bhe emphasized that the values established hoere for
the constants are primarily for buoyancy driven turbulent {lows
and could be different for combined shear and buovancy affected
flows.

In all of the calculations prescented in this section a 40 grid

point and 0.5 second time step was used which was tested and proved

to ke satisfactory.




4. STRATIFICATION OF A SHALLOW LAYER OF WATER

4.1 Introduction

In a deep layer of water, the effect of the bottom on the
radiation transfer and the temperature distribution is not expected
to be significant. This is due to the penetration of the short-
wave solar radiation to a finite depth. For example, the percentage
of asurface irradiance reaching different depths of various types of
ocean waters has been reporied by Jerlov (1976} . TFor clean oceanic
water, less than 90% of the incident solar energy is absorxbed with-
in the first 30 meters, while for vexry +urbid coastal water more
than 99% is absorbed over the first & meters. The volumetric heat-
ing rates, and therefore the turbulent structures, will as a con-
sequence be appreciably different in both cases.

It is expected that for shallow waters such as lakes, ponds,
reservoirs and coastal waters radlative transfer will be affected
by the bottom. ¥For a given depth of water and bottom reflectance,
the local volumetric heating rate will be greatexr for turbid than
for clear waters. However, penetration of a large fraction of
short~wave solar radiation in clear waters will result in the heat-
ing of the bottom {(Viskanta and Toor, 1978). In turn, this heat—
ing may produce an unstable situation which may develop into natu-
val convection layer between the bottom and stably stratified
ragion above. Radiation transfer in shallow waters does not appear
to have received much experimental or analytical attention. Par-
ticularly, the thermal aspects of abscrption of short-wave solar
radiation by the bottom or by the water in the wicinity of the
bottom have not been studied. Yet natural convection mixing
processes resulting from deposition of energy near or at the bot-

tom may have an important bearing on rhe transport of nutrients,
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pollutants, and ssdiments in this part of the layer.

In this phase of the investigation thermal structure of a

shallow water la was studied during heating by radiation. Care-

fully controlled laboratory experiments were performed using test
cell A which was built toe model & shallow layer of water with known
bottom radiation characteristics.

The interferometer was used to visualize and measure Lhe un-
steady temperature prefile in the water gduring heating. A ther-—
mistor located near the bottom was used to detect instabllitiog
(if any) produced as a result of heating of the bottom laycr due
to absorption of radiation by the bottom or the water in its vi-
cinity.

A model based on the unsteady one-dimensional eneruy transfor
by conduction and radiation is used for predicting the temperature
distribution in the water. Using the model, the offocts of the
layer depth, bottom and surface radiztion characteristics on bthe
temperature distxibutiun_are studied to galin improved undorstanding
of the phencmena. Experimental data and numericel results obtained

are discussed and compared.

Bxperimental Procedure

Test cell A was cledned and then filled with distilled wator,

covered, and left undisturbed for some time to eliminate all ocon-

form ambient room temperature. After it had been determined that
convective currents in the htest cell were absent, all the wmotors
and comproessors in the laboratory were turned off and the inter-
Toerometer was adijusted to an infinite fringe (a single all-light
or all-dark Lringe). TIn these sevies of experiments a thin shoot
metal shicld covered with aluminum foil was placed approximatoly
30 em above the tost cell and coversd the entire intorfcerometor
leg in whiclh the test cell rested. A hole in the shicld protoctod

other components from radiant heating and reduced freoe conveclbion

currents within the interferometer leg.
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After the interferometer was aligned to the infinite fringe
the opﬁical windows of the test cell were covered with styrofoam
insulation to prevent cooling from the sides during heating. A
few sheets of giass were placed directly above the test cell sur-~
face to attenuate the incident infrared radiation. The thermistor
located a few millimeters above the bottom of the test cell was
used to detect temperature fluctuations near the bottom. The out-
put voltage of the thermistor bridge was nulled just before the
heating of the water was started. After the thermistor bridge
was adjusted, the heating lamps were set at a predetermined veltage
to give a desired filament temperature, and then the heating of
rhe water with the radiant heaters simulating the solar irradia-
tion was initiated.

At prescribed time intervals, the optical window covers were
removed, and the interference fringe patterns were photographed
and the thermocouple emf readings simultaneously recorded. The
photographs were recorded by the Nikon F2-AS camera on Kodak
Plus-¥ 125 ASA film. The distances between the water surfaae and
the reference thermocouple needed for data reduction were measured
before and after each experiment using the cathetometer. The in-
cident radiative flux was measured at the start and the end of

ecach experiment using the Eppley radiometer.

4.3 Mathematical Formulation

4.3.1 Statement of the Problem

The obijective of this analysis is to model a shallow, guiescent
bedy of water, such as a pond or iake, which is heated by solarx
radiation and to determine the effect of the depth and bottom char- .
acteristics on radiation transfer and the temperature structure
near the bottom of the water body. Simplifying assumptions arae
required to make the problem mathematically and computationally

tractable. Therefore, inclusion of realistic boundary and initial




78

aonditions az well as turbulence processes dlecussed in the pro-

vious chapter does not appear Lo be warranted at this time.

4.3.2 EBasic Eguations

The layer of water is considered to be one-dimensional of
constant depth D and infinite lateral extent (see Figure 3.2 for
vhysical model), i.e., the effects of the edges are neglected. For
unsteady, stagnant, constant property incompressible fluid under
the hydrostatic egquilibrium the energy eguation, Eg. (2.1), reduces
to:

2
ST 27T dF

ol - L = (4.1)
at 822 a7

where T is the local temperature of water and ¥ is the total local
radiative fiux. It should be noted that in all the cguations pre-
gented in this chapter 2 ig the vertical coordinate measurcd fvom
the air-water intoerface and is positive downward.

iy

s discussad in the previous chapter the radiative btranstoer
eqguation, Eg. (1.8, nceds to be solved a long with the cnergy ogua-
tion, Eg. (4.1, to yield the temperature distyibution. Since the
radiative transfer model and assumptions are discussed in detail

in Chapter 3 they will not be repeated here. The boundary condi-
tions at the water surface {(z = 0) and the bottom {(z = D) are

taken to be

= wFinc at =z = 0 (4.2}

and

=1 at wmo o= D {4.3)

z=l)

sovbed at the
- I .

u} ig the total absorptance of the bottom and HD 15 the
3

total downward directed (e.g. in the positive z direction) radiative

whoere ¥ ig the fraction of the total incident flux al

flux at the bottom.,  The two eguations roprosent instantancous




79

enerqy balances between conductive flux in the water and the ab-
sorbed radiative flux at the two boundaries. The initial condition
for the temperature (i.e., temperature distribution prior to strat-

ification) is taken as
T{z,0) = T0 at.t t = 0 : (4.4)

The energy equation, Eg. (4.1}, can be rearranged into a dimension-

iess form as follows,

2
30 376 3
3T 2 —f?f (4.5)
3E ‘
where dimencionless variables §, 17, 0, and ¢ are defined as
£ = z/D ,
2
T = kt/{pcDT)
{4.6)

8 = k(" - T )F, D
o' " inc

= F/IF,
(b / inc

where D is the depth éf the layer, TO is the initial (uniform) tem-
perature of the water prior to heating, and Finc ig the total radi-
ative flux incident on the surface of the water. The boundary con-
ditions in the dimensionless form are expressed as

a0

MSM_E_J = 1‘[) at E = (4..7)

-

39

5 at £ = 1 . _ (4.8)

+
lg:z_ " %pd (=)

In dimensionless foym the initial condition is represented by

B(E,0) = 0 at T = O (4.9)
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4.3.3 Numerical Sclution of the Enargy Bquation

The energy eqguation along with the radiative encrgy transfor
equation 4o not render a closed form analytical solution.,  Thopo-
fore, a numerical scheme was developed to solve the eguations.,
There are several different ways of deriving the finite difforence
aquations for problems of this type (Raithby, 1976). However, an
explicit method used by Snider and Viskanta (1974) for a similar
problem required a careful choice of both the Lime step and grid
size for stable and accurate results, Although explicit methods

enjoy the ease of formulation and computation, they suffer from

the disadvantages of instability in the computation. For this
reason an implicit Crank-Nicolson method {(Koache, 1976Y was
adopted for the finite-difference formulation of the energy cgua-
tion; Since the local volumetric rate of radiant energy absoyp-
tion decrecases very sharply near the air-water interface [(Viskanta
and Toor, 1978) a very fine mesh was desirable near the surface.

However, using a fine mesh throughout the ldy@r of water would re-

sult in an unnecessary hich resciution away from the surface ot

the expense of computer core memory storage and execution timo.
Therefore, the implicit Cyanﬁ—Nicolson schome was modified and a
variable grid size was adopted {Pigure 4.1). Zgain, as diccussced
in Chapter 3, it has been assumed that the volumetric rate of radi-
ant energy absorption is known and is determined independently of
the energy equation (Viskanta and Toor, 1978) with the results
ugsed in the form of a known scource term.

The difficulty in devivation of variable grid size finite-dif-

ference scheme for a sccond orvder partisl differential egquatlon
arises in the truncetion crrors having differont order magnitudes

i

for tho firvst and second order dervivatives, hevefove, much care

nust be taken to derive approximations for all terms in tho copuation

such that small truncation orrox arae of the same order magnitude

{(Roache, 19760 .
Using 1 for space coordinate and § for time, the implicit

finite difference anaiogs for the terms in the dimensionloss form
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of the enercy eguation, Eg. (4.5), can be written as

_ b (4.10)

- . - . = . _‘.+_
.67 0 - (s8] + 07+ s 0000 - w0l e 8]

276 i i+l i- i+l i~
21, e o2
g (s + £ i 4. }
e TARTREALTIN Ry _ (4-11)

respectively, where s, is the ratic of two adjacent grid spacing

defined as:

(4.12)

The expraession for the second ovder partisl derivabive with respect
te space coordinate, Eg. {(4.11), was derived Iy fitting a parabola
through (i-1), i, and {i+l} peoints and differentiating the resuli-
ing function {Salvadori and Baron, 1961). The scheme s socond
order in gpace coordinate (good accuracy) and first order in time
and avoids oscillation problems which often beset second order time
schemes (koache, 1976}, The scheme also enjovs the advantage of
being unconditionally stable.

The finite difference analogs for the upper and lower boundary
conditions (represented by u and L, respectively; Figure 4.1) can

also be derived from Bgs. (4.6) and {4.7;

(Gg _51) . (03+1 ~ UI#U

e ey = (4.13)

i

e —  >~wmww- ] e db¢;i~ ‘ (4.14)

whaore Gf and Un are dimensionless temperatures bevond fhe boundaries
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at the imaginarj grid points u and & (see Figure 4.1}. These un-
knowns can Ee aliminated by employing the finite difference approxi-
mation of the energy equation at the boundaries. Substitution of
Egs. (4.10) and (4.11) into Eq. {4.4) and elimination of SR and Bu
by the use of Egs. (4.13) and (4.14) results in

[31_ . 1 __m]ej+l [ 1 -]63+l _
o eyt € -£9°% ¢
2 1 "2 1
P 3 Y R S
BT e e )2381 ¥ [{g e )2]ez T, - ED by
2 1 1 '
for i = 1 (4.15)
[ B CEAE EUEEY:S L
6. (s.41) (£, £ TTH AT €. . -e9°
i i i+ i i+1
[ s ?lejiili =1 l. . 31831—1
(Si+l)iii+l—€.) Si{si+1){&i+L—€i)
1 ' 4 1 ‘ *
e - L 216@ + 1 leiﬂ -~ b,
Si(£i+lmgi) (Si+l){gi+l_gi}
for i =2, ... n =~ 1 {4.16)
and
-1 3+1 1 1 Sl
—— 10 T e =
. 27 n~1 AT 27 n
wE _
(gn ”n—l) (gn gn—l)
+
. . 200 @,
T TS I ST b (E=1)  , *
E({ : 2jen—1 + o I3r © ¢ )2]6n " E ) L
“n ’nml? n “n-L non
for 1 = n (4.17)

*
where ¢i is the dimensionless local volumetric rate of radiant
I
i . i . . . . . .
encrgy absorption (i.e. 1} j at grid point i. Examinatlion of
. EIay
ahd
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Eygs. (4.1%) through (4.17) indicates that once the dimonsionloss

t

perature digtribution at time § is known (i.e. , the right hand
side of these eguations) the temperature distribut lon at time P+l
can be obtained by solving the system of p-linear eqguations, B .
{4.15) through (4.17)}, of the form of a tri-diagonal matrix.

The tri-diagonal matvix is solved by the well-known, efficient

Thomas algorithn (Gerald, 1978) which reguires minimur possible

cere menory storage and execubtion time. A 24 grid point mesh .with
high rescluticn near the surface and coarse spacing near the bottom
was selected. For an accurate computation a small time staey of

the order of about 0.1 sec {in real time) was used. Both the grid
spacing and time step were checked for accuracy of the solution hy the

halving technique described in Chapter 3,

It should be noted that the system of Pgs. (4.15) through (4.17)
were derived for the idealized boundary conditions degsceribed.  How-
ever, any other possible boundary conditions can e enployved and

formulated in the same manneyr .

4.4 Results and Discu

ion

some experimental observations during styatification of a
shallow layer of water will be discussed is this section.  In the
analysis presented the important parameters are identified and their
effect on the temperature distribution e investigated. At the
end, the experime-ntzz.ﬂL data are compored with analytical predictions.

4.4.1  Some Observational Datea

An dnitially uniform laver of water was thermal ty stratificd

by irrediating the laver with radiation emitted f roem the tungston

filament radiant lamps. Some selected photographs of Che inter-

ference fringe pattern illustrating the he ating of an initally uni-
form water are shown In Figure 4.2 (rhe small syuare dark image is tho

turning mirror 1, see Fig, 2.%). In this particular experiment the bot-
tom was coated with a "black” vaint, ixl‘ = 0,92, Photograph 4.2a

i
shows the fringe pattern before the heating was initiated.
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Figure 4,2 Selected interferograms during thewmal stratlfication of
an initially uniform tayer of water, U = 10 am, O 0,92,
T = 20°%C: {a) & = 0 win, (b)Y & min, {e) 30 min, {d) 60 min




The reference thermocouple seen in this photograph is about 3.5 om

above bhe bhof

of the test cell. The diagonal fringes in photo-
graph 4.2a are the interference fringe pattern in the air right
above the water surface. The dark gray area at the top of photo-

. The very large

graph 4.2 is due to intenge heating of the wats
Fringe density that has resulted makes it impossible to distinguish
the fringes from cne another in this particular region. Prior to
this experiment a new set of radiant lamps was installed in the
housing and woere operated at about 3000 K which resulted in a

i3

large radiatior flux incident on the water surface.
in ¥igure 4.2k {(and also 4.2¢ and 4.2d) two clearly distinct

rogions can be distinguished. An intensely stratificd region near

the interface indicates that the surface is being heatod, and the
temperature decreases with depth in this vegion. Mear the bhottom
of the test cell fringes are some dlstance apart indicating not as

intense heating of this layer. The fringes are more closely spaced

neay the ttom than the overlying region {see Pligure 4.2¢ and
4.23%. The overall interference fringe pattern can be explained

by the fact that a large fraction of the incident radiation trans-

mitted into the water is absorbed near the surface which results in

a decreasing local temperature with depth. As the radiation propa-
gates through the water, it is partially attenuated. Upon reaching
the bottom of the test cell the radiation is mostly absorbod by
the nearly black coated bottom. Therefore, the bottom is hoeated

raized which in burn causes an increase in the

ardd its temperature

leocal temperature above the bottom. The particular shape of tom-
perature profile near the bottom is alse partially duce to the ro-
flected portion of the rvadiation veaching the bottowm which is

absorbed as it propagates upward (i.e. in the opposite direction

of the incident beam). The heating of the bottom of the test coell

was clearly observed by a continuous increase in the oml cutput of

the thoermocouple installoed into the bottom plate.
Photograpis 4, 2c and 4.2d indicate a small rogion of rolabively

unifors tonperature water aboub & cre above the bottom plate.  In
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this regioﬁ the fringes are reversed indiéating a reversal in the
temperature gradient. This particular profile indicates that tem-
peyature decreases with depth {negative gradient) above the reversal
and temperature increases with depth {(positive gradienﬁ) below it.
Iinterferograms recorded at different times suggested that the
location of this temperature reversal layer was nearly Fixed once it
was established. |

Absorption of radiation by the bhottom of the test cell results
in the heating of the water adjacent to the bottom and results in
natural convection motion if critical conditions are reached. Tig-
ure 4.2c provides evidence that thermal plumes are formed right
above the bdttom of the test c¢ell. The temperature fluctuations
near the bottom were detected by the thermistor and recorded on a
strip chart. Figure 4.3 presents a sample of strip chart output of
the thermistor'ﬂor this experiment. The chart indicates that the
average temperature of the water at the location of the thermistor
{about 6 mm above the bottom) increases with time. Alsc, f{luctua-
tions of about 0.15°C are detected. The temperature of a plume
was approximately 0.15°C higher than the bulk temperature of the
surxoundinq_fluid. The temporal freguency of the plume generation
is not fixed. However, for this particular experiment in average
time period of 5ne minute output voltage peaks 2.6 times (see Fig-
ure 4.3). This‘corresponds to an average plume departure fre-
quency of about 2.6 (min)wz. Shadowgraéh ohservations of instabil-
ities and piumefactiVity.could not be recorded photographically
aven tﬁouqh7they were observed visually. This was due to small
density differences and the averaging effect along the beam as it
traversed the test cell.

Some typical photographs of the interference fringe patterns
for a different experiment are shown in Figure 4.4. In this experi-
ment the bottom of the test cell was covered with a thin aluminum
foil which fitted right into the test cell. The interferograms
presented in- this figure do not cover the entire depth of the watoer

layer and only show the reglon of primary'intezest near the bottom.




488

1°C
08

o7

Figure 4.3 Thermistor ocubput for experiment described in Figure 4.2
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In the photographs the sguares seen in the background are | ¥ 1 cm.
It is evident from Figure 4.4 that the water is be ing thermally
stratifiled near the bettom as the heating continuves. This is obvious
from the increase in ths number of fringes near the bottom at later
times and the greater distance between fringes in the overiving
region. From comparison of Figures 4.7 and 4.4 it is svidont that
the stratification rnear the bottom of the test cell for the CHpOT -
ment with the black painted bottom is more intense than the hiighly
reflective one, This is due to the larger absorption of radiant
enerqgy by the black bottom. The temperature revorszal deoseribed
earlicy was also observed in the experiment with the highly ro-
flecting coating. However, this is not seen in Figure 4.4 since

these photographs do not show the entire laver of water.

4.4.2 Analvtical Predictions and Effect of Parancters

From the dimensionless form of the one-dimensional encroy cqua-—
1Y 1

tion, Eg. (4.%), and related Boundary conditions, BEgs. (4.7) and

2y

{4.8), it is evident that there are several importani parameters
which determine the tempervature distribution. In this subsection

the e¢ffect of these parameters on the predicted temperature dig~

3

tributions is presented and discussod.

Although the total incident Flax {(i.e., Finc*} does not di~

rectly appear in the dimensionless governing cquations, tho spectral

distribution of the incident fiux has important beaving on the
temperature distribution rthrough the functions $48) and ¢ as well

as parameters U and {"sii . The local wolumetyic rate of radiant
3
enerqgy absorption and the radiant flux reaching the bottom and
absorbed at the surface depend on the spectral distribution of

e 3 {(Snider and Viskanta, 1974}. However, since the magnitude
inc,A ;

and the spactral effects of the incident radiation Flux are well
documented (Viskanta and Toor, 1978; Snider and Vigkanta, 1974),
this paramebter will be held constant, in all the calculations

roporvted hwere, the incident flux was detoermined for a Planckian
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radiator operating at an effective temperature'of 3000 K. This
approximates the operating conditions of the radiant heaters.
Figures 4.5, 4.6, and 4.7 present the predicted dimensionless
temperature for depths of 5, 16, and 15 cm, respectively. The bot-
tom was considered to be highly absorbing (black paint) with a
- total absorptivity of 0.92. The parameter Y was taken as 0.25
(Snider and Viskanta, 1974). gince the depth of the layer D appears
hoth in the dimensionless time T and temperature O, for ease of
comparison the results presented in the figures correspond to the
same real time of one, two, and three hours, respectively. Figure
4.8 shows similar predictions for a layer of water 10 cm deep with
a highly reflective bottom having an absorptivity of 0.08. A summaxy
highlighting the important features of the results presented in

these figures is given in Table 4.1.

Table 4.1 Dimensionless temperatures for different times

t = 60 min £ o= 120 min t = 180 min

Figure T B 8 T 8 9 f B &
g b 5 b g b
4.5 0.2 .40 .28 0.4 .66 .55 0.6 .92 .78
4.6 0.05 .19 .09 0.1 .29 .14 .15 | .37 .20
4,7 0.023 .13 .06 ¢.046 ¢ .19 .08 0.068| .23 .10
4.8 0.05 .19 .02 C.1 .29 .04 0.15 | .37 .07

Comparison of Figures 4.5, 4.6, and 4.7 indicates that the
dimensioniess temperature is more nonuniform for the deeper layers.
This is due to the fact that at a given dimensionless depth, £, the
Jocal volumetric rate of radiant energy absorption, ¢(&), is
smaller for the deeper layers. However, for early times the tempoer-
ature and temperature gradient (i.e., T ana dT/3z) at the surface

for all three cases ig nearly the same. This is explained by the

fact that very close to the surface ¢(f} is independent of the. depth
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Figure 4.5 Predicted dimensionless temperature distribution during
thexrmal stratification f{insulated bottom), D = 5 om,

Oy, = 0,92, P = 0.25
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e 4.6 Predicted dimensionless temperature distribution during
thermal stratification (insulated hottoem), D = 10 om,
oy = 0.92, P o= 0.25

Figur
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Figure ‘4.7 Predicted dimensionless temperature distribution during
thermal stratification {insulated bottom), D = 15 ¢m,
oy, = 0,82, o 0,25




95

of the layver {Viskanta and Toorx, 1678}, and heat diffusion is not
as lmportant as absorption of radiation. ‘Note that the dimension-
less temperature is smaller for deeper layers because it is in-
versely proporticnal to the depth of the lavyer.

Exemination of Table 4.1 indicates that at all times the di-
mensionless temperature at the bottom (i.e., Bh, bottom is denoted
by b and surface by s) ig smaller for a deeper layer even though
the bottom characteristics are the same. This is a direct result
of smaller voluretric rate of radiant enerqgy absorption by deeper
layers which is also clearly evident from the values of 9; listed
in the figure captions. For a deeper layer there 1s less radiant
énergy incident on the bottom which results in a lower temperature.

Results presented in Figure 4.8 for a highly reflecting (ab =
0.08) bottom indicate that the dimensionless temperature near the
bottom is considerably smaller than that of Figure 4.6 with a highly
absorbing bottom. Hewever, the temperatures in the surface region
are practically the same. This is because foxr O = ¢.08 only a
small Fraction of the radiation fliux incident on the bottom is

absorbed there, and the reflected {1 - o _ = 0.92} fraction of the

b
incident radiation does not affect the temperature near the surface.
In fact, the results in the two figures show that the dimensionless
temperature profiles at T = 0.05 are the same up to dimensionless
depth of & = 0.5. However, at this time the dimensionlegs Lempera—
ture at the bottom for ub = (.92 is 4.5 times larger than for.ub =
0.08. It should be noted from Figure 4.8 that for the highly re-
flecting botitom there is still a temperature gradient reversal near
£ = 1. |

The effect of the parameter P on the dimensioniess temperature
was studied and showed that the temperature distribution was insen-
sitive to this parameter. This is evident from the examination of
the finite difference equations, Eg. (4.18). In this eguation, for

the very fine grid selected near the surface, the magnitude of the

term including ¥ is much smaller than the other terms appearing in
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Figure 4.8 Predicted dimensionless temperature distribution during
thermal stratification {insulated boettom), D = 10 cm,
Gy, = 0,08, @ = 0.25
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the equation.: Since the value of the parameter Y had such a little
effect on the température distribution the results are not presented
here.

As discussed earlier, the finite difference equations, Egs.
(4.15) through {4.17), can be easily adopted for different types of
boundary conditions. Moéification of the equations for the case of
a constant béttom temperature boundary condition were made and
sample calculations are presented in Figure 4.9. A comparison of
the results iﬁ Figures 4.6, 4.8 and 4.9 shows that the temperature
distribution in ﬁhe sirfirge layers is affected very little by the

radiation characteristics of the bottom and the boundary condition.

4.4.3 Comparison of Analytical Predictions with Experiments

The laboratory experiments simulating heating of water by solar
radiation were modeled analytically. At the surface, only the total
incident radiation flux from the tungsten filament heaters was
accounted for, and long-wave radiative heat exchange between the
water surface. and the surroundings, convective heat trangfer, and
jatent transport of energy were neglected. For some experiments the
abservations and results showed é slight temperature reversal right
below the surface indicating a heat loss from the surface. However,
since the main region of interest was near the bottom, the inade—
quate modeling of the surface boundary condition did not affect the
temperature distribution in that region. and is therefore well just-
ified, Experimental results showed that the bottom plate was not
perfectly insulated but that the assumption of an insulated bottom
was a reasornable one. Because of the relative insensitivity of
results on the parameter | a constant value of 0.25 was used for
all the calculations presented here. It should be pointed ocut that
the insensitivity of temperature distribution to this pavameter 1s
due to precise modeling of total volumetric rate of radiant energy
absorption and also choice of a very small grid at the surface, sece

Eg. (4.15). . Due to the aging of the lamps which resulted in
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formation of tungsten deposits on the guartz envelopes, the incident
radiant flux Finc decreased during the course of an experiment. The
spectral characteristics of the radiation emitted by the tungsten
filaments and transmitted through the gquartz envelopes also changed
as a result of the aging of the lamps. An average value of the
total incident flux measured during the experiment was therefore
used in the calculations.

A comparison of the measured and predicted dimensionless tem-
perature distribution given in ¥Figure 4.10 shows that the agreement
between the analysis and experiment is excellent for all times.
Results are prescnted for an experiment of relatively short duration
to avold significant aging of the lamps, The interfercgrams were
recorded by photographing only the region near the bottom, and
therefore the experimental results for the upper layers are nol
presented. The latter region has already been extensively studied
by Snider aﬁdlviskanta {1974} . The experimental results showed that
because of intense heating, the fringe density near the water sur-
tace was very high which made the interpretation of the fringes im-
possible. The temperature distribution in the entire layer during
intense radiant heating has been measured with thermocouples and
will be repcrted in Chapter 6. In this experiment the bottom of the
coll was covered with highly reflective aluminun foil with an

test

estimated total absorptivity of about 0.08. The total incident
radiative fiux reaching the alr-water interface was measured to be
1350 W/mz at the start of the experiment and after 30 minutes this
value decreased to 1230 W/mzu In the predictions presented here an
average value for Finc = 1286 W/m2 was used. The radiant heaters
were operating at a temperature of about 3000 K.

The comparisons between the measured and predicted temperature
digtributioh for a different experiment is presented in Figure 4.11.
I this particular experiment the water was irradiated for 50 min-
utesn. The initjal total incident radiative flux at the interface
was measured to be 1350 W/m2 which after 50 minutes dropped to

2 C
G930 W/m2. An average value of 1142 W/m for the total incident Ilux
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Figure 4.10 Comparison of measured and predicted dimengionless
temperatures for experiment described in Figure 4.4:
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Figure 4.11 Comparison of measured and predicted dimensionless
temperature: D = 10 om, o = 0.08, Ty = 26°C,
Fine = 1142 wW/m? {lamps at 3050 K)
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was used in the calculations. Filgure 4.11 shows a reascnably good

agreement. betw

n the experiment and analysis.  However,

later
times a discrepancy between the measured and predicted results are
noted. The dizcrepancy is attributed to the natural convection
heat transfer from the bottom and also to the change in magnitude
and spectral characteristics of the incident flux due to the aging
of the tungsten filament lamps during the experiment. The ther-
mistor output provided evidence of temperature fluctuations and
plume activity, and, as already noted, the deqgradation of 1amps'
when operating at high (3050 K) temperature was also significant
even in a short period of time.

The experimental and analytical results clearly demonstrate
that absorption of radiation by the water and.bottom can produce
an unstable situation that may result in natural convectlon mixing
and energy transport in the layer immediately adjacent to the
bottom. Even though the spectral characteristics of incident sclar
radiation could not be simulated in the laboratory, the fact that
a larger fraction of the solar energy is in the short-wave part of
the spectrum suggests that the phencomena observed in the experi-
ments is expected to occur in relatively shallow quiescent water-
bodies. However, no field data or other detailed ohservational
evidence of this particulay phenomenon appear to have been reported

in the literature.
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5.  HEEATING OF A THERMALLY STRATIFIED LAYER OF WATER FROM BELOW

5.1 Intreduction

This section reports on laboratory experiments intended to
gain understanding of internal energy transport processes and mix-—
ing in nonuniformly stratified lavers of water that may be cooled
from above or heated from below. Such physical situations arise
not only in geophysics, water resources but also in technology and
include, for example: cooling of guiescent natural waterbodies by
convection, latent energy transport and long-wave radiation after
the watexr has been stratified by absorption of solar radiation,
cooling of surface thermal discharges from electric power qener—'
ating plants, heating of the atmospheric planetary boundary layer
from below as a result of abscrption of sclar radiation by the
ground, energy transfer and mixing in stratified, sensible energy
storage tanks and many others. The specific objectives of the ex-
periments and analysis are to;

s Pproduce nonuniform stratification in a shallow, guiescent
layer of water and study the effect of stratification on
internal energy transfer processes and mixing.

- Develop, a simple analysis to predict mixed layer growth
and mixed layer temperature under different stratifica-
t+ion conditions and compare with experimental data.

«  Apply and verify the K-€ turbulence model to predict
the mixed-layer characteristics of a nonuniformly
stratified shallow water layer.

The experiments in this phase of the study were performed with

test cell A which allowed for a nonuniform thermal stratification

and/or heating from below a shallow layer of water. This was
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zcause bhe simple apparatus provided flexibility to

study the basic physical proce and allowed to achieve different

experimental conditions.

The experiments conducted are described, and observational data
ara discussed in some detail. A simple thermal model for predict-
ing the mixed layer dynamics is developed, and results of sensi-
tivity studiss ag well as compavisons between medel predicticons and
data are reported. The ¥-£ turbulence model is used in the unsteady,
one-dimensional energy equation to predict the temperature structure
as well as the dynamics of a mixed laver and to establish the atil-

ity of the model by comparing experimental data with predictions.

The Le cell was cleaned and then filled with distilled water,

covered, and ieft undisturbed for soms time to eliminate all con-—

veciive current which are normally present and to attain a unifornm

ambicent room temperature. After it had been determined that con-—
vective currents in tho test cell were absent, all the motors and
conpressors in the labovatory were turped off and the interferomoter

fringe (a single all-light or all-dark

was adiusted to an infinite
fringe).

In these series of experiments a thin sheet metal shield was
placed approximately 30 om above the test cell and covercd the
entire interferometer leg in which the test cell rested. A hole
in the shield protected other components from radiant heating and
reduced free convection within the interferometer leg.

After the Interferometer was aligned to the infinite fringe,

I ware covered with a 3 om thick

the optical windows of the test o

ol

[

s/gaing from the s

sheet of styrofcam to prevent heat los
during heating and cooling. A fow sheets of glass wore placed above
the test cell surface to reduce the long-wave infrarved radiation

from the tungsten filament lamps. The water was then simultanc-

ously ccoled from below {by circulation of coclant through the




10

bottom plate}-aﬁd‘heated from above (by radiant heaters) to achieve
desired thermal stratification conditionsg. In some of the experi-
ments, the water was stratified by heating from above and/or cooling
from below.

After the desired stratification was achieved, the optical
window covers were removed and the water was then heated from below
by circulating coolant from a constant temperature bath at a pre-
scribed temperaﬁare through the heat source/sink. The heating rate
was adjusted by‘regulating the coolant flow in the circuit and the
inlet temperature to the heat source/sink. At desired intervals,
the interféience fringe patterns or shadowgraph images were photo-
graphed andjneference as well as other thermocouple readings and
the coolant flow rate were simultaneously recorded. The calibrated
thermistor was located approximately 0.6 cm above the bottom plate
to detect température fiuctuations caused by plumes departing from
the vicinity of. the plate. The output of the thermistor was re-
corded on a strip chart.

A heét Sink'was used to cool the water from above. The design
and consﬁruéfion 0f the heat sink was very similar to that of the
heat sink/%bufce placed in the bottom of the test cell A. The sink
fitted ricght into the test cell and its position could be adjusted
by means of four threaded rods located on top. The sink was ccoled
by circulating ethylene glycol supplied from a constant temperature

bath.

5.3 Discussion of Observaticnal Data

Befnré?diséussing some observational data, i1t is desirable to
review thewgeheral characteristics of the phenomena, Heating of
an initially gﬁagnant layer of water (stable thermal stratification
or uniform temperature) produces a thin lajer of warmer fiuid adja-
cent to therhéatinq surface. Since the warmer fluid has a smaller
deng ity than the fluid located right above it, the warmer fluid

ascends. ThHe parcels of 'warmer fluid are referred to as thermals.
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As e resull of the thermals breaking up from the thin conduction
layer right above the heating surface, instability ocours which in
turn causes the formation of & relatively uniform mixed layer.

Howard {1366) bhas explained the generation of thermals by a phenom-—

enclogriaal theory. According to his model, thermals are produced
by a pericdic process, each period of which consists of a conduc—

=, At Lhe

tion phase followed by a break-off and mixing phas

baginning of the conduction phase, the fluid adjacent to the plate
iy envisioned as having a uniform temperature which is different
from that of the plate. hAs a result, a temperature front moves away
from the plate into the fluid. When the thickness of the conduc—
tion layer contained between the moving front and the plate surface

is such that the <orr wonding Rayleigh nusber exceods a oritiosl

value, the layer becomes unstable and breaks up, thereby producing
a thermal.

Figure 5.1 shows several photographs of the shadowgraph images
taken 2 seconds apart.  In this experiment the water was strati-
fied by cooling an initially uniform laver of water from helow for
about 2 hours. Then the water was heated from below by o rrenlaring
warm fluid through the heat source/sink. [t took about 90 scconds
before thermals were generated and started departing the heated sur-
face. This was due to three different effectuy. Firs i, the cool
water in the bottom plate (which was used to stratify the layar)

had to be replaced by the warm fluid. Second, the nass of the cop-

per sink which did not allow the surface temperature of the plate
to reach its steady value instantaneously. Third, initial Ly the

heat is transferved to the water adjacent to the plate by conduce—

tion and since this is a Ly slow energy transport proocss,

it takes time to reach a critical value of the Rayleigh numbaey.  In
these photographs the dark area near the botbom is the region where i

the activity of thermals was observed fo be intense. This aros ap=
peared very dark because the shadowgrapn techni que has an avoeraging

effect along the beam. The surface of the bottom plate can be seen






108

right below this dark avea (i.e., the gray line). It the photo-
graphs shown in Figure 5.1, the distance betwesen the thermocouplo
and the bottom plate is about 3.% cm which permits judgement of the
actual distances. It should be noted that in these photographs only
the lowsr part of the water layer is shown.

Elthough the shadowgraph technicgue has an averaging effect along
the beam it is evident that the f£low is three-dimensional, i.c., the
thermals are generated not in one plane perpendicular to the beam on
the surface of the bottom plate. This is also clearly evident in

sented later. FPigure 5.2 shows two shad-

the photographs to be pr

owgraphs taken about two seconds apart for the same experiment.  [n

these photographs a few thermals were isolated and magnificd in
order to show their deformation in greater detail. The plectures
clearly indicabte that as a thermal rises through the relatively

quiescent fluid environment, its leading edge is bluntoed and folded

back, producing a nearly hemispherical cap and giving a wmushroom-
like appearance to the thermal as a whole {see Figures 5.1 and 5.2).

This iz in close agreement with the obsservations of Sparrow ot al.

on alemants

(19703 . igqure 5.2a shows the mushreom-like convect
with the middle thermal having & diameter of approximately 13 mm.
Figure 5.2b shows the thermal asbout 2 seconds later which has grown
to a diameter of about 15.7 mm. The center of this particular ther-
mal has risen approximately 1.8 mm in 2 seconds. The trailing col-
umn of a thermal (i.e. the stem of the mushroom shape) iIs relative-—
Iy cocler fiuid entrained around the thermal. Thiszs entrainment ig
due to the motion of the thermal through relatively cooler sup-
rounding fluld (see Figures 5.1 and 5.2).

A comparison between two experimenis, one heating from below,
and the other cooling from above, was made. Unlike experiments of
Viskanta et al. (1977) who studied cooling of a thermally strati-
fied layer of water from a free surface, in the cooling from ahove
axperiment the heat sink was placed in direct contact with the water,

similating the heating from the bottom cuperiment more closely.
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Figure 5.3 shows the photographs for the two experiments side by
gide, which is intended to compare the general shape of the hot
{or cold) parcels of water leaving the surface. The layer of water
in both experiments was 10 cm deep with similer initial conditions.
Photographs %.3a and 5.3b are shadowgraphs for the heating from
bottom, and photographs 5.3c and 5. 33 are for the cooling from
above experiments. The photographs were taken 2 seconds apart.
Each square seen Faintly in the photographs is 1 x 1 om. It is
evident from this Tigurse that the thermals leaving the heated sur-
face have a more bhlunt shaped leading edge than the plumes descend-
ing from the cooled surface. This is due te the fact that the thexr-
mals rise against the gravitational field, while the deuscent of the
plumes is aided by the gravibty.

Figure 5.4 shows the output of the thermistor for the heating
from below experiment discussed in Figure 5.3, The strip chart
recordings indicate very clearly that the amplitude and freguency

of the thermals generated is not constant. However, Sparrow et al.

(1970) reported a relatively constant spacial and temporal fre-
guency of the thevmals. The trace shows that temperature of the
thermals were sometimes as high as about 1.5°C above the bulk tem—
perature of the filuid around them. The output level of the ther-
mistor is rising congtantly {(see Figure 5.4), because the thermistor
measures the mean temperature of the fluld and not the fluctuations
of the temperature. However, Initially the thermistor was nulled
with respect to the initial temperature surrounding it. Therefore,
the steady rise in the output level indicates the heating of the
fluid adjacent to the thermistor. The fluctuations from the in-
stantaneocus wmean voltage level are the actual t f:;l%m§__>6:::'Z'c'-:l.t‘n}..l““;’..? fluctu-
ations detected by the thermistor located about 0.6 om above the
bottom plate. The strip chart output indicates that ot lator times
the amplitude of the fluctuatiocns become smallev. This is Jdue to
the continued heating -of the filoid which results in a smallexr tom—

perature difference between the plate and fluid adjacent to it.
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A qualitative comparison between uwniform and thermally strati-
fied layers of water heated from below was also made. The thermal
characteristics in the two experiments were found to be very simi-
lar. Although the plumes had the same geneval shape, they moved at
a greater velocity and penetrated to the surface. This was due to
less resistance bto thelr motion since the water was not stably
stratified.

Several photographs illustrating the interference fringe pat-
tern are shown in Figure 5.5, In this particular experiment the
depth of the water was 14.8 cm. However, the interferograms shown
do not cover the total depth of the layver. The reference thermo-
couple seen in the interferograms was located about 3.5 om above
the bottom of the test cell. Examination of the interferograms ro-—
covded earlier (L < 45 s) showed that the distance between thoe bot-
tom few fringes increased, but they remained parallel indicating
purely conductive heat transfer. Since the bottowm plate was warmer
than the fluid immediately above it, conduction of heat into the
water produced a temperature reversal in the water just above the
plate. This is clearly evident in Pigure 5.%5a which shows a laver

al takes place.

about 3 mm deep across which the temperature reve

After about l.minute from the start of circulation of water in the
bottom pla‘te, the lowest few fringes started to become wavy and
moved very rapldly away from the plate., This indicated the onset

of natural convection. After the onset of convection {(i.e. Rayleigh
number exceeding a critical value) , the fluid layer adjacent to the
plate hecame unstable and thermals broke away from the surface and
plunged inte the thermally stratified stable layer above (see FPig-
ure 5.5b) . Figure 5.5b shows that the breasking away of thermals

from the plate creates mixing and agitation which in turn creates

a relatively wniform layer of aboub 2 om deep.

Az discussed earlier, the generation of thermals is due to the
instability created in the laver adijacent to the heated surface.
This is clearly evident from Figure 5.5b which shows that the there

mals are at a different temperature than the bottom heating plate.
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Figure 5.5 bPhotographs of interference fringe patterns for Waporiment
D {zmee Table 5.1 Tor conditions): {a) o= 1 min, {bL) 2
min, {(c} 3 min, (d) 5 min
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The start of the ascending warm water appeared at random locations
and no characteristic wavelength {wave number) could be defined for
the process (see Figures 5.5b, 5.5¢, 5.5d). The temperature of the
thermals was not uniform across it and there was a considerable temn-
perature difference between the center and the outer edge of thermals.
For example, in Figure 5.5c¢ across one of the thermals there are 10
fringes which correspond to roughly 1°C temperature difference. In
this particular experiment, the voltage output of the thermistor
located a few millimeters above the plate indicated that the upward
moving thermals were approximately 0.4 o 2°C warmer than the gur-—
rounding bulk mean temperature.

The heating rate had a decisive influence on the generation of
thermals, Both the spatial freguency of the sites and the temporal
frequency of generation increased with an increase in the rate of
heating. FEven though the fringe density near the bottom is quite
high and difficult to interpret, Figure 5.5¢ shows that as the ther-
mal departs from the plate, a mass of relatively uniform cocler
water rushes in and replaces the warmer water. The phenomena ob-
served was sinmilar to that reported by Sparrow et al. (1970) and
Townsend (1959) who studied the rising of the thermals. However,
uilike the findings of Sparrow et al. (1970), the shadowgraphs and
interferograms indicated very clearly that the thermals are not
spaced regulaxly on the heating surface and have no characteristic
frequency of departure. The sites where the thermals originated
were not fixed but wandered about the bottom plate. The difference
between the findings of Sparrow et al. (1870) and this investiga-—
tion can be due to several factors. Sparrow et al. have studied
the rise of thermals in a uniform layer of water and not a ther-
mally stratified layer. The tést cell they used was larger than
the test cell in the present experiments, and the electrically
heated platform {8.9 cm sguare} was located about 8 cm above the
bottom of the cell. This arrangement must have resulted in a much

better circuiation of water around the heated surface.
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The relatively uniform layer of water right above the heatoed
plate grew in depth as the heating continued. As 1t dig evident from

Figure 5.5, the initial growth rate of this layer was higher than

at later tilmes due to greater heat transfer as a result of a laver
temperature difference between the plate and fluid adjacent to it.

ks the ascending thermals reach the stratified laver, a parcel
of this warmer fluid plunges inte this stable laver and disturbs
the interface between the uniform and stratified layers. Asg a re-
sult of this bombardment, the warmer f£luid in the stable region is
entrained into the mixed layer, and the laver grows at the expense
of erosion of the bottom of the stably stratified region. This is
clearly evident from the fact that the distance between the fringes
in the stable laver increaseg as the heating continues. This means
that heat i1s being transferved from this layer. The fringes at the
bottom of the stable layer became wavy and distorted (see Figures
5.5, h.5dY. This is Jdue to the bombardment cf the interface by
the thermals which plunge into the stable region before spreading
atong the interfacial layer.

Figure %.6 illustrates the initial temperature distributions
prior to heating from below for several experiments. Ior example,
the initial temperature distribution for experiment A clearly indi-
cates that there is a temperature reversal in the immediate vicinity
of the bottom plate. For experiment B the temperature varies al-
most linearly with the depth of the layer. Temperature distribution
for experiment B clearly shows that the top surface of the wator
layer is effectively insutated and therefore a thin uniform temper-
ature layer exists just below the free surface.

An attewpt was made Lo measure the rise velocity of the ther-
mals, and the velocity fluctuations due to the heating of the water
from below. & calibrated hot-{ilm anemometer was vsed bto detect

the velocity fluctuations caused by the thermal. However, because

of low sensitivity of the ancmomctor (see Appandix D) even at high

no meaninagful sults were chtained. Theroe is

ovey-hoeat ratioes ¥

¥

some ovidence thabt a Laser-Doppler-Velocimeter can be successfully
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Figure 5.6 Initial temperature profiles in thermally stratified water
before heating from below for different experiments (see
Table 5.1 for conditions)
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adopted to measure such small velocities.

5.4 Thermal Model

After the critical Rayleigh number has been exceeded, the tem-
perature structure in a stratified laver of water heated from below
can be considered to consist of four regions. A very thin thermal
boundary layer in which relatively large temperature gradients are
Present in the fluid in contact with the bottom plate. The ther-
mals (mushroom—like convection elements) create through turbulent
mixing a practically homogeneous layer of water at temperature Tm{t)
above the thermal boundary layver. The temperature Tm{t) and the
herght h{t) of the mixed layer increase with time. The strongly
agitated region which lies between the mixed layer and the stablce
region, called the entrainment layer, 1is more and more erodcd from
below by the bombardment of the thermals. The main three factors
which control the development of the mixed layer are the heat trans-—
fer rate at the bottom, the turbulent mixing processes which ccour
in the entrainment layer between the convective layer and the
stable region above, and the vertical temperature gradient, 97/9z =
¥lz,t), in the stable region.

If the presence of the thin thermal boundary layer is neglected,
an energy balance on the entire mixed (convective) laver extending

from =z = 0 to z = h gives

ar zasty

it} -
o = e H (2, 1) = _(t) - H {t
tch ar {z,t) . Ho ) h{t) {5.1)

where the local heat flux av any depth z is defined by

 — L
H{z,t) = ~ pefai> ~ w'T*) _ (5.2)

The entrainment of warm water from the stable region below into the

mixed laver leads to a downward heat £lux I (&) at the top of the

e}
mixed layer which has an opposite direction (sign} of the heat Flux
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HD at the bottom wall., The heat flux at depth h(t) is determined
by the transport of warmer £luid alt temperature Tmo + vh into the
mixed laver of temperature Tm at a veloccity dh/dt and can be ex~

pressed as

pe(f  + Yh - T )oT = - H (t) (5.3)

Te provide a closure condition for the problem it is assumed

that the heat transported into the mixed layer Hh due to entrain-~
ment is propertional to the heat flux at the bottom of the layver

HO such that

Hl‘i(t} = e K(t)HO(t} {5.4)

where K(t) is a proportionality factor which ig considered to de-
pend on the height of the mixed layer h and therefore indirectly

on time. The approach of taking the downward heat flux Hh at the
top of the mixed layer to be proportional to upward heat flux at

the bottom wall H(} it the layer is in the state of natural conveo-
tion is well established in the literature (Plate, 1971;: Zeman and
Tennekes, 1%77). The proportionality factor K lies hetween zero and

unity and has been established by measurement (Heidt, 1977), and

some experimental results obtained in this study will be presented.
Elimination of Hh from Egs. (5.1} and (5.3) with the help of
Eg. {5.4) and introduction of scaling parameters, vields the fol-

lowing two eqguations for the dimensionless mixed layer height 1 and

temperature O, respectively,

a9 -,k 5.5
ndf = HO*(T) Hh (1) (5.5)
and
an .
(rn - e)dT Hh*(T} (5.6}

The simple physical model described is the same as for the

convectively unstable planetary boundary layer in the atmosphere




capped by a stable layer. The original development of the model
has been reviewsd by Plate (1971) and more recent contributions to

the theory can be found in the papers of Zeman and Tennekes (1977

as well as of Venkatram and Viskanta (1977) together with up-to-

date reviews of literature.

5.5.1 Sensitivity of Model Parameters

The analysis presented in the previous section has bypassed
the tedious problem of medeling turbulence and predicting the oddy
diffusivities, but this has been at the expense of gepnerality. The
temperature profile shape in the mixed layer had to be progcribed

a priori and there is a loss of detail in the determined temperature

distribution. The dimensionless medel aguations, Bgs. (5.4}, {5.5)
and (5.6), do not render a closed form analytical solution mxcept.

in particular cases. Therefore, a 4th order Runge-Rutta numerical
scheme was adopted to solve the two differential cauations.

The model eqguations indicate thet there are two dimensionless

the mixed layer. The wodel is driven by the heat input to the
layer from the bottem, apd the dimensionless heat flux (HU*) is an
important paramcter. The other parsmeter, the normalized tempera-
ture gradient at the bottom of the stable layer ('), represents the
resistance by the stable layer to the opposing buoyancy force from
the mixed layer. The empirvical factor K will be determined from
experimental data. Some experimental results for the heat fiux
ratio ~Hh/!{O a5 a function of time are presented in Figure 5.7.
Results are included only after it was observed that vigorous mix-
ing was established. The resulte obtained are within the range
reported in the literature by Deardorff et al. (1969) and Heidt
(1977) , but cannct be directly compared because of different ex-
perimental conditions. The effects of the model parameters are

systematically examined in the next few paragraphs.
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Figure 5.7 Variation of the heat flux ratio with time for different
experiments; see Table 5.1 and Figure 5.6 for conditions




The effect of factor K on the mixed layer growth is illustrated
in Pigure 5.8 for the case of time independent gradient T in the
stable region and an exponentially decreasing dimensionless heat
flux at the bottom, Hoa As expected from the model equations, the
rezults show that a decrease in the value of ¥ decreases the growth
rate of height and temperature of the mixed layer. However, it
should be noted that the model is rather insensitive to the value
of ¥ and an increase of 100 percent at most results in only about
10 pefcent ingrease in the value of the dimensionless mixed layer
temperature and depth. This finding is in agreement with that of
gimilar models {Behnia and Viskanta, 1979).

The effect of dimensionless bottom heat flux (HO*) on the
dimensionless mixed layer temperature and height is illustrated in
Figure 5.92. It is noted from the figure that as the heat flux is
c¢hanged from a constant to a time dependent decreasing input the

rate of growth of mixed layer height and temperature decreases.

This change is at most about 20 percent at T = 3, Although for
curves (2) and (3) the heat flux at T = 3 has a value of about 40
percent of the initial filux, the mixed laver dynamics has not heen

changed significantly by the decrease in the heat flux. PFigurce 5.9
indicates that the higher the rate of heat input from the bottom,
the more rapld is the growth of the mixed layer depth and an in~
creass in temperature. This is in agreement with expectations and
available results (Deardorff et al., 1969; Heidt, 1977). The re-
sults for cases (2) and {3) are practically indistinguishable from
each other. This is due to the fact that the starting value of

H * {i.e. at T = ) is the same for both cases and also the value

0
of HO* at T = 3 is not much different from cne to the other.

FPigure 5.10 illustrates the effect of the dimensionless tem—
perature gradient, ', on the dynamics of the mixed layer. BAs ex-
pected, the results show that a decrvease in the parameter increases
the gyrowth rate of the mixed laver thickness considerahly but de-

Cresses the rate of change of the mixed layer temperature [compare

curves (1) and (4) for instance]. This indicates thal the groatoey
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(A

Pigure 5.9 LEffect of heat transfer H* at the bottom on dimensionless

~mixed layer depth and temperature for © = 0.4 and I' = 1 -
0.27: 1) Hp* = 0.1, 2} Hp* = 0.1 exp{~ 1/4} and 3) Hp* =

g.1 - 0.02 1
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she stratification in the stable region, the more it regists the
growth of the mized layer. Greater stratification rosults in more
energy being entrained at the interface which in turn causes an in-
crease in the mixed layer temperature. The results of the figure
chow that the depth of the mixed layer is more sensitive than the
temperature to this parameter. It is evident from the model equa-
tions that the mixed layer heignt is directly related to this param-—
eter; however, the temperature is related to it indirectly throuwh
dependence on height, Curve (3) corresponds to typical Initial
temperature profiltes similar to that of egxperiment C (see Figure
5.6 and Tabie 5.1). Again, it should be noted that in this model
unlike models discussed by Deardorff et al. (1969} and Heidt {(1977)

no assumption was made about the layer being uniformly stratified.

Table 5.1 The experimental conditions for different tests
digscussed

Eyperiment bepth Tho Yo, T e Te
{om) {(°C) (°C,/m) (e {(°C)
A | 9.56  17.1 a2 22.5  27.0
B 9,94 1i6.8 97 19.8 21.9
C 13.42 15.4 76 21.7 24,7
) 14,80 14.6 BRO 18.0 254
E 5,97 13.8 115 21.1 27.0

5.5.2 Comparison of Model Predictions with Experiments

In the experiments performed, after a short transient period
the bottom plate reached a nearly constant temperature. There-
fore, as mentioned before, the model aquations could not be solved
in closed form snd numerical selution were obtained. The heat flux
at the botbtom and temperature gradient in the stable reglon were
ovaluated as discussed befove. 'The proportionali{y factor K which
retates the heat Flux at the bottom to the healt transported into
the convective layer due to entrainment at the top of layer, sec

Lep, (5.4), was determined empirically using experimental data. The
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parameter is not constant during the development of the conveotive
layer but varies with the depth of the mixed layer énd, therefore,
indirectly with time, see Figure 5.7. But in most of the calcula-
tions presented here a constant value of K was used. Because of
relative ingensitivity . of results on K (see Figure 5.8) and signifi-
cant uncertainty in its variation with time. a choice of constant K
is not likely to limit the range of applicability of the simple
thermal model. Since the model is valid only after the mixed layer
has become turbulent, the reference time (t = tref) was taken to

be the time at which the layer depth has become sufficiently large
for the flow to be turbulent.

Figure 5.11 shows the comparison of predicted and measured
mixed layer height and temperature for experiment D. In these cal-
culations {Figure 5.11) the dimensionless temperature gradient [
was assumed to_be constant even though the unsteady temperature
prefile showed glight veriations with time. Curve (1) indicates
that the predicted dimensionless mixed laver thickness is within
3 percent of experimental results. However, the dimensionless
mixed layver temperature is overestimated by about 12%. This dis-
cxepancy ig considered to be due to inadequate modeling of the en-—
trainment process. Curve (2) shows that a time dependent linearly
decreasing dimensionless heat fiux at the bottom would bring the
predicted mixed laver temperature closer to the experimental data,
at least for later times, but this would result in an underesti-
mation of the mixed layer depth for later +times. A change of €
from a constant to a linearly decreasing function affects little
the predictions of mixed layer temperature but underestimates the
mixed layer height.

The vaiue of ¥ = 0.25 is in the range of factors cited in the
Literature (Beidt, 1977) during growth of the convective layer,
Deardorff et al. (1909) obtained time dependent values of & rang-
ing from 0.16 to 0.257. Heidt (1977) found that « is nearly con-
stant and reéommended a mean value of (.18. The fact that for some.

short time after the heating from below was initiated the bucoyancy
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induced motion was laminar may partly explain the discrepancy

between results reported in the literature and those obtained in

dictions of the model indicated in Figure 5.11 and 5.12. It
should be pointed out again, for the present experiments the strati-
fication was produced by radiation from above and cooling from be-
low and in most experiments was not uniform with depth. In con-
trast, the stratification was nearly uniform throughout the layer
in the experiments of Deardorff et al. (1969} and Heidt {1977).
Figure 5.12 shows the comparison between the measured and pre-
dicted dimensionless mixed layer depth and temperature for three
different experiments. The experimental conditions for the tests
discussed here are summarized in Table 5.1 and the initial temper-
ature profiles are shown in Figure 5.6. It should be emphasized
that the thermal stratification for the three experiments was dif-
ferent. The results indicate that on the average there ig about
a 5 percent disorepancy beﬁween the predicted dimensionless mixed
layer depth N and the experimental data. For experiment D the
agraeement between the model predictions for N and data is excellent,
but for O they are on the average sbout 15% higher than the experi-
mental data. The discrepancy is due to the inability to model
realistically the entrainment process. For all the three experi—.
ments an average value of 0.25 was used for the parameter K. Due
to the particular shape of the initial temperature profile for
experiment C (see Figure 5.6), the initial local temperature gradient
wag different than the other experiments discussed here. In this
experiment, initially ! decreased with time. At later times the
gradient started increasing with time, and a decrease in the growth

rate of the mixed layer depth was cbserved {(gee Figure 5.12).

5.6 Predictions Based on K-£ Model

5.6.1 Model Characteristics

As discussed in Section 5.5, the simple thermal model developed

ig capable of predicting the dynamics of the mixed layer during
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heating from below of an initially thermally stratified layer of
water, but cannot be used to predict detailed temperature profile.
The temperature distribution in the layer of water can be deter-
mined through the modeling of turbulence in the one-dimensional
energy eguation.

The K- model discussed in detail in Chapter 3 was employed,
and the unsﬁeady, one-dimensional energy eguation was solved to
yield the temperature profile. The effective eddy viscosity {e.g.
eddy conductivity) distribution was also predicted in the layer of
water. In adopting the turbulence model for this particular prob-
lem it was assumed: 1) no external shear stresses are present, 2)
no pregsure gradients exist, 3) the air-water interface is insulated,
4) the layer of water is heated only from below, 5) the turbulence
is generated only by buovancy induced by heating from below, and
6) the initial production and dissipation of turbulence is negli-
gible.

It should alsc be noted that, although the model has been ex-
tensively tested and verified for several different problems (Launder
and Spalding, 1974; Singhal and Spalding, 1975; Spalding and
Svensson, 1976), no universality in the wvalues of the model con-
stants has been claimed. The values of the constants described in
Chapter 3 were used in the calculations. No adjustments of these
values were made to ilmprove the agreement between experimental data
and model predictions. The sensitivity of the model equationé to
these constants is discussed in detail in Chépter 3 and will not

be repeataed here.

5.6.2 K-t Mpdel Predictionsg of Mixed Laver Dynamics

Figur=s 5.13 and 5.14 show the comparisons between the K-t
model predictions and experiments for the mixed layer depth and
temperature, respectively (for initial and experimental conditions,
see Figure 5.6 and Table 5.1). It should be noted that the initial

temperature profiles used in these model calculations were determined
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experimentally. The agréement between experimental data and the
model for both the mixed layer depth and temperature is very good
for all experiments. The predictions are consistently higher fox
both the mixed layer temperature and depth at early times and also
higher at later times. This is due to the fact that early in the
experiments the turbulence is not vet fully developed, and therc-
fore the model overpredicts the mixed layer height and temperature
at early times. Although sufficiently small initial values of dis-
sipation and production were used, the model equations at early
times yielded a relatively rapid growth rate for both the dissipa-
tion and generation terms, and therefore resulted in overprediction
of both the temperature and the depth of the mixed layer.

The relatively rapid initial growth of the dissipation term
in the model equations results in a decrease of the total internal
energy of the mixed layer which in turn causes a decrease in the
time rate of change of the mixed layer temperature predicted by
the model, and therefore results in underprediction at longer
times (see Figure 5.14). As discussed earlier, the values of the
model constants used were established in accordance with the ex-
perimental results of Deardorff et al. (1969%). IHowever, the ex-
periments of Deardorff et al. were performed in a larger system
with uniform initial stratification, but in the present study the
straltification was not uniform and several different initial tem-
perature profiles were considered. Use of the constants based on
other investigations may partially acccunt for the discrepancy he-

tween the model predictions and data.

5.6.3 Model Predictions of Temperature
and Effective Viscosity Distributions
Although the K-t model is more complicated than the simple ther-
mal model developed, it has the advantage of predieting temperature
and effective viscosity distributions. A comparison between the

measured and prodicted temperature distribution for experiment B
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ig illustrated in Figure 5.315. The initial temperature profile
used in the model calculations and shown in Figure 5.15 was deter-
mined experimentally. The agreement between data and analysis is
exacellent for all times. In this particular experiment a relatively
uniform layer of warm,watef was overlying the stratified layer (see
Figure 5.15). The experimental results indicate that the tempera-
ture of this uniform layer of water {(z > 6 cm) increases slowly

as heating continues. However, the model predicts no change in the
temperature of this laver with time. This discrepancy can in part
be due to modeling of the air-water interface as an insulated one.
Within the first few millimeters of the bottom the analygis over-—
predicts the temperature. This is due to the inadequate medeling
of the turbulence near the solid boundary particularly in the thin
"corduction” layer a few millimeters in thickness right above the
heated surface.

Figure 5.16 shows the predicted dimensionless effective vis-
cosity as @& function of depth for experiment B at several different
timeg. No experimental determinations of the effective vigcosities
were made, but because of the good aqreemeﬁt between the predicted
and measured temperature profiles {see Figure 5.15), it is be~
iieved that the predicted effective vigcosities model the general
trends and relative order magnitude of turbulence. As it is clear-
1y evident from this figure, the peaks in the profiles move upward
ag Ltime goes on. This is due to the growth of the mixed layer.

The profiles are not symmetrical about the peak, and they are
shifted towards the bottom. The upward heat flux decreases with
the depth =z, resulting in a small potential for the turbulence
driving force at higher z. Therafore, there is a sharp increase
in the effective viscosity near the bottém of the layer and the
peak is shifted down. After five minutes of heating, the effec-
tive viscosity has a maximum value of about 22 at a depth of
approximatelf 3 em. At this particular time the minimum effective

vigscosity is b (i.e. uoff ) which occurs at the bottom

= Hianinax
(z = 0) and at a depth of about 7.2 cm. Note that the effective
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viscosity is always equal to 1 at the bottom and in the stable
layer. The peak in the effective ﬁiscosity has increased from 2.5
at + = 1 min to about 22 at t = 5 min, indicating an increase in
the level of turbulence of about one order magnitude in four min-
utes.

Figure 5.17 shows a comparison between the predicted tempera-
rure distribution and experimental data for experiment D. In this
particular experiment the initial stratification was more intense
than experiment. B. The depth of the layer was also larger than
in experiment B. The model predicts a clear "aver~shoot"” right
above the mixed layer which has been cbserved and discussed by
Deardorff et al. (1969} and in Section 5.2. The magnitude of the
"over-shoolt" increases as the heating continues.

Fiqure 5.18 presents the predicted effective viscoglity pro-
files for experiment D and indicates a maximum value of 60 at t =
5 min. This is about 2-5 times higher than the value predicted
for experiment B. 'This large difference between the predicted
values for the two experiments is due to the larger bottom
heat flux for experiment D. This finding indicates that the
initial stratification of fluid is an important factor in model-

ing turbulence in buoyancy~-driven flows.
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6. HEATING AND/CR COOLING OF THERMALLY STRATIFIED
LAYER OF WATER IN THE PRESENCE OF SURPACE SHEAR

6.1  Introduction

The temperature structure in a large body of water is deter-
mined by several different transport mechanisms. A detailed dis-~
cussion of Gifferent processes controlling the thérmal structure
in water has already been given in the previous chapters. In this
phase of the investigation internal energy and flow processes during
transient heating of a thermally stratified layer of water by radi-
ation and cooling by forced ailr flow over the water surface was
studied. Controlled laboratory experiments were performed to
determine the flow and detailed temperature structure in the surface
layers of water due to simultaneous long-range heating and/or cool-
ing with imposed shear at the interface.

The air channel was used to impose wind stress at the air-
water interface. Both the interferometer and thermoccouples were
utilized to visualize and measure the unsteady temperature profile
during cooling and/or heating by radiation of a thermally stratified
layér of water. Several flow visualization techniques were adopted
to visualize the flow field during the experiments. A mathematical
model discussed in Chapter 3 is emploved to predict the turbulent
guantities and temperature distributions in the layer. The utility
of the model is established by comparing the predictions with ex-
perimental data.

For ease of reference a summary of the typical experiments
performed is listed in Table 6.1. Only a few of the experiments
will be discussed in seme detail, while the others will be only

highlighted for the sake of brevity.
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6.2 Experimental Procedure

All the experiments were performed with test cell B. Because
of the special design of the air channel test cell it wag not pos-
sible to mecnanically clean the test cell. Therefore, it was flushed
with distilled water several times before each experiment. Then it
was filled with distilled watexr, covered, and left undisturbed for
some time to eliminate all convective currents which are normally
present and to attain a uwniform ambient temperature. In some ex-—
periments the water was first heated by electric immersible heaters
to a temperature above the amblent, mechanically stirred, and then
pumped into the test cell. After it had been determined that all
the convective motion in the tank was settled, the interferometer
was adjusted to an infinite fringe.

A thermistor located about 1 com below the water surface was.
uged to detect temperature fluctuations in the vicinity of the sur-
face. The thermistor bridge was nulled after the interferometer was
aligned to an infinite fringe. Then, depending on the experiment,
eithef the blower or the radiant heaters or both were'adjusted to
the desired setting and turned on. The top of the air channel test
section which was made of 6 mm thick floast glass acted as a filtex
for the radiation emitted by the heaters. In some experiments a
stack of 12 sheets of glass was placed on top of the test cell before
the heating was initiated.

During each experiment, at prescribed time intervals, the inter-
ference fringe patterns were photographed and the thermocouple emf
readings were simultaneously recorded. The Graflex camera with
Polaroid positive-negative film was used for the photography.

In the flow visualization experiments with the dye technigue,
an electronic flash was placed behind the test cell with the Bronica
camera in front of it, and therefore it was not possible to use the
interfercometer during the flow visuvalization. The dye was injected
constantliy with a hypodermic needle from a gyringe reservolr in .

which the level of dye was kept constant for a wniform flow through
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the needles. The exit velooity of the dye from the needles wag
adijusted to correspond to the velocity of water in the vicinity of
the needle tips by varying the height of the dye level above the
dye injectors. For high contrast photography a yvellow filter was
placed in front of the camera lens.

In the flow visualization experiments with the "fish scales™
an 8 cm3 of the Rhecscoplc solution was injected through the water
inlet of the test cell while the tank was being filled. After it
was visually observéd that the currents in the test cell wore ab-
sent the multiple mirror scanner was started with the laser beam
shining right at it. The pheotographs in these experiments wore
recerded by the Bronica camera on very fast film. Again, becausc of
the experimental setup of the visualization technigue, it was not
possible to perform experiments in which both the interferometer and

flow visualization technigue could be employed simultaneously.

6.3 9Qualitative Plow and Temperature Observations

In thisg section some observational data from the flow visuali-
ration experiments are presented, and some interfervograms recorded

during experiments are also discussed.

6.3.1 Dye Technigue Observations

The Blue-Black dye technique described in Chapter 2 was uscd to
vigsualize the flow. The dye was injected inﬁo the test cell by
three hypodermic needles from a dye reservolr with a relatively con-
stant head. Two series of dye visualization experiments under dif-
ferent conditions were performed, see Table 6.1. In hoth series
air was forced over the water surface and the dye injected into the
test cell. The trace of the dye was photographed at prescribed
time intervals. Figure 6.1 shows several photographs of the dye
streak during an experiment with an initially uniform temperature
layer of water. In these photographs the distancoe botween two large

ticks on the scale shown bs 20 om, and the dircction of the air Flow
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over the water surface is from left to right. The results of this
and several other experiments (e.g. Experiments No. I and No. V)
indicated that the flow patterné are very complex. It was observed
that initally the dye streaks from the needles were strotched and
started to accelerate toward the upper rigbt hand corner of the test
cell and then turned downwards toward the bottom the cell. The
downward moving dye indicates that the flow was decolerating. Upon
veaching the hottom the dye turmed upwards toward the middle of the
tank , see Figures 6.la and &.1b.

The flow ficid indicated formation of a circulation pattern in
the lower right and left hand sides of the tank. The continuous
injection of the dye into the test cell at later times made it dif-
ficult to recognize and record the flow patterns; however, btho
overall flow field indicated fouy different circulation regions. The
main cireulation region which filled most of the tank was located in
Lhe apper right hand side of the cell, which as expected was due to
acceleration of rthe flow to the right resulting from the imposcod sur-—
face shear. 1o the botbtom of the tank two circulation cells, one
at the right and the othery at the left hand corners were typlcal of
those cccurring in a corner. Ah the uper left haend side the accel-
eration of the upward wmoving flow that ls turned around by the water
surface, ancther clrcoculation cell is developed. This ig clearly
indicated in photograph &.1d by the dye streak moving towards the
left wall,

An analytical study of oirculation ourrents in a wind drivoen
cavity has been reported by Oberkampf and Crow (19876¢). The unsteady,
two-dimensional mementuwm and anergy aeguations for laminar Flow have
boeen solved using a Finite difference method, Although the ther-
mistor coutput and the break-up of the dye dndicates that the flow
ig turbulent, the laminar flow situation studied by Oberkampt and
Crow is cxpocted bo have the same overall features., For this reason
the computer program developed by Oberkampf and Crow {(1976) was
modi fied and the stoady stato solubtion was obltainced for the tost

cell geometry. PFor o wind velocity of 5.4 m/s (centorline velocity
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of the air channel) the steady state streamlines are bresented in
Pigure 6.2, In this figure the wind direction is from left to right.
These results, although for a laminar flow at steady state, bear
much similarity to the observaﬁions of the dye flow visualization.

The voitage output of the thermistor located about 1 cm below
the water surface (see at the upper right hand side of the photo-
graphs in Figure 6.1) was recorded on a strip chart. During the
experiment with an initially uniform and quiescent layer of water
after the air was forced over the surface, the strip chart cutput
indicated temperature fluctuations at the location of the thermistor.
This suggested that the cooling of water at the surface by long-
wave radiation, forced convection, and evaporation generated par-—
cels of denser water which plunged into the underlying layer in the
form of thermal plumes. The thermistor output showed no fiwed
temporal frequency of plume departure. For the experiment discussed
in Figure 6.1 it was found that the amplitude of the fluctuaticns
was about 0.2°C which indicated that the mean temperature of a plume
wag 0.2°C lower than the bulk of the surrounding fluid in the vi-
cinity of the thermistor. The plume activity died cut after a few
minutes of cooling. This was due to decrease in the temperature
difference between the surface and the bulk £luid and was evidenced
by the emf ocutput of the thermocouples located in the water. A
sampie of th@ strip chart will be presented and discussed later in
this chapter.

In another series of experiments (Experiment Nos. IIT and Iv)
in which the dye technigue was adopted an initially uniform layer of
water was thermally stratified in the absence of alr flow over the
water. After the desired degree of stratification was reached, the
heaters were turned off and air was circulated in the channel, with
the simultaneous injection of the dye. Typical photographs made
during the experiment are Presented in Figure 6.3. Initially, right
after the air was blown over the water surface it was cbserved ﬁhat
the streak of dye from the top needle stretched horizohtally and

started to move upward. After reaching the right hand side watll
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Figure 6.2 Steady state streamlines in a wind driven rectangular

cavity, V. i, = 5.4 m/s
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it turned downward; however, the motion of dye was confined to the
upper few millimeters of the wabter layex. The position of dye in-
dicated that right below the surface there existed a well mixed
Laver which wag separated from the underlying region by a contorted
interface, see Figure 6.3. As the cocling continued the mixed layer
grew at the expense of the stably stratified region below it. The
stable stratification in the underlying layer caused a resistance

to the flow, and, therefore, the flow field was well confined. It
was observed that the Flow circulation in the mixed layer was in a
form of small cells. This is clearly evidenced by the pesition of
the dye at the fip of the injectors in photograph 6.3b. The entrain-
ment of warmer water from the stable into the mixed layer causes

the contorted shape of the interface between the two layers. Also,
as it is cbserved from Figure 6.3 the dye from the mixed layer
penetrates the underlying layer in the ferm of parcels of water
bombarding this interface. This was alsgo indicated by the output of
the thermistor which confirmed the smell scale civculation patterns
and the plume activities iy the mixed layer.

The observations during the experiments performed with the dye
technigue confirmed that this method can only be ddoptcd bo visual-
ize the main features of the flow. Because 0f the constant injec-
tion of dye into the test cell and its mixing with water, it became
difficnlt to trace a streak of dye at later times as a result of
the copntinuous decrease in the relative contrast of the dye. How-
ever, initially the high contrast of the dye yields useful information

akout the flow field which can be easily photographed.

6.3.2  "Fish Scale® Tracer Ohservations

Trhe fish =scale tracer technigue discussed in Chapter 2 was also
emploved for flow visualizatlon during similar experiments (Experi-
ment Nos. V, VI and VII) to those discussed previously, The main
foatures of the flow fisld were described in the previous subsection;

therofore, the results of the fish scale technigoe will be presented
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Phatographs of dve visualization during cooling of a
thermally stratified laver of water {Experiment IV, sce
Table 6.1 for conditions): (a}l t = 39 min, (b} 43 min,
{c) 47 min, {d) 55 min

Figure 6.3
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without discugssing in detail the main features of the fiow field.
Fhotographs of flow fieid in an initially uniform layer of water
subjected to cooling and surface shear ave shown in Figure 6.4.

Prom these photographs it is clearly evident that there are two main
regimes of flow. Figures 6.4a and 6.4b indicate that at carly timeg
the circulation patterns in the test cell have not yet penetrated

to the bhottom. It is i from Figure ©.4d that the flow turns

downward near the right hand side wall and that there is a relatively
small cell in the lower wight hand corner of the tank. This is also

observed from Figure 6.4c which shows the fluid moving upward in the

right cell towards the middie of the tank. A small cirecularion cell

in the left bottom corner was also observed. In the vicinity of

the surface plumes were geen to depart the air-water interface, o.q.,
Figure 6.4.

Selected photographs of f£low pattern produced by fish scales
during an experiment with initially theymally stratified layer of
watey are shown in Figure 6.5. In this particular experiment a uni-
form layer of water was thermally stratified by the radiant heaters
in the e,a}‘).:-;s-ﬁ?m:a.} of forced alr flow over the water surface. Aftey the
heating was terminated the flow of air over the surface was initiated
and continued for 20 minutes to establish mixing. At this time the
heaters were again turned on to cobserve the effect of restratifica—
tion of a layer of water undergolng mixing. Photographs 6.05a and
6.50 show the cocling phase of the experiment whils Figures 6.5¢ and
&.5d were recorded during the restratification cycele. The photographs

clearly indicate that theye are two flow regions. In the upper

reglion there exists intense mixing in the layer (see Photographs 6.5a
and 6.5b) confined bhetwsen the surface and the stratified region
which resists the downward motion of the mixed layer. The interface

betwesn the two layers is contorted (non-planar) which can be dis-—

iuished in the photographs. The circulation in the mixed layer
g omade clear by the aligament of the tracer particles with the roll

patterns {see Figure 6.5).
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Photograph 6.5¢ was taken 2 minutes after the restratification
wag initiated. Although at this peint in time mixing has not heen
complotely suppregssed by radiant heating, a comparison with Photo-
graph 6.5k indicates that the stratification has a strong dampening
effect on the circulation and that the roll pattern has already dis-
appeared. A photograph recorded after about 3 minutes of restrati-
fication (not shown here! indicated that the Flow wag completaely
suppressed and the mixed layver disappeared. However, 1t should be
noted thalt the water surface was still exposed to a forced air

stream. At this time (after 3 minutes of restratificationd the
radiant. heaters were turned off and the cociing of the surface con-
tinued with establishtiment of the same flow pattern and mixing as
boefore {see FPigure 6.5d).

A strip chart yocording of the thermistor output provided evi-
dence of plume activities near the surface in the first phase of the
Gcrperiment . However, only several seconds after tho radiant heators
were turmed on the pluwme activities died out and thermistor oubput
indicated a gradual increase in the temperature of the water in the
vicinity of the probe. After the restratification was terminated
and cooling continued thermistor cutput showed that it took only
several seconds for the plume activity to resume., Tt should he

noted that in the experiments discussed here the stack of glass

shie were not used to oot off some of the infraved radiation emitted
by the tupgsten fillament lamps. 4As a conseguence, the relatively
high incident radiant £lux (see Table 6.1} produced an intense strat-

ification of water near the interface.

6.3.3 Shadowgraph Observations

The shadowgraph technigue was also adopted for flow visualiza~
tion. This was casily accomplished by biocking the reference beoam
of the interferometer. As discussed earlier, the shadowgraph is
an ideal technique for visunalization of the flow field resulting from

the density differences. In the experiments of cooling of an initially
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=rature the

vniform layer of water at ambient tem resulting density

of the

differences were not Algo,

o

aging effect of the shadowgraph technigue along the optical

#
path, the images did not have encough contrast for clear photography.
For these reasons, an experiment was performed in which the water

wag initlally preheated to about 10°C abowve the ambiaent room tompor-
ature and the tank was filled with preheated water. The larger tom-

perature difference between water and alr was seted to produce

moye intense cooling and flow. After the tank was filled with the
vreheated water, alr was clroulated in the channel. Soeveral photo-
graphs of the shadowgraph images during this particular eéxperiment
(BExperiment No. %) ave shown in Figure 6.6 (photographs correspond
to the actual size}. During the experiment it was observed that the
coclad water from the vicinity of the surface moved downward elther
in the form of sheets {Photograph 6.6b) or plumes {Photograph 6.64d).
The plumes departing the interface did not descend downwards with
the sideways motion in the direction of the wind. This was duc to
the circulation created by the wind shear at the surface. In Photo-
graph 6.64 the plumes are moving down as well as to the right. The

shadowgraph image provides conclusive evidence that the flow field

i affected by buoyvancy.
A strip chart recording of the thermistor output during this
particular experiment is presented in Figure &.7, The figure indi-

that there is no fixed temporal frequency. However, the voltage

cates
peaks usually occur after a period of damped ocub fludtuaﬁions. Thie
voltage peaks correspond to the downward woving plunes reaching the
thermistor and the relatively "flat”™ voltage rvegions indicate a sheet
of denser water following a plume (see Figure 6.7). The plumes aro
at times about 1°C cooler than the bulk of the surrounding fluid.

The thermistor output can be characterized by a series of voltage
"burst" pericds followad by "flat” ones. MNote that the gradually
decreasing voltage level indicates that the local mean temperaburoe

of water surrounding the themmistor is decgreasing, i.e. cooling of

the bulk of the water.
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6.3.4 Interferometric Ohservations

In this subsection temperature distributions ohserved inter—
ferometrically during some typical experiments will be digcussed.
Because of the special setup of the flow visualization techniques,
it was not possible to employ the interferometer and flow visuali-
zation simultaneocusly. An initially wiform layer of water at 28°C
(Experiment No. IX) was cooled from above by forcing air over the
surface. Two sample interferograms are presented in Figure 6.8
(photographs are actuail size). It is cbserved that cooling of the
surface produces plumes in the vicinity of the interface. The gray
area just above the air-water interface is caused by evaporation of
water from the surface which cbhbstructs the interferometer beam.  The
few fringes closely spaced below the interface indicate that the
surface is beiny cooled. Both interferoqgrams indicate that the
plumes plunge into the warmer uniform laver of water and after de—
parture plumes are followed by a descending sheet of cool water.
This behavicor was also substantiated by the output of the thermistor.
This is similar to the observations of Viekanta of al. (127%) who
studied the cooling of an initially uniform layer of water from
above in the absence 5f air flow over the surface.  The plumes did
not descend straight down and followed a patlern with a shift in the
direction of eir flow. Both the emf readings of thermccouples and
the thermistor cutput indicated that the bulk mean temperature of the
water continually decreased with time,

In a different experiment (Dxperiment No. XI) an initially uni-
form layer of water was thermally stratified by the radiant heatoers
for 30 minutes. Then the heating was terminated and surface wayg
cooled by circulation of air over it. Three sample interforograms
are presenlted in Figure 6.9 The photographs illustrated arc actual
size but do not show the entire layer of water. Photograph 6. 9%a
gives evidence of such an intense thermal stratification that thoe
fringes cannot be distinguished in the surface regiocrni, This is due

to the fact that the stack of glass sheets for reduéinq a portion
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of the long-wave infrared radiation emitted by the tungsten f£ilament
lamps was not used. Photograph 6.9a clearly shows that there exists
a temperature reversal a small distance below the interface indicat-
ing a net upward heat flux, i.e., the surface is being cooled. Photo-
graph 6.9b illustrates the fringe pattern after 2 minutes from the
start of forced cooling. Again, due to the intense evaporation from
the surface the air-water interface cannot be clearly identified.
The diagonal fringes indicate a temperature gradient in the air
above the interface. Riﬁht below the interface there exists a thin
layer a few millimeﬁers in thicknesé in which temperature increases
with depth implying a net upward heat flux. In this layer the
closely spaced fringes are the result of large temperature grad-
ients. Below the surface layer lies a relatively uniform tempera-
ture region which grows in thickness with time (gee Photographs 6.9b,
¢). Mixing in this region is primarily induced by mechanical shear
and heat losses at the surface. The flow structure in this layer

1 initially.of the roll pattern (Figure 6.9b) which at later times
breaks up into irregular motion (Figure &€.9¢). This is similar to
the flow structure which was observed during cooling from above of
thermally stratified water in the absence of air flow cover the sur-
face (Behnia and Viskanta, 1979).

Below the mixed layer there exists a stably stratified region
in which the temperature gradient is negative, i.e. temperature de-
creases with depth. As mixing in the layer continues its depth grows
at. the expense of the stably stratified underlying region. At the
interface between the mixed stable laver relatively colder water at
the top of the stable layer is entrained into the mixed laver and
contributes to its growth. The prdcess was similar to the cne de-
scribed in the preﬁious chapter. During the experiment it was ob-
served that the thickness of the mixed layer was not uniform acrosg
the width of the test cell but increased slightly in the direction
of the air flow (Figure 6.9c¢). This was due to the build up of
the surface pressure forces in the direction of air flow. This

phenomenon has been previcusly observed by Wu (1977). Photograph 6.9c
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shows that the interference fringes in the surface and stably strat-
ified layers is spaced further apart than those in Photograph 6.9b.
This is due toe the decrease in the heat flux at the surface as a
result of the decrease with time of the surface temperature caused
by the cooling «f the mixed layer.

In the particular experiment discussed in Figure 6.9 after 30
minutes from the start of cooling the stratification was resumed and
cooling continued. Figure 6.10 illustrates several photographs of
the interference fringe pattern during the restratification period.
The thermistor output indicated that the temperature fluctuationg
died out a few seconds after the stratification was reinitiated.
Photograph 6.1Ca shows the fringe patterns after 1 minute of rehcat-—
ing (t = 31 min). Just below the surface layer there exists a tem-

perature reversal indicating that although the body of water is heing

ig negative, i.e. net heat loss at the surface. Thermal strabifica-
tion of the top of the mixed layer results in the confinement of the
mixed 1ayer.by two stably stratified regions, both on top and bottom
of this layer. Therefore, the fringes are formed in the shape of
"S" in this layer which is similar to the temperature profile in the
reheating experiments of Viskanta et al. (1977) in the absence of
forced air flow over the surface. The "S" shape becomes less and
less pronounced as the heating continues (Photograph 6.10b) and
eventually disappears as clearly seen in Photograph 6.10¢ which is
recorded a few scconds after the restratification has terminated.
The results of this phase of the experiment indicate that the radi-
ant heating of the water plays a very important role on the mixing
processes in a layer of water during restratification.

The spectral distribution of solar radiation cannot be realisti-
cally simulated in the laboratory; therefore, in order to "cut of f"
some of the infrared part of the radiation emitted by the tungsten
filament lamps in some experiments the stack of ¢glass sheets was
Placed above the water surface on top of the air channel test section.

Ag o result of this, the rate of thermal stratification of water was




el

on payiod in
min, (b &3

el
riment {aoe Table

F5 i




164

decreased signiticant]y, especially in the presence of simultancous
cooling of the surface. This required a long perind of simulation,
which due to the continucus deterioration of the lamps was not
feasible. Therefore, most of the simulation cxperiments were pep-
formed without the use of the stack of glass sheets. Figure 6.11
shows two photographs from two similar experiments side by side,
Both experiments were performed under simultaneous cooling and ther-
mal stratification. The experimental conditicns {(Experiment Nos.

XIT and XITI) were similar, except that Photograph 6.11b belongs to

the experiment in which the stack of glass sh was. used. Both

r 40 minutes From the start of the strat—

photographs were taken af
ification. Photograph 6.11la indicates s large degree of thermal
stratification while Photograph 6.11b shows a very slight one even
after 40 minutes. In both experiments the water was strabified in
the presence of simultaneous cooling by forced air flow over the

surface.

6.4 Analytical Model Predictions

In this section results obtained with the unsteady, one-dimen-—

sional energy-turbulence model are discussed. The emphasis in the

sample results presented is on the pradictions of turbulence. In
order to understand the importance of the various terms and param-

eterg controlling turbulence, a numerical experiment was considered.

Figure 6.12 shows the conditions selected for the numerical simulae

tien. The water was assumed to be at an initial Iy uniform tempera-
ture of 20°C, and stratification was initiated and continued for 10
minutes in the absence of cooling from the water surface. At £ =

10 min the he

ting was terminated and alr was circulated for
16 minutes. Stratification was resumed at + = 20 min, with the
cooling from the gsurface continuing.

For this particular numerical simulabion the different terms in
the K-& model equations, Egs. (3.22) and {3.23), at t = 15 ang 25

minutes are plotted in Figurcs £.13 and 6.14, respectively.
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Figure 6.12 Conditicns for the numerical experiment
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Definitions of the quantities plotted in the figures are given in

Tabie 6.2.

Table 6.2 Definitions of turbulence quantities plotted
in Figure 6.13 and 6.14, sece Eqgs. (3.22) and

(3.23)
uo
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Figure 6.13 indicates that in the presence of surface shear even
for a thermally stratified layer of water the production of turbu-
lence due to shear, teyrm B, is the most important term. In the K-o
eguation, Eg. (3.22), this term is balanced out mainly by the dissipa-
tion of turbulent kinetic energy term D. In the c-eguation, Eg. (3.23),
the production term ¥ due to shear is also the wmost important one
which iz nearly batanced out by the dissipation term H. The results

show that the diffusion of turbulent kinetic eneragy, term A, and
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the diffusion of dissipation of turbulent kinetic energy, term kE,

are si¢gnificant near the surface. The buoyancy terms in K- and
C-equations, terms C and G, respechtively, are positive near the

surface which implies production and then become negative away from
the interface indicating dissipation. The effect of the buoyancy
on the turbulent kinetic energy is more pronounced than on tho
dissipation of turbulent kinetic energy and is evident from the re—
sults which indicate that the absolutc value of term C is an order
magnitude higher than that of term G. The negative temperature grad-
lent away from the surface, which corresponds to a thermally stable
stratification, retards development of turbulence in this region.
This is in accordance with experimental chservations discussed nre-
viously. It should be noted that for a short duration simulation
considered the turbulent mixing has penetrated only the upper 10 om
of the total depth of the water layer (D = 33 cm).

The turbulent guantities at t = 25 minutes are plotted in
Figure 6.14. At this time the water is being thermally stratified
by radiation in the presence of surface cooling and shear (see Fig-
ure 6.12) . The figure also shows that the production of turbulent
kKinetic energy and its dissipation by shear are the most gignificant
terms in the development of turbulence. However, it should be noted
that in this case where the water is being thermally stratified by
radiation the bucyancy (terms C and G} always opposes the deve lop~
ment of turbulence in the stable region. Again, as in Figure 6.13
the absolute value of the buoyancy term C in the K-equation is an
order magnitude larger than the term G in the g-equation. The ro-
sults show that at this time these terms are only simmificant in the
upper 15 cm of the jayer,

The temperature and eftective viscosity profiles at diFferent
Limes for this particular numerical simulation are presonted in
Figurcs 6,15 and .16, vespectively. Ab the end of the initial
heating period (¢ = 10 min) the surface layer is scen (Fiqure 6.15)
to be strongly stratified, and wibthin the Tirst fow centimetors thore

exists a sharp tomperabure gradient which is due to internal absorption
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Figure 6.15 Predicted temperature distributions for numerical '
. experiment (see Filgure 6.12 for conditiong)
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Figure 6.16 Predicted effective viscosity distributions for numerical

experiment
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of radiation in the upper lavers of water., Once the radiant heat-
ing is terminated and surface cooling and shear are imposed by
forced aiy flow, mixing starts in the upper lavers {(t = 15 min) and
the depth of the mixed layer grows with continued cooling. At this
time the stratification of the water is resumed and surface cooling
is continused {see Figure 6.12). The radiant enerqgy absorbed by
water is distributed more effectively by turbulent mixing than in
the abgence of surface shear,'e.g. compare temperature profiles at
t = 10 min and £ = 25 min. As the simultanecsus heating and cooling
continue, the local temperature increases throughout the layer.

The dimensionless effective viscosity profiles at different
times are presented in Figure 6.16. It is evident that during the
initial heating period in the absence of forced air flow over the
surface (t < 10 min), the effective viscosity is equal to the iam"
inar vigcosity. At €t = 15 min, which is five minutes after the
termination of radient heating and start of surface cooling, the
dimensionless effective viscosity has a peak of 13 at a depth of
3 ¢m.  The paximum reaches a value of 35 at a depth of 7 cm and
t = 20 min. Once the reheating cycle ig initiated at t = 20 min
and cooling'is continued, turbulence is damped and a decrease in
the peak value of effective viscosity results, but sustained cir-
culstion of air over the water surface results in a slow increase
in the levél of turbulence during radiant heating. In a peried of
5 minutes (from 25 to 30 minutes) peak value of viscosity increases
by about 8%, while in the same length of time (from 15 to 20 min-
utes) in the absence of heating by radiation the increase is about
1L70%.

In all the numerical calculations presented an egually spaced
100 grid point mesh and 0.5 sec time increment was used. The num-
erical results were checked and verified to ke independent of the

grid 5paciﬁq and time step.




6.% Comparison of Model Predictions with Experviment.

L Data

Experimental conditions for several differont experiments wore
simulated numerically and the model equations were solved.  The pre-
dictions for Experiment No. XI discussed in Figure 6.9 are presented
in Figures 6.17, 6.18, and 6.19. In this experiment the wator was
thermally stratified for 30 minutes. The heating was then termi-
nated and immediately the cireulation of air over the wabor surface
was started. A comparxison between predicted and measured temperature
distributions is given in Figure &.17. Bocause of intense stratifi-
cation and hich fringe density the temperature distribution could
not be determined interferometrically, and therefore temperature
profiles were moasured by means of thermocouples. The agreement bo-
tween the experiment and analysis during stratification of water by
radiation is excellent. This reaffiryms the reliability and accu-
racy of the rvadiation model for laboratory expoeriments with dis-
tilled water. The predicted temperature profiies show a temperature
reversal a small distance below the water interface. This indicates
that the surfuace laver is being cooled, il.e., net heat filux at the
surface is upward, while the bulk of the water is heated. This was
also cbhserved in the interferograms.

A comparison between measured and predicted temperature dis-
tribution during the cooling phase (e.g., after the surface was ex-
posed to forced air flow) is prescnted in Figure 6.18. Inspection
of the figure reveals that there is good agreement between the data
and predictions. The model predicts that in the presence of cool-
ing and shear at the surface a mixed layer develops. The depth of

the layer grows and its temperature decredses with continued cool-
) g

ing. This trend was also verified by thermocouple readings. At
later times (t = 45 min)} the model overpredicts the depth and tem-
perature of the mixed layer. The discrepancy is partially due to
inadequate modeling of the heat transfer processes at the air-water
interface. At this time, the predicted total thermal energy content

of the water is higher than measured experimentally. This suggests
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Figure 6.17 Comparison of measured and predicted temperature
distriputions during heating cycle for Experiment XI
{see Table 6.1 for conditions)
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Figure 6.18 C(omparisen of measured and predicted temperature distri-
butions during cooling and restratification periods for
Experiment XI (see Table 6.1 for conditions)
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Figure 6.12 Przdicted dimensionless effective viscosity distri-
butions for Bxperiment XI (see Table 6.1 for conditions}
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that the model equations underpredicted the surface heat flux.
Another contributing factor to the discrepancy between calculations
and experiment is the uncertainty in the turbulence model constants,
which were established for a physical problem where surface shear
was absent (Chapter 3), and are not adjusted for this situation
where cooling and shear are simultaneously present at the water
surface. Note that both the experimental and numerical results
indicate that the temperature distribution at depths greater than

10 om de not change during the eﬁperiment.

The calculated temperature distribution at & = 75 min alsc
agrees reasonably well with the experimental data. This suggests
that the model is capable of fair predictions during the restrati-
fication cycle. For the sake of clarity, the temperature distri-
bution at the end of the reheating period (see Table 6.1) is given
as an insert in Figure 6.18. The temperature trends at this time
are similay to thoge obtained for the numerical experiment (Figure
6.15) during the restratification by radiant heating and simulta-
neous cooling by circulating alr over the water surface.

The calculated dimensionless effective viscosity profiles at
different times are given in Figure 6.1%. After 5 minutes from the
teymination of the radiant heating pericd and start of surface
cooling (t = 35 min), the dimensionless effective viscosity was a
peak value of 5.2 at a depth of 2 om. With continued cooling and
application of shear at the surface turbulence intensifics and the
mixed layer grows in depth. This is evidenced by the effective
viscosities presented in the figure. At t = 75 min the peak value
of the effective viscosity is 30% lower than at t = 45 min. This is
due to suppression of turbulence level by radiant heating during the
restratification phase. Although at this time the turbulence level
is lower, bubt the mixed layer deepens as a result of surface cooling
and turbulent entrainment of water from the stable regiom.

A comparison between the model prodictions and exporiments for
a different experiment {Experiment No. XI1) is given in Figure 6,20,

6,21, and 6.22. In this particular expariment the water was
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Comparison of measured and predicted temperature
distributions during heating by radiation and surface
cogiing for Experiment ¥II (see Table 6.1 for

conditions)
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Figure 6.21 Ceompparison of messured and predicted temperature distri-
butions during cooiing of a theymally stratified layer
of water (Experiment XIL, see Table 6.1 for conditions)
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Figure 6.22 Predicted effective viscesity distributions for
Experiment XII {see Table 6.1 for conditions)
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gsimultaneously heated by radiant heaters and cooled by forcing air
over the surface. Then after 40 minutes have elapsed, the heating
was terminated, but the cooling of the surface pérsisted. Figure
6.20 gives a comparison between the interferometrically measured and
predicted temperature distribution at different times during the
simultanecus heating and cooling phase of the experiment. The agree-
ment between data and predictions ig very good at all times. A com-
parison of this figure and Figure 6.17 clearly indicates that the
temperature increase in the surface layer (z < 2 ocm) is not as large
as in the case with no cocling: however, the presence of ceooling and
shear at the surface cause a deeper but less intense penetration

of the thermal stratification. A comparison between predicted and
neasured temperature distributions during the second phase of the
experiment, i.e., in the presence of surface cooling but the ab-
sence of radiative heating, is presented in Figure 6.21. Inspec—
tion of the figure reveals generally good agreement; however, the
mixed layer temperature at t = 45 min is overestimated, while at

£ = 60 min it is slightly underestimated. The model overpredicts
the depth of the mixed layer. The discrepancy between the data and
predictions in the temperature distribution and the depth.of the
mixed layer is attributed to inadequate modeling of the sensible and
latent heat transfer at the water surface and the entrainment process
between the mixed and stably stratified regions. It should also be
emphasized that the constants used in the turbulence model were not
adjusted and were identical to those determined for the problem of
heating from below a thermally stratified layer of water (see Chap-
ter 3). The effective viscosity distributions calculated by the
model during the cooling phase presented in Figure 6.22 show

similar trends as those described in Figure 6.19. The magnitudes

of the effective viscosity and the depth of the mixed layer are
greater for Experiment XII than for Experiment XI, because the sur-
face was exposed to air flow even during the radiant heating phase

in the former.
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The temperature distribution in the water depends strongly on
the surface boundary conditions and turbulence level in the mixed
layer. The overall wvalidity of the model predictions is examined
in Figure 6.23 where the calculated mixed layver depth is compared
with the measurements. Good agreement 1s obtained between the cal-
culated and measured mixed layer depth at all times. Singe it was
not possible to deterxmine the surface temperature due to the large
interference fringe density, the temperature measured with a ther-
mocouple 3 mm below the interface was used for comparison purposes
with the calculations at that location (Figure 6.24). The ayreement
is generally better than 6%, thus verifying the overall predictive
capabilities of the model. It should be noted that in this figure
the decrease In the temperature after t = 40 min is due to the

continued cooling of water in absence of radiant heating.
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7. CONCLUSIONS

This chapter highlights the conclusions that have been recached

on the basis of the particular experimental and analytical studies

conducted which are described in the report. It should be emphasized

that the remarks, strictly speaking, are appropriate only for the

specific experiments performed and their generality must be validated

by future studlies under different conditions.

Conclusions which may be drawn from the labhoratory experiments

are asg

1.

follows:

In a shallow layer of water undergoing thermal strati-
fication by radiant heating, the internal absorption of
radiation near the bottom can produce an unstable situa-
tion with a subseguent generation of thermal plumes which
trangsport heat from the bottom and cause mixing of water.
Formation and departure of such plumes were detected in
the experiments by a thermistor located a few millimeters
above the bottom.

When a nonuniformly stratified layer of water is heated
from below (or ccoled from above}, fluid wmotion is pro-
duced by buoyancy. A wvery complex natural convection
mixing phenomena takes place in the water, espocially
above the heater surface and at the bottom of the stable
region. The pluﬁe {(thermal) departure from the vicinity
of the heated surface causes mixing in the fluid layer
above. The temperature of the thermals is at times about
1°C higher than the surrounding fluid. At the top of

the mixed laver entrainment of warmer water into the
layer takes place at the expense of the erosion of the
stable overlying region.

Cooling of an initially uniform layer of water by forocing
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air over the surfacé results in a complex fluid motion
throughcut the layer. Sewveral circulation cells are
developed, and cooled water at the surface plunges
into the underlying, nearly uniform temperature region.
The circulation of water produced was influenced by

the size of the test cell. Therefore, it is concluded
that the tank was too small for simulation during cool-
ing of nonstratified water in the laboratory.

Interhal absorption of radiation plays a very decisive
role in the flow and the thermal structure in water
heated by radiation and cooled by forced air flow over
the surface., The flow in a thermally stratified layer
of water being cooled is confined and mixing occurs
only in the upper regions. Interaction of radiation
and turbulent mixing in a layer of water which is
cooled from the surface has important bearing on the

rate of the mixed layer growth.

The good agreement bhetween experimental data and the analytical

predictions of different analyses indicates that the temperature

distribution in water being heated and/or cooled can be modeled with

some confidence. Based on the comparison between numerical results

and experimental data the following conclusions can be drawn:

1.

For accurate prediction of the temperature distribution
during radiant heating of water the volumetric rate of
radiant energy absorption must be modeled realistically.
The temperature distribution as well as mixed layer depth
and temperature are very sensitive to the boundary con-
ditions at the alr-water interface. This means the con-
vective, latent and radiative energy transfer ags well as
wind shear must be properly modeled. There is still con-
siderable uncertainty and the range of applicakility of
the semiempirical correlations available in the litera-

Ture.
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Accurate determination of the local velumetric rate

of radiant energy absorption near the bottom is not
crucial for calculating the temperature distribution

in a deep layer of water being stratified by radiation:
however, accurate specification of the radiation char-
acteristics of the bottom in shallows waters is
important.

The X-£ turbulence model is not completely satisfactory
for predicting temperature structure in the mixed laver
and its dynamics. The entrainment processes at the inter-
face between the mixed and stable regicns to not appear
to have been modeled properly.

Knowledge of the spectral absorption and scattering char-
acteristics of natural waters are required for modeling

radiation transfer.
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APPENDIX A

THERMISTOR CIRCUITRY AND CALIBRATION

A Y5I44201 (Yellow Springs Instrument Co.) thermistor was used
to detect temperature fluctuations near the cocled surface or the
heated bottom. The output of a thermistor alone varies nonlinearly
with the temperature. This nonlinearity causes difficulty in eval-
wation of temperature fiuctuations. Therefore, the thermistor is
usually placed in an electronic clircuit consisting of other re-
sistors in order to produce a nearly linear total impedence change
with temperature. Figure A.l illustrates the circuit suggested by
the manufacturey in which the thermistor was placed. The circuit
was wired inteo cne arm of an Ellis Amplifier Bridge for nulling the
voltage output of the bridge under different operating conditions
for easy interpretation of the temperature fluctuations. In this
circuit the output of the thermistor had a maximum of + 0.2°C
deviation from linearity, see Figure A.2. The maximum errox at any
given temperature is the algebraic sum of the thermistor tolerances
plus the deviation. However, since the deviation from linearity is
known, it may be accounted for at any given temperature.

The thermistor was calibrated by placing it in a regulated
constant temperature bath. The bath temperature was measured by
a calibrated Type T thermocouple and the cutput of the Ellis Bridge
recorded at several different temperatures. The calibration curve
for the bridge excitation of 4 volts is given in Figure A.3. From
the calibration curve a sensitivity of 0.68 V/°C was deterﬁined.
Due to small linearity deviation of the thermistor cutput in the
range of interest this average value of sensitivity is expected to

be independent of the fluid temperalure.
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5™ ¥S1 44201 Calibration Curve
Bridge VWoltage =400V

Bridge Zeroed@ 20.8°C
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Figure A.3 Thermistor calibration curve
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The time constant of the thermistor was not c¢hecked. However,
the manufacturer specified that the time required for the thermistor
to indicate 63% of a new impressed temperature was about 1 second

in "well stirred oil" and 10 seconds in still air.
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APPENDIX B

DETERMINATION OF INCIDENT RADIATION FLUX

The spectral incident radiation £lux must be accurately deter-
mined in order to predict the volumetric rate of internal radiant
energy absorption. The total radiation flux incident on the air-
water interface was measured by an Eppley Radiometer (Model 8-48).
The output voltage of the radiometer was a linear function cf the
total radiation incident on it. The proportionality factor was
11.82x107° v/ (i /m?) .

For determination of the spectral distribution of the incident
flux the effective brightness temperature of the radiant heater was
measured with an optical pyrometer {(Instrument Development Labora-
tories Model Pyro 650). The tungsten £ilament temperature was
determined from the brightness temperature by correcting for the
emissivity of tungsten, and a relationship between the tungsten fila—
ment temperature and voltage applied to the lamps was established.
The filament temperature of the lamps was measured for several dif-
ferent settings of the Variac and was related to the wvoltage of the
lamps, see Figure B.l. The input power vs. filament temperature
was also measured. The results presented in Figure B.1 indicate
that once a desired filament temperature is selected, the corres-—
ponding veltage can be determined from the voltage wvs. Variac curve

and then the powerstat transformer setting is chosen,
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APPENDIX C

MEASUREMENT OF VELOCITY PROFILE IN THE AIR-CHANNEL

The air wvelocity profile in the air-channel was measured by
means of a traversing Pitot-type probe and a static pressure tap.
The dynamic pressure {stagnation minus static pressure) was measured
by connecting the two pressure probes to a micro-mancmeter {CGS
Scientific Coxporation Model MM3) with N-Butyl Alcchol (specific
gravity df 0.8076) as the working fluid, Once the dyrnamic¢ pressure
is known the local veldcity can be calculated from the Bernoulli's

eguation,

v - PdYnamic o 2 pa}cohol ghh (C.1)
air D_. O .,
air air

where Ah is the manometer digplacement in centimeters of alcchol.

The velogity profiles in the alr-channel were measured and are plotted
in Figure C.l1 for three different blower speeds. The fan speed was
determined by means of a calibrated strobe light. The velocity pro-
file was measured some distance upstream of the water filled test
call. As a result of free air-water interface the profiles are non-

symmetrical about the centerline of the channel (z = 5 cm).
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APPENDIX D

ANFMOMETER CALIBRATION

The velocity and temperature fluctuations in a fluid can be
measured with a hot-film anemometer. A DISA 55M anemometer system
with temperature compensator bridge and hoﬁ film dual probe was
calibrated at low velocities.  The probe was installed in a channel
of a closed loop deionized water system, and the water velocity was
accurately measured. The calibration curve for an overheat ratio
of 1.05 is presented in Figure D.1.

Tt is clearly evident from this figure that at low veleocity the
anemometer is rather insensitive. This is due to the fact that the
free convection velocities induced by heating of the probe are of
the same order of magnitude as the imposed forced convection veloc-
ities, and therefore this part (< 0.2 om/s) of the curve iz rather
flat. This suggests that accurate velocity measurements cannot be
made using the anemometer probe in the low velocity range {0 < V <
0.4 cm/s) due to the lack of adeguate sensitivity. For low velocity
buoyancy driven flows a Laser Doppler Anemomater may be suitable for

absolute velocity measurement.
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APPENDIX B

RADIATION FILTERS CHARACTERI STICS

The spectral characteristics of solar radiation cannot be
simulated precisely in the laboratory without great difficulty.

The high temperature tungsten fitament radiant heaters were operated
at temperatures much less than that of the sun's effective tempera-
ture. Therefore, compared to solar radiation a larger fracktion of
tobal flux emitted by the lamps was in the long-wave infrared part
of the spectrum. Since the water is highly absorbing in this

region a large fraction of +he flux incident on the water would be
absorbed at and near the surface. This is undesirable as far as
simulation of stratification by solar radiation is concerned.

Tn order to "cut-off" some of the incident radiant energy in
the infrared part of the spectrum two different glass “filters”
were used. A 6 mm thick float glass covered the top of the test
section in the air channel and acted as a radiation filter. For
more effective reduction of the incident radiation flux a stack of
12 glass plates {8 sheets of float and 4 sheets of Pyrex) was used.
The glass plates did not touch each other and were placed in a
plexiglass ffame with egually spaced grooves machined in it. A
spectral scan of the float glass and the stack of 12 glass plates
was made with a Carey Model 12 spectrophotometer, and the trans-
miscion characteristics are presented in Figure E.1. The spectral
transmittance of the float glass measured was conpared to spectral
transmission curve reported by the glass manufacturer and agreed
very well with each other. This provided some confidence in the

measured spectral transmittance of a stack of glass plates.
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APPENDIX F

_ESTIMATES OF MEASUREMENT ERRCRS

The purpose of this appendix is Lo briefly examine the measure-
ment errors and to estimate their magnitude. Fov interferometric
temperature measurement only one absolute (reference} temperature
was required in the entire Ffield. This temperature was measured
with a thermocouple calibrated against an NBS standard. Other tem—
perature measurements wers made with calibrated Type T (Copper—
Comstantan) thermocouplesi Ccomparison of temperatures determined
with the interferometer and with thermocouplés indicated that the
theymocouples were fay more accurate than the ANST stated limits.

At each time, depending on the type of the experiment, several thermo-~
couple readings were recorded and the corresponding interference
fringe pattern photographed. The emf readings were printed-out in
approximately 5 seconds, and the photograph was taken during this
period. A slight time difference could exist beltween the reference
thermocouple emf reading and the interferogram; however, the tempera-
ture transients were relatively slow and ave not likely to result

in any significant time lag.

A scale factor was determined by comparing the known distance
between two points visible in an interferogram with the actual dis-—
tance between the points. The accuracy of the coordinate miQroscope
was ¥ (.01 mm which corresponded TO approximately * 0.01 or 0.02 mm
actual distance depending on the size of the negatives of the inter-
ferograms.

' A detailed discussion of the measurement errors assoclated with
the Mach-Zehnder interferometer 1is given by Hauf and Grigull (1970)
and will not be repeated here. In interpreting the temperature dis-

rribution from interference fringe shifts, eonly index of rofraction
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change of water with temperature was considered. A comparison of
temperature differences between two different points measured by
thermocouples with those interpreted from interferograms for scveral
experiments indicated a discrepancy of less than 3% of the total
temperature difference. During heating or cooling the test cell
assembly deforms due to thermal expansion orx contraction. The de-
formation changes the optical path length which in turn produces
temperature errors (Hauf and Grigull, 1970). The glass windows,
each 2.5 cm thick, will expand approxzimately 1.37(10}75 cw for a
1.0°C temperature increase, and this expansion produces negligible
error. For the same temperature increagse the differential thermal
expansion of plexiglass spacers is eéstimated to produce approxwi-
mately 0.01°C error in the interpreted temperature. The overall
accuracy of the interferometyic temperature measurement is estimated
to be £ 0.1°C.

In the alr velocity measurements the position of the pitot-type
tube could be determined to within * 0.005% mm, and the dynamic
pressure {stagnation minus static) could be measured to * 0,005 om
of manometer fiuid {N-Butyl Alcchol). This uncertainty is estimated
to result in an error of approximately ¥ 0.1 m/s in the air velocity

measurementg.
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