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ABSTRACT

LeBlanc, Philip Norman. M.S, Purdue University, August, 1972, Land Use
Classification Utilizing Remote Multispectral Scanner Data and Computer
Analysis Techniques., Major Professors: Christian J. Johannsen and
Joseph E. Yahner. :

This research was desligned to study the ability of present automatic
computer analysis techniques with the use of multispectral scanner data to
di fferentiate land use categories represented in a complex urban scene and
in a selected flightline. An airborne multispectral scanner was used to
collect the visible and reflective Infrared data.

A small subdivision near Lafayette, Indlana was selected as the
test site for the urb;n land use study. Multispectral scanner data vere
collected over the subdiviaion on May 1, 1970 from an altitude of 915
meters. The data were collected in twelve wavelength bands from 0.L40
to 1.00 micrometers by the scanner.

The results indicated that computer analysis of multispectral data
can be very accurate in classifying and estimating the natural and man-made
materials that characterize land uses in an urban scene.

A 1.6 km. wide and 16 km. long flightline located in Sullivan County,

Indiana, which represented most major land use categories, was selected for

analysis. Multispectral scanner data were collected on three flightas from
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an albitnde of 1,500 meters. Encrgy in tuelve wavelength bands from

046 to 11.70 micrometers was recored by the scanner,
A new, more cujective approach to computer training was developed
for anﬂiysis of the three dates of data. [Imphasis was placnd on the
standardization of a proecedure for analysis of data. The procedure
offered faster and consistantly good duslication of attained rezults.
The results indicated an ability for automatic computer analysis
of remotely sensod multispectral scanner data to characterize and map

land use categories within the test area, Additionally, results in-

dicated an alteration of the data analysis procedure and land use class-

ification scheme,
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INTRODUCTION

The need for current informatlon on major land use, acreage, and
distribution of crops is essential for cfficient management of resources
in both the developed and developlng countries of the world. Histori-
cally, the collection, compilation and interpretation of data on use of
land in the United States has proved invaluable in the study of present
land-resource problemsf

In the past, land ugse data have been compiled by census interview
or by field mapping. In some countries, major classes of lend usre are
mapped in the field and published, usually on a small scale, For most
countries, land use Inventory data consist of data compiled by census
from personal interview, mail questionnaires, study of swsmple areas, or
some combination of these means. Generally, these methods take a re-
latively long time because the number of trained scientists and workers
arc-limited. These factors account lor the relatively long intervals
belween census projects in many'countries.

The inereasing need for land nse inventory in many developed and
som2 ol the developing countries has already preused the use of one
method of remote sensing., This fnmili#r technique i§ the use of black

aad white aerdael shobography. Adrphotos Luve beon ased Lo mare aons



showing the distrfbution of maJor land uses and specifiec crops in many
countries, Measurementszs from these airphoto maps provide data on
acroage of categories of land use. Comparison between recent and older
photos can provide information regarding chanpge such as expansion of
urban development, revision of farmland to forest, or development of
new farmland by clearing, dralnage, or irrigati...

Currently, the competition for use of lan i[5 becoming more
intense. Urban development, need for movre recr: .Lion areas (particu-
larly near large urban areas) and the preservation of wildlife habitats
are matters of great interest to those concerned with land resources.,
In the future, it is cleﬁr that current, accurate and concize informa-
tion-will be of great importance and neecd in the careful examination
and utilization of our resouraes.

Niewer, more sophisticated remote sensing systems have the poten-
tial to offer significant improvement in rural and urban land use evﬁ«
luation., Computer analysis of multispectral scanner data is one auch
new arm in the field of remote sensing. This project is concerned with
determining the ability of present automatic computer techriques
employing multispectral scanner data to obtain useable land use infor-
mation,

The first study is a preliminary icvesti ation into the uses of
remote sensing technigues fur the identification of land uses that
characterize an urban zeene. 'The second study involves the usze of a
new multispectral analysis technigue for the identification of land use
classes in an agricultural scene. The results from this proJect should
further define Lhe role of remnote sensing as a tool in resource evalus-

tion.




CHAPTER 1

LITERATURE REVIEW

The Role of Remote Sensing in Land Use
Classification

The concept of multispectral remote sensing is that "plants and
materials located at the surface -of the earth possess the fundamental
property of reflecting or emitting electromapnetic enerpy differontially
over the spectrum” (Tanguay, 1969e). In the visible portion of the
electromagnetic spectrum these particular properties are seen in the
form of color. These properties appear to be characteristic of each
material and are due to the fundamental properties of enerry absorption,
emission and surface reflectance., These characteristices will be further
discussed in following sections.
Hoffer (1967a) has defined multispectral remote sensing as:
"...the detection and recording, from a distance
or remote location, of reflected or emitted
electromametic radiation in many discrete
relatively narrow spectral bands between 0.3
to 14 micrometers wavelength,,."
Remote senzing information can be éollected by a variety of instru-
ments mounted near or above the suvinees of the carth in.afrplanes and

sabellites,  With tHese dnstrwsents, waeryy voflected fron o Phepvgol?




ecan ba collected a-nd recorded for processing and analysis, Holter
(1970) and LARS (1968) have described in detail the instrumentation,
data collection and data processing systems ;urrently used in the field
of remote sensing with multispectral scanner data,

The merits of remote sensing as.a potentially wvaluable tool in
gathering and updating land use and rescurce information has been
reported by Shelton (1967) and Johonnsen and Baumgardner (1968). Aside
from its data acnuisition and handling characteristics, the value of
remote sensing in a land use classification system depends on its
ability to ;ccurately differentiate materials such as rock, bare soil,
crop species, trees, grass, and water. The basic assumptionlunderlying
this project is that remote sensing, utilizing multispectral scanner
d=ta and automatic computer analvsis techniques, has achieved sufficient
accuracy and reliability in the identification of land surface materials
to warrant its application to land use classification. The literature
reports successful application of remote sensing in the arens of vese-
tation mapping, soils manping and geologle studies.

In soils mapping, studies by Xristof and Z~-hary (1971), Stoner and
Horvath (1971) and Vest (1972, have shown that :pectral maps of surface
50ils can be produced using multicosectral data =nd automatic computer
analysis technigues which commared favorably with soils maps orepared
by conventional soil survey techn’ii=s. ‘fathews et al, (1971), using
maltispectral data, were adble to elassify soil parent materials that
compared well with the boundaries identifioble on acrial photography.

It has been shown (Al-Abbas et al., 1972) that gross textural differences

in surface soils can be mavved using remote sensing techniques.



Tanguay (1959b), ih rasearch studying the feasibility of enginceriag
soils mapping, reported identifying and mapping areas that indicated
"the distribution of main soils elasses, dralnapge festures, wet zones,
muck pockets, mnd bare rock areas." In another study, Baumgardner et
al. {1970) have showa that computer ﬁnalysis techniques can differen-
tiate five different ranges of orpganic matter content for mineral soils.

Recent geologic studies have reported classifying various geologic
materials. Smedes et al. (1969) have reported using multispectral data
and automatic computer analyzis techniques to map terrain in Yellowstone
National Park. oy showed that nine classes (vedrock exposures, talus,
vegetated rock rubble, glacial kome, glacial till, forest, bog, surface
water and shadows) could be mapped with good accuracy. Using multi-
apectral scanner data collected between.S;T and 13.4 micrometers and
computer analysis techuiques; Lyon et al, (1969} were uble to idcntify
quartz beach sand at a Texas site aﬁd recognize ond map granite and
andesite rock at a California test site, In preliminary work with
resource inventory and survey, Mallon (1971), using scanner data collected
in the 8 to 14 micrometer range of the electromagnetic spectrum, inves-
tigated automatic computer mapping of manganese, bauxite and chromate ore
materials. He reported that his studies show "an appearance of a family
of spectral curves" associated with each material,

In vegetation mapping studies, correct identification of 81 to 99
percent; wcre.reported in mapping six cover-type classes (row crops,
wheat, oats, pasture, hay and Lrees) using multispectral scanner data
(LARS, 1970). Hoffer (1967b)} reported good results in classifying land
surfaces into three basic caterorlies of green veéetation, bare soil and

water,
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The literature indicates that basic land cover mapping utilizing
multispectral scanner data and presently developed computer analysis
techniques is sufficiently advanced to provide accurate identificntion
and mapping of land use characteristicé. It is with this assumption

that this study was undertaken,

Energy Phenomena

The electromagnetic spectrum has no definite upper or lower limit;
it can be stated, however, that it extends from radio frequencies,less
than one Hertz (cycles per second) to cosmic rays greater than 1026 -
Hertz (Halliday and Resnick, 1962)., Hoffer and Johannsen {1769) illus-
trated a portion of the elecctromagnetic spectrum which 1s of importance
to remote sensing (Figure 1) and reviewed ;aricus types of sensors used
in the different wavelength regions,

Optical-mechanical scanner systems effectively operate within the
electromagnetic spectrum from approximately 0.3 to 15.0 micrometers.
This portion of the spectrum can be divided essentially into two parts:
the reflective and the emissive regions (approximately d.3 to 3.0, and
3.0 to 15.0 micrometers, respectively). The reflective region can be
further subdivided into the ultraviolet, visible and infrared regions
(approximately 0,004 to 0.38, 0.38 to 0.68, and 0.68 to 3.0 micrometers,
respectively).

A remote sensor receives energy emanating from a target as a
function of the illumination and the reflective and emissive properties
of the target. The illumination source for the earth is primarily the

sun; although, illumination may be received from the moon, stars, or
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tntense artifieial sources such as a laser op meraury-are fanp,
earth's atmosphere and local weather changes can adversely affeect the
spectral character of the sunlight (Gates, 1905; anA Johannsen, 1067).
The attenuation effects by the abmosphere on the sun's enerpy profile
must be considered not only from the cource ko the tarpget, but also the
energzy returning from the tuarget to the remote sonsor. Within the clee-
tromagnetic spectrum there are regions or "windows" where the attenu-
ating effects of the atwosphere are relatively hindered. Within these
regions spectral channels are salected for enerpgy measurements from a
target to a remote sensor.

Radiated energy is emitied by all objects above the temperature of
absolute zero as a function of their t?mpernturc nnd emissivity
(Cates, 1062), DBasic data on emissivity Ara given by Myers and Allen
(1968) and Kunar (1972). Various fastors influence soils and plant
temperatures. Gates {1963), Wogwoner and Shav {1951), Ansari and Loomis
(1959) and Kryuchkow (1961) discusned the factors of solar radiation,
air temperature, humidity, wind spoed, available zoils molsture, leaf
structure and differences in plant species as the important factors which
affect plant temparature. The primary factors relating to soil tempcra-
ture are soil particle size, soll woisture, soil air humidity and soil
porosity (Myers, 1970).

The reflectance function variers considerably [rom one chject to
another and for each objeet within = specific catlepnry. Gates (1970),
Gausman et al. (1969) and MeClowee {1000) dizcussed many of the physical
and physiological propertics of plants which =xplain some of their re-

flectance charactericties. The propertieos wonlioned were leaf preometry,
h
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morphology , physiélogy, chemistey, soil aite and climote., Toll reflec-
tance characteristics are influcnced by moisturc content, porticle csize,
structure, surface roughness =nd organic matter content (Bowers and
Hanks, 1965).

From this discussion it can be éecn that objeects refleet and emit
energy differentinlly over the electronagnetic zpectrum. It is the
concept of multispectral analysis that in some channel or channels in the
electromagnetic spectrum classes or catepories of materials will be
distinguishable and will be detectable with multispectral analysis tech-
niques. It must be kept in mind that each factor mentioned that influ-
ences the reflectivity, emissivity or illumination of an obl)ect can also
contribute congsiderable variability to the response of a given ﬁaterinl.
It is for this reason that freguently there will exist seversl sgectral

subelasses to characterize one ¢l 35 of material,

Land Use Claogsi fiecation Schemes

Because therc are several concepts about what "land" is
(Barlowe, 1958), there exists a siwilar range in ideas about the concept

' In an effort to reach a peneral understanding of the

of "land use.'
definition of the term "land use” the Comittec on Land Use Statistics
grappled at lenpgth with this problem (Clawson and Stewart, 1265). The

' should refer "to man's

committee concluded that the term "land use’
activities on land which are divectly related to the land." Tt was
further noted that phrases such as "human uses of land" or "human acti-

vity on land" might help in the cluvifying of the concept of land use;

it i3 the activity dimension that constitutes the central focus in

defining land uze.
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The purposc of this section is to review some of the prosently
sccepted land use schemes in on affort to select or formulate a suitable
scheme that would be compatible with remote miltisvectrally sensed
seanner data. Four land use schemes from the Couference on Land Use
[nformation and Classification (1971} were sclected for review; a wmore
detailed outline format of each scheme is included in the Appendix,

Table B, ’

Three of these classification schemes, the Standard Land Use
Coding lManual, the Canndian Land Inventory, and a scheme developed by
the Association of American Geographers, were developed for use on a
country-wide or national basis, while the fourth scheme, the Hew York
State Land Use scheme, was devised for use only in the state of Hew York.

e three national schemes differ significuntly in the lavel of
inventory detail contemplated in their use. '"The Standard Land Use Coding
Manual ("A Standord System for Identifying and Coding Land tise Activities,”
1965) provided a four-digit catesorization of land use which was developed
mainly for idéntifying and coding (rather than mapping) urban land use
activities and adjacent situations in the United States., This classifi-
cation scheme was not designed specificaily for use with air photo-inter-
pretation or other remote sensing technqueé. Ground observations and
enumeration must provide much of the information necessary to classify
1and use with this scheme when used in urban areas. The scheme has nine
first-ovder categories and ninety-nine second-order acatepgories,

The Canndian Land Inveatozry (VA fuide to the Classiflieation of Land
Use,” 1970) .employed csnentialiy n two-digit or two level land uge elassl-

"

flcation scheme for use throughout the more densely populated portious of
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Canada. flaps of present land use were compiled ot a scale of 1:70,000

using this scheme, which has six major or first—orﬂef catepories, Lwelve
second-order catégofies, and two third-order categoriea. The scope and
objectives of the Canadian inventory necessitated a much more generalized
schome for classifying land use than the situatiois for which the
Standard Land Use Coding Manual was primarily nre .ored,

The third nationnl scheme was develoved frea a study by the
lscsociation of American CGeographers (Anderson, 1971 a) for use with
orbital imagery for making land use maps ranging in seale from 1:250,000
to 1:2}500,000. This elassification scheme was developed and used in a
pillot study in the Phoenii, Arizona arca to test the capabilities of the
deviséd scheme for use with conventional color and color infrared imascry
tnken from the Apollo 9 satellite and from high altitude aireraft (50,000
to 60,000 feet). The imagery was supplenented by black and white photo
mosaics at a scale of 1:62,000. The scheme has saven first-order cate-
gories and twenty third-order cntegories. Fourth or even fifth-order
catepories can be added for use with larpger scale imzgery or for use with
ground observations and enumeration.

The fourth scheme developed specifically for the state of Ilew York
is auite ndaptable for use elsevhere. The New York land inventory classi-
Tic-tion scheme ("A Review of the !few York State Land Use and Natural
Resource Inventory,” 1970) emnloyed essentinlly - three-digit classifieca-
tion scheme which was de?eloped to ancovodbo the recognition of areal und
point data, i.e., cropland and farmcicads. The zoheme has eleven firat-
order categories, forty-eight sccond-order catcgories and geventy-five

third-order "point data" categories. Aerial photopraphy at a scale
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1:0h,000 constituted the main land use information source for the lovw

York state inventory.

A sot of working criteria asainst which to evalualte land use clas-

sification schemes for uze with orbital and other hirgh altitude imagery

was presented by Anderson {1971t). It pro#ed to be voluzble in the

rinnl evaluation of the gselected classification schene used in this

study. These eriteria are:

(1)

(7)

(8)

A minimum level of accuracy of about 85 to 90 percent
or better should be approachcd in the interpretation
of the imagery being used.

A well-balanced reliability of interpretation for the
several caterories included in the classification
scheme should be attained., Closely related to the
requirement of a minimwnr overall level of accuracy

ig the matter of vavying levels of accuracy which can
be attained for the several categories of the classi-
ficatl ;. helny used.

Repeatable or repetitive results should be obtoinable
from one interpreter to another and from one time of
sensing to another.

The classification scheme should be useanle or adapt-
able for use over an cxtensive area.

The categorization used in the classification scheme
should permit vegetative and other cover types to be
used as surrogates for asctivity-oriented categories
wherever possible, :

The clasaification schewe should be suitable for use
with iLmapgery baken at different times during the yenr.

The classification schess should permit effective use
of suh-catagories that can he obtained from ground
surveys or from the use of famagery available alb a
larger scale or with the use of color photopraphy.

A need Lo collapse the eategories of the classifiecation
scheome inko a smallei number of eategories must be
rocosnlzed,
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(9) The classification schenme should recornize the multiple

use aspects of land use whenever possible.

The above outlined eriteria conld not be met by the classification

scheme developed for use in this study. As Anderson {1971) has stated,

oven some of the presen'ly used classification schemes do not meet
satisfactorily the abov. uoritesia. In the future, it may be desirable

to augment these eriteriz as to: role of remote sensing in a land clas-

sification system is more fully defined.
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CHAPTER 1X
TIAMNDIG FIFLD APPROACH TO CLASSTVFYING AN

URBAN SOFRE -- A PRELIMINARY STUDY

Tntroduction

The usc of remote sensing techniques in the rapid gathering, pro-
cossing and interpretation of data obtained over an urban area is of
intorest to many people. Quantitative information from a remote sensing
system would have a broad spectrum of applications to urban planning,
This study is conacerned with the determination of the accuracy with
which an urban area can be categorlized, evaluation of tha classifica-
tion procedure for this purpose, and further dofinition of investiga-
tions which shounld be conducted,

The multispoctral data analysis techniques used in this study wore
devaloped at the Laboratory for Applications of flemoto Sensing and fol-
lowed a stondard cemputer training procedure utilizing manually selected
training fislds, This preliminary study served to familiarize tho re-
searcher with tho LARS's data analysis procedures and helped to formu-
late a revised data analysis technique used in the second study, "Spec-

trally separable training class approach to land use_mapping" (Chaptqr R




15

Exnerimental Methodolooy

Deseription of Test Site ‘

The 26.3 ha (65 acre) Meadowbrook subdivision (Figure 2 ) is located
4 lan, (2 1/2 ﬁiles) east of.Lafagette. Indiana, on State Route 26
(SE 1/L of SW 1/b of SE 1/l of Sec, 23; Range W, Township 23¥). fThe
subdivislon contains 68 moderately priced homes which are predominantly
2 to 3 badrooms, slngle level with attached garage,

the subdivision 1s bounded on the north and west by wouds and with
cultivated fields to the south and east. Roads in the subdivision are
asphalt with surfaco color from light grey to nearly black; driveways
are generally concrste with some being asphalt or gravel, All lots have
good grass cover and are minimally landscaped with only a few lots having
trees or shrub plantings, The roofing maierials are asphalt shinpgles,
and their colors are predominantly light green, or blue and grey with

saveral roofs being black.

Data Collection

The remote multispectral scanner data for this study were cnllected
by the Willow Run Laboratory, University of Michigan, using a multispec-
tral optical-meheanical scanner mounted in a C-!l7 airecraft. The over-
flight of the test site was made on May 6, 1970 at 10:30 A.M. from an
altitude of 915 meters (3,000 feet). The data wore collected in 12
diserete ochannels of the spectrﬁm (six in the visible and six in the
reflective and emissive infrared). A detailed description of tho scanner

system is given by Holter (1967).
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Figure 2, Black and white aerial photograph of the Meadowbrook
Subdivision.
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Data Ovganization and Registeation

dnzloreDicital Data vonversien., The raw data frem the overflight

er atmn

was in analog form and was first transformed to a digital format compa-
tible for the LARS digital computer and multivariate pattorn racognition
programs, Each analog scun line was sampled at twlco the norwal dimitlza-
tion rate (440 points instead of 220) as a means of increasing the amount
of information gained frcm materials on the ground. Because of a machine
limitation bounded by the maximum rate of digitization in the analop to
digital conversion system, doubling the number of points sampled per sean
line meant halving the number of channels of data from twelvo to six
(Table 1 ). Each data point, o; remote sensing unit (2SU) is given a
unique address in a two.dimensional coordinate system composed of scan
line numbers and data points within a scan line, Each RSU is designated
to represent a unit of area on the ground. Since these data wera col-
locted at an altitude of 915 meters (3,000 ft.), each RSU, directly

below the aircraft, represents about 9 square meters on the ground.

Data Rewistration., Because the scanner data were collected with a

threo aperture scanner, one for the visible, reflective infrared, and
emissive infrared portions of the spectrum, the respective sets of
channels of data had to be aligned such that all data points would coin-
cide, This process, callad "Data Registration," is accomplished hy
locating check points on grey scals computer printouts (to be deseribed
below) of the channels of data, such as road intersections or corners of
finslds, After an array of such points are established throushout the

flightlines, the data are aligned with these points by the cemputer, A

corplete description of this procedure 'is given by Anuta (1970).
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Table 1, Re-digitized multispoctral data channels used for
collection of data over test sifte on May 6, 1970,

Spectral

Channel ) Waveleneth (micrometers) Description

1 Ity violet

*2 .50 = .52 tvlus-green

3 .55 = .58 green

ly .58 - .62 yellow

5 BH - 72 ' red

*G .80 - 1,00 Reflective IR

*Channels selected by IDIVERG for the classification of the test site.
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LARS Data Analysis

The computer programs used at LAR3 1o analyzo mulitispectral sconner
data were developed at LARS under a NASA grant; their functions and so-
quential steps involvéd in the analysis procadure are indicated in
Table 2 .

Computer grey-scals printouts, which are dizitz2l, spatial displays
of the spectral responses of the data, weors first cblainoed in several
channels., From ground observation collechted at tho hast site on the day
of the flight, computer training samples were soleocted from areas of
known materials sﬁch as trees, grass, roads, driveways, and rooftops,
located on the groy scale printouts, For this study, 1h.1 percent of
the total data points were used in computer traininz, The procedure
is referred to as a "supervised" approach to couputer training
because the researcher selects only training samples of materials
he desires the computer to recognize for the classification,

After training samples were selected,aﬁotﬁar program, §.JCLAS, was
used to determine spectral separability or uniforaity betucen and among
tra}ning classes. Often classes of materials, which wore not spectrally
separable were merged to speed computer classification time, and sube~
classes of materials, which were spectrally soparable, wore found that
could greatly increase the detail of the classification,

The next step in the analysis procsdure was to obtain statistical
information concerning the spectral responses of each class or subclass
of materials, This was accomplished by tho prograa, ©oTAL for which the
output consists of class means and covariouco malvices for the responses
in edch wavelength band for each coﬁpﬁter trainir. elass,” Aﬁothur progran

called $DIVERG selected those chonnels wiideh all. w4 srnr et
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— Table 2 . Cowputer programs used for classification of multispec-
tral scanner data (after West, 1972).

ARALYSIS PROGRAM
STEPS NAME ProGRANM DESCRIFTION
1 LARSPLAY
$PIC Obtain grey scale printouts of each
spactral band desired using alpha-
numeric symbols, Primary purpose
to select training samples from
known arcas based on "ground obser-
vations. ™
2 $NSCLAS Obtain spectral groupings or clusters
of the data based on refloctance
values from salected spectral bands
without. suporvision or prior ground
truth designations,
—
3 LARSYSAA
$STAT Statistical analysis of reflectance
data from training fields and classes -
histograms, spcctral curves, mean
vaector, covariance and c¢orrelation
matrices are genorated,
$DIVERG Selection of best subset of avail-
able spectral bands for classifica-
tion; obtain indication of separa-
bility of propouscd classes,
$CLASSIFY Classification of each remots sensing
unit in designated area,
$DISPLAY Display of c¢lassification by alpha-

4 numeric symbols with the use of
2 threshnld levels. Evaluate classi-
E O fication performancs,
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separation between g1l combinaticns of desired classes (Table 2 )..
Wackor k1971) found that tho accuracy of classification is not greatly
increased bcyénd the uso of four to fivs channels for agricultural
materials,

Next, the training field Statistics were used as classification
criteria Ey a classifier program called $CLASSIFY, The computer
classifies each data péint or RAU based on maximum likelihood criteria
(Landgrebe, et 2l., 1968),

The final step is to display the classified area, using the pro-
gram, $DISPLAY. Any alphanumeric character can be used to display a
particular class., This progrém also offers an option for testing the
accuracy of the classification. The usor inputs the coordinates of
test fields for which the pround truth is knowm. On call, the compu-
ter will note the accuracy on tho test fiélds and calculate the per-

cent aceuracy.

Results 2nd Diseussion

fhe final classification of the subdivision (Figure 3) is dis-
played in two catezories: man-made, containing the classes ofiroof
and streot-driveways (Figure &), and naturally occurring materials
containing the classes trens-shrubs and grass (Figurs 5). The class
nstreets-driveways® in the eatesory of man-mads mate-ials is further
subdivided into asphalt and conciste materials (Figr- 6).

Tabulap comparisens bebtwsen the computer wlassitication vrosults
and an estimate of the actual arca coverad by each category (Table 3 )
were obtained by overlaying a phobtopraph of the test area with a dot

grid, The dots in each catezovy were- counted and divided by the total



B8 Grass EEEm Roof Surfoces
 EEEN Trees-Shrubs  EEEE Streefs - Driveways

? Figure 3. Computer classification display of man-made and natural
i features of the test site.

Bl Roof Surfaces EEEE Streets — Driveways

Figure 4. Computer classification display of the man-made materials
present in the test site,




Figure 5.

Figure 6,

Computer classification display of the natural materials
present in the test site.

Computer classification display of the category "streets-
driveways" subdivided into asphalt and concrete materials
present in the test site.
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Tablae 3 . Computar elagsificaition results compred to a dot-grid

estipaie of the difTerent eategories ol matorial present

-~ in the test site (4ll members represent percent in the
total area),
dan-¥ade
Computer Dot-grid
Matorial Results Eoctimats
Roof 5.1 8.2
Streets=-
Driveways 17.3 13.3
Subtotal .
22,4 21,5
— Naturally Cccurring

‘roes and

] Shrubs 15,2 20.6
i Grass 62.1 57.9
E Subtotal 7NN —3 s
] Grand Total 59,7 1006.0
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dobs in the scena, The computerrclassifiaation resul.hs were anto-
matically calculated by the computer., A total of 99.7 percent of

the data points in the test area (Table 3) are actually classified
by the computer. 'Phe remainder of the data points were not class-
ified because an snsufficient number of computer training classes
were present to adequately represent theso daﬁa points. These points

are considered “thresholded" points,

The classification results (Table 3 ) }eflect the percent of
the total. area occupied by a wmapped category. The results do not
indicate the spatial accuracg of the classification; Comparison of
the photography (Iizure 2 ) to the classification displays, shows
that the spatial accuracy is good and that most of ths misclassific-
tion ocecurs near class boundaries,

The computer classification results alizn themselves will with
the estimated actual percentazoes of each category as shown
in Table 3 . The rcsults show that the computer classification
slightly over-estimates the percent area occupiad by the category
"man-made! (22,4 versus 21,5 percent of the area as calculated by
the actual) and only slightly under-estimates the area occuplied b}
the category "naturally occurring” material (77.3 versus 78.5 by the
actual),

Within the category "m&n-mdda,“ Table 3 shows the percent area
classified as roof maberial as 5,1 and tha percent area classified
as streets-driveways as 17.3. The estimated actual poreent of these
matorials in the total area aro 3,2 for roof and 13,3 for strests and

driveways. With closer exasninabion of tie vnotuvraphy (vigare 2 ),
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concrote sidewalks and patios were ﬁisible around many of the homes,

1 but not to the extent shown by the computer classification of this
material in Figure 6 . Much of the misclassification may be explained
by shadows, and the large variation in roof size, color and surfaco

orientation with respect to the scanner.

Some difficulty was experienced in differentiating roofs from
dark vegetation in some of the preliminary classifications, bhut was
overcome by introducing a reflective infrared channel (0.8 to 1.0

micrometers) in the classification procedure, This channel was quite

valuable in mapping man-made materials from naturally occurring be-

cause the responses were largely independent of color,

Within the catezory "naturally occurring,” the computer estimate
of the percent of the total areas occupied by trees and shrubs and by
grass were 15,2 and 62.1, respectively. The actual percentapes of
the total area for these two classes of material were 20.6 and $7.9,
respectively, Comparison of the photography (Fizure 2 ) with the
classification display (Figure 5 ) indicated that much of the under-
estimation of trees and shrubs and over-sstimation of grass may be
dus to difficulty in diseriminating between shrubs and grass materials,

Conslderable spectral variability existed within both the natural
and man-made matorials;‘therefore, a large number of samples weare re-
éuired to represent single classes of materials., This is ospreially
true in categories dealing with materials of small area. A possible
exolanation of the variability in these smaller areas ls in thao regis-
tration of the data chamnels, By overlaying each individual channel
of data (in tho form of grey scalo brintouts af the data) on a light

Lable, it ds found that repisteation is generally witain one or two
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data points between channels, For iarge area analysis, this degreo
of rogistration accuracy would not generally present any problenms,
but for small.areas this depree of arror can be c¢ritical, Consider-
ing the growund area ocenplied by some of the materials such as roof-
tops, streelts and driveways, it is very important that each data
point in éach data channel characterizo the same cxact spot on the
ground.

4 possible improvement in classification accuracies especilally
with materials of limited ground avrea could be obtained if the num-
ber of data points for training could he increased., This could be
accomplished by either collecting the data at a lowsr altitude or
incroasing the resolution of the scammer, If the data were collected
at a lower alititude, then tho area represented by a single data point
could decrease, This uwould decréasa the effective coverage of the
scamner but weuld also incrcase the resolution of the data, It
would be most advantazoous to machanieally incrsase the resolution
of the scanner through increasced scannher technology and increaso the
Aeffectiva coverage of the scamner, This would allow improved scan-
ner resolution for more detailed studies and increase the ground
area over which data could bz collected, thus increasing the economy

of the scanner system,

Louzlusions
Much mora work must bs done with multispectral analysis of urban
land use bazfore sxict prosuduros and spectral bands most useful to
this type of analysis con Ly made, [However, from this limited study

the followlng conclusions ean ha drawn,
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(1) Coﬁputer analysis of smltispectral data has shown to be

accuratae in characterizing and ostimating a limited number of land

use categories ia a small urban scene when compared to eonventional-

ly accepted methods such as photointerpratation,

(2) The use of the reflective infrared channels was very
valunable in differentiating tho man-made materials from naturally
oceurring materials.

(3) More accurate data registration would be recommended
for this type of analysis,

(4) Better resolution of the scauner would be desirable,

Further studies using present state-of~the-arts multispectral

scanner and computer analysis tochniques should involve investigation
into the following:
(1) The reflective and emiussive portions of tho spectrum
in an effort to further classify jon-made materdials,
(2) A more complex urban i..ne for the benefit of further
testing of the multisp;ctval approach to urban information

gathering.

(3) Studies into urban-subnrban relationships over time.




29

- CHAPTUR 3
SPECTRALLY SEPARABLE TRAINING CLASS APPROACH TO

LAND USE MAPPING

Introduction

Lvery year land use changes occur on millions of acres in the
United States. The greatest portion of these changes odécur when apri-
culturel and forest lands are diverted to housing, industry, highwuays,
public buildings, and parks. ''he effects associated with these chanses
are numercus and far reaching.

To the present, most interpretation, monitoring, and land use
evaluation has involved the utilization of aerial photogra%hy. Recause
of its wutilitarisn value as a base for most resource surveys, aorial
photepraphy will continue to be the basic tool available to the planner,
but as the scope of planning activities continue to expand, new means of
data collection, handling and interpretation must hecome available,
Computer analysis of multispectral scanner data iz one such new technigue.

This study is concerned with determining the ability of automatic
computer technigues in employing multispectral scanner data to chbtaln
land use information. FEmphasls is.placed on the stnndardgzation of a

procedure for the anslysis of dato wilh acciconte repeatabilivy of
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classification results. Thrce ovérflight dates of duta are clacsified
and evnluated'inlan offort to (1) determine the accuracy of the elassi-
fieation results as a predictor of land use, (2) find & suitsble land
use classification ccheme for use with multispectral data and (3) deter-
mine the best date or combination of dstes that will return the largest

and most accurate land use information.

Experimental Methodology

Selection of Flightline for Analysis

mThe data selected for this study was collecked during the 197L
Corn ﬁlight Watch Experiment over the intensive study area located in
western Indiana. The intensive study area was composed of thirty north-
south oriented flightlines that extended from the northwest Lo the
southwest portions of the state. Fach flirhtline was 1.6 km. {1 mile)
wide and ranged 12.7 to 19.2 km. (8 to 12 miles) in length.

Because multispectral scanner data were collected over each f;ight—
line at two-week intervals (when weather permitted)} from the middle of
May to late September, it offered ideal coverage of a flightline for
this study.

The gelection of a suitable fliphtline was made primarily on the
basig of the diversity of land uses present. Flightline 219 located in
Sullivan County, Indiana, was selected because it represented four
main land use categories: agricultural, forest, urban, and water. Other
factors considered in its selection was its relative closensss to LARS
facilities mnd the rescarcher's familiarlity with this flightline fronm

previous analysis during the Corn Blijght Wabtch FExperiment {Bauer, 19723

Phillips, 197.; Johannsen and Bauer, 1972).
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rhysiogranhic Sketeh of Flightline 219. Flightline 217 is loecated

in the northecastern portion of Sullivan County (Figure 7); it is 1.6 kna.
(1 mile) wide, approximately 16 km. (10 miles) long and is oriented in

a north-south direction. Sullivan County is located on the west, south-
central portion of Indiana and is bounded by Vigo County to the north,
Greene and Clay Counties to the ecast, nox Céunty to the south and the
Wabash River to‘the west.

The toporrraphy of the north and central portions of the {lipntline
is level to pently undulating with some surface drainage into small
ponds in the northern sector. The southern portion of the flightline is
characterized by greater relief that contains several small west-hbo--cant
‘draining creeks. The flightline elevation ranges from 165 moters
(550 feet) in the northern section to 133 meters (60 feet) in the south,

The underlying bedrock of the area is Pennsylvanian ape sandstone
and shale of the Covemaugh series. These units are underlain by Fiss-

iséippian age sedimentaries in which extensive strip coal mine opsration
‘has been active to the east of the flightline (Sieberman, 19M9).

The soils present in the flightline were formed under forest
conditions in Illinoian and Wisconsinan age loess undorlain by 11linoian
age glacial till. The two soil associatigns present in the flightline
are the somewhat poorly drained Reesville-Iva present in the northern
third and the southern third of the flightline and the moderately well
drained Cineinnati~-Ava-Alford present in the middle third and sowme of the
southern portions of the flightline. Roth soil associations have Jdeeply
developed profiles that are deeply leached, aeid, and n lack of . -1

tertility (Sullivon County Soil Burvey, 1971).
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Figure 7. The locatinn of flightline 219 in Sullivan County, Indiann,
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Ciimate for the area is midcontinental charncterized by wide
ranpges in temperature from sumnmer Lo winter. The mean daily maximum
temperature in July is 88°F, and the average minimum in January is 22°F.
Average rainfall is 96.5 cm. (38 inches) aapually and is well distributed
throuhhout the ycar, but is slightly hcavier in the spring and summer
than fall and winter {Sullivan County Soil Survey, 1971).

The scils in the flightline arc used primarily for cropland,
pasture, and wocdland with cropland predeminating. 'The poorly drained
areas are usﬁally in woodlend-forest. The main agricultural crops are
corn, soybeans, small grains; hay and pasture,

Selection of Data Daktes to be Analyzed

Data from three overflight dates of flightline 219 were chosen
from a possible eipght flights made during the summer of 1971l. The eight
sets of data wvere colleéted on May 21 and at two week intervals from
June 27 through September 28 inclusive by the University of iHichigan
aireraft., Data for analysis were selected on the basis of data quality,
channels of data available for analysis, altitude, field conditlions,
availability of photographic data for overflight, and time of day data
viere collected, A summary of data overflight information for the sel-
ected dates of analysis are found in Table 4,

All dates were first examined for uniformity of data and eolleetion
orocedure, 'This included selection of thoze dates with the game number
of channels of data available for analy:is; those datcs vhere the datn
were collected near the same tims of dir, at same altitude and swee: air-
craft heading; and those dates with “the same datn preproc;ssing (i.e.,

*
anvlog to digital processing) procedure.  Those uelccehod dabes were thea



Table & . Summary by date of data information for Flightline 219 for the three flizghts selected
. for analysis.

Channels of AMtitude Time of Plane

Mission No. Date ¥Flown Run XNo. Data Tape XNo. data avail. in meters Flight . Heading
38 5/21/71 71017100 502 _ 13 1,550 1224 180°
L1 T/21/71 710329800 511 _ 12 1,500 1050 180°
45 a/15/71 71070500 520 12 1,500 11k5 180°

wad
-



examined for overall data quality and for the availability of photo-

graphic coveraze for that date. This included dntes with cloud free

data, and dates with the same flightline coverage. Finally, dates were
seleected th:t provided the preatest range in field conditlons for the
land use classes and were most evenly spaced over the summer data col-

lection period. The three dates selected and meeting the above criterin

were: May 21, July 21 and September 15 (Missions 38, L1 and 45, res-

pectively).

Deserivtion of Flightline for the Three Data Ccllection Dates

Color infrared photography (CIR) was used in Figuraes 8a,b and c for
the flightline description because 1t /a3 felt that it could supply more
information than conventional black and white or color photography .

Also it was used because compleﬁe flightline coverape was available for

the dates nceded, and its collection dates came closest to all the dates

of the actunl scanner data collection then any other photographic data
available. Although the dates of the CIR photography do not coin-

cide exactly vith the actual scanner dates, the vhotographs rrovide basic
flightline information at near flight conditions., Mo interpret CIR
photogfaphy, oﬁe must remember that these materials appear near these
colors on tha §IR: vegetation, red; bare soils, green; and water, blue to
black. These figures are summarized as follows.

May (F@ggre 8a). Agricultural cropland is represented in the

flightline for this date as bare soil (plowed) nnd last year's crop
residue (somebimes weedy); it iz seen nm the Gl as greeny Winter
wheat is the only nyricultural crop that ls present in the (lipghtline

for this date oud is red on the wli photograpny. Pasture and hay appuns




data collection dates.

Figure 8. Color IR photographs of ¥Flightline 219 for

(5cale 1:75,000)

the three

Lepend
Date Holl Frame Miassion
Photograph Flown Number Humber Humber
a 5/13/71 99RT71000k 7907 165
b T/12/71 GORFTLODLS 8432 175
¢ 9/21/71 QORFT1009T 103 180
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(a) May
, ;
(b) July (e) s
eptember

Figure 8,
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to be ut the lush grecn stage (véry bright red on the CIR photorraph) and
appear very simi}ar in color to winter whent. Trees and bushes are also
red bﬁt are not ﬁom?letely leafed out; areas around the lake and other
low wet areas are lined with vegetalion. The urban uareas where trees are
present are most clearly visible because trees have not yet hidden many
of the streets, sidewalks, driveways, and robfs. Highway and railrcad
right-of-ways afe lined with wvepetation and are clearly visible.

July (Fimre 8b). All agricultural eropland has been planted by

this date. Corn flelds are uniformly red in the photograph and are not
vet tasseled. Soybean fields show early and late planting“dutes:
relatively younpg soybeans chnracterized by very low ground cover, and
fields of older beans with heavy ground cover vhich are very difficult
to differentiate at this stage from corn. Vinter wheat fields are
either mature (brown color onCIR) « . harvested. Some harvested winter
wheat flelds have been apparsntly rc 'anted with a short cover cron and
appear redish brown on the CIZ photo, Individual roofs and other hard
surfaced materials are hard to see in the urban arecas where tLhere is
now heavy tree cover.

September (Fipure 8c). Asricuiinral land for this date is char-

acterized by mostly mature crops and segetation., Only a few corn and

soybean fields have been »:a:vested., The only fields still red on the
Photograph are late nlanted soybeans, pasture and hay. Tree vegetation
is still quite red especiilly near the edges of the lake, Year the
center of the photography are several clouds and cloud shadows. {These
clouds and shadows appear only on the phetopraphy and not +in the zceanner

data,)



Collection of GCround Observations
Black and white base line photography at a zacale of 1:20,000 was
collectedalong the flightline in April, 1971 for use in the location and
¢rding of fields in the flightline. Ground conditions information wos
then collected by Agricultural Stublizations and Conservation Service
personnel from Sullivan County A.3.C.3. officé on the ground for the

entire flightline near the time of the flirght, These data included eld

information concerning locstion, size, identification " eronland,
pasturelond, forestland, t leland {land ~ot opreseatly  aped in pooo-
duction) and non-farm arcas {urban, water areas, trans:. tation, an.

extraction). This information was made available on coapuber printonts
- and was updated (for randomly selected corn fields) on a biweekly basis
during the period from June 15 1o September 30, 197L.

ligh altitude (18,000 meters or 60,700 feet) CIR photogranhy
(shown in Figurcs 8a, b, and ¢) flewn wn lvtes within two weeks of the
seanner data collection was also availallc for general ground observation
information. These photographs, used in conjunction with a "VARISCAH;“ 7
film projection device that provided the viewer with four levels of film
magni fication (3.00X, 5.00X, 12.10X, and 28.68X), were extremely valuable
in verification of field boundaries and gro;nd ohservation information and
in various other phases of the data analysis.

Black and white photography collected at 5,000 feet was avallable
for most seanner flights used in the analysis. This photography nlloved a
field by field cross-check of the scanner data for the presence of clouds
and offered supplementary point ddta information for the prdound observatlion
data. Tt was especlally useful in evoluating the @ifferent scanaor daba
flights for data quality during the selection of data to be vsed in the

snalysis.
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geleetion of a Suitable Land Use Classification Scheme

Remote multispéctral scanner data relates the physical scene only
as a function of the reflectance and emittance properties of the sarne,
mhe data and the TARS programs relate in no way to the spatial charncter-
istiecs of the scene, in other words, to the size and shape of oblents,
as ders photorraphy. Therelora, 1 land use classification scheme could
only be based on land uses that have spectraliy unique characteristics by

.

virtus of a particular vegetation cover or material associnted with a
J.and use..
- lThe Tand usce classification scheme was relected for use with the
collected multispectral scanner data. 'The scelection of the scheme was
accomplished by incorporating sections from the éiassification schames
ot the Association of Americén Geoqraphers'and the Canadian Land Tnventory
with additional categoriecs not smocificully cutlined in cither of the four
schemes reviewed (sece Chepter 1, pages 9tol3 }. ALl l-ad use cabesories
Were selected on the basis of their presencs within the flightline., ‘The
detail of the land use scheme was determined Ly the resolving nower of the
scanner, in other words, its ability, to "see'" that category on the ground.
As previously determined {Chapter 1), the resolution of the scanner at
1,600 meters {5,000 feet) is 5 meters by 5 neters square, A material with
an area smaller than 25 square moters that falls within a data point can-
not Le nurely characterized spvectrally in a single data point. Yor cxraple,
a2 snall road would not contribute enowth spoetral information Lo chorae-—
terize a single resolution element as "road," It was found thal the
Stondard Land Use Coding Manual ond the New York Stnte schemes were nsually

Loo detailed 1n their first and sceond digit levels to be compatible with
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the collected data (see Appcndix,fable B). Those categories that were
not too detaziled Vére also found in the two more general schemes, the
Association of ﬂﬁericaﬂ Geographers and the Canadian Land Inventory (sée
Appendix, Table B).

The final land use schemc then, reflects those categories of land

use, in theory, that can be "séen" in the data hased on the resolution

of the apparatus: Table % shows the selected land use scheme with the
associated land use code, the ground observation information and the
materials (components) that would comprise the land use category. The
derived land use scheme has four first-order categories, nine seccond-
order categories, six third-order categories and Tour fourth-order cate-
gories. Like the four schemes reviewed, other seczond, thifd, fourth and
fifth-order categories can be added to the scheme if needed. Point data,

as in the New York State écheme, can also be implemented into the selected

scheme,

Analysis of DNata Procedure

The previously described "trainiag field" or "supervised" computer
training procedure (see Chapter 2, page 19 ) has several limitations when
more than cne set of data a;e evalualbed for speetral information.
Standardizing the tyainang procedure from one set of data to another is
difficult because the procedure is very subJective. The computer training
phase continues wntil the desiréd classificaﬁioh results have been ob-
tained, or the "best" classification of the data has been reached. The
training phase of the analysis is usually the morellabbriousg therefore,

the tine aspect is a second consideration.



Table 5. Selected land use classification scheme and related ground observations and scene components.

LAND USE
CLASSIFICATION
SCHEME LAND USE CODE GROURD OBSERVATIONS SCENE COMPONEITS

I. Resource Production .
A, Agriculture
1. crop production

8, T'OW CI'OP +senssses A ~-Harvested land —-Cron residues
-Plowed land ~Bare soil
-Row crops ~-Specific, uniform
) corn erod types
soy¥beans
sorghunm
t. small grain ...... B -Harvested land ~Crov residues
~Plowed iand ~Bare soil
-Hon-row crops "=Specific, uniform
. Tye crop tyvpes

winter wheat
2. forage production
a. hay ... .veeviee.s C ~-Hay crops ~Mostly uniform, short,
Freen vVepetation

h., pasture .....vv4000 D ~Pasture land -Hon uniform, short,
' zreen vegetation
5. Forest

*1. continuols s.ieviee.. E -Forest (dense) -¥ostly uniform tall,
green vegetation
2. discontinuous ....... ¥ ~¥ixed trees, shrubs, . ~Yon uniform mixed
and Frasses green vepetstion
C. Ixtraction L...iiii..... G ~3tirirmine -Overburden
-Stone gusrry ~-Mixed areen vegetzation

~-Smzll ponded aress

(A




LAND USE
CLASSIFICATION

SCHEMz

III

111,

IV,

LAND

USE CODE

Water Resource

4, Ponded and Lake
1, fresh water .....

2. waste treatment .

B. Marshland ..c.ecernes

Urban
A, Urban COYe iesesssese

R, Suburban

LI AR N R Y

Transportation

B, Railroad ...eveecenass

A. Motoring .eesaceraseans

M

N

.

Table 5 , cont.

GROUND OBSERVATIONS

~Takes
~-Ponds
-Streams

~Waste treatment
~Lagoons

-‘arshland
~Hard surface material

~Hard surface material

-Trees, shrubs, grass

~-Highways
~-Highway right-of-way

~Railroad right-of-way

SCENE COMPOXENTS

~-Water

~-Effluent

~Mixed short and tall
preen vegetation
~Shallow water areas

~Roofs, streetis,
sidewalks, parking lots

~-Roofs, streets,
sidewalks

-Mixed short and tall
green vegetation

-Hard surface materials
Mixed short and tall
green vegetation

~Mixed short and tall
green vegetation

%]
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Anticipating these handicaps of the "supervised" computer training
procedure, & rore objective method of training was selected. The concept
of determining spectrally separable classes within a set of data was
decided as the objective approach to be taken in evaluating the three
sets of data, Ideally, if the maximum number of spectrally separable
classes for a set of data could be determined, then the maximum amount of
information could be obtained from & set of multispectral data. The LARS
program $WSCLAS (Wacker, 1969) was selected as the most suitable program
touanalyze a set of data for spectrally separable classes, l

The analysis of data p;ocedure {Teble 6) was identical to ;hat
described in the preliminary study (see Chepter 2, page 19) with the
exception of the substitution of a “nonesupervised" classifier program,
5K3CLAS, for the "supervised" selection of training fields. The SNSCLAS
program essentially "provides the user with the capability of eclassifyving
a limited number of data points on a nonsupervised basis" (Wacker and
Landgrebe, 1971). It is nonsupervised in tuat the researcher is not in-
volved in the process of selectioﬁ of computer training classzes. The
user must identify the classes after clustering is completed.-

To cluster (or classify) a set of data points, the user must first
select the desired number of classes to be found in the data. The points
from the specified area of data are read from Aircraft Data Storage Tapes
into the computer for processing., After the desired number of classes
are found in the data a map displaying the clustered area can be dis-
Played on the line printer. Tables containing the means and variances of

each class-as well as the pairwise separability values between all class

Dairs sre listed on the orinter output.
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Povle 6 . Analysis of data procedure.
(with program options used)

Program or

Step ~ Procedure Options
1 ANSCLAS MAX., CLASS = 35
CONVERGENCE = 100%
’ MIN., POINTS = 2
2 Regroup $iS - SEPARABILITY £ 1.0
classes
3 SSTAT
b ‘ EDIVERG BEST 4 CHANNELS
5 $CLASS
6 : ADISPLAY
7 Assignment of

classified classes
to land use categories




ANSCLAS Procedure

All twelve data channels were used in the SUSCLAS analysis in order
to maximize the use of all the available information collected. By
knoving the program requirements for computer core (Wacker, 1969}, using
all twelve channels of data, it was calculated that about 4,200 data
points could be sampled from the flightline. Assuming that the flipghtline
is 180 columns wide! and 1000 lines in length, the sampling rate is equal
to 2.5 percent.

The program oplions used in the data analysis were selected for
ease of data handling and conservation of computer time. fwo of the three
options used were "MAX. CLASS" equal to 35 classes and "COWV" (conver-
zence) equal to 100 percent. "MAX. CLASS" simply directs the progrom to
£ind 35 spectral classes {(or clusters) within the data. "CONV" is an
option for the percent of data points that must{ meet program requirements
to be used in a class assignment within the program. Tt was felt that
the extra information that may be gained by using the maximum number of
classes available in the program, which is 40 classes, with the same con-
vergence or less (100 percent or less) would not justify the increased
computer time that would be required.

Because of a limitation in the LARS program $DIVERG it was required
to reduce the number of classes to a maximum of 18 classes or less for
classification., With the use of the class separability information pro-

duced by the 3HSCLAS program a procedure was established to reduce the

! e width of the flightline was reduced by 20 columns on cach sidg
because of errors that may be encountered dus to scanner "look angle”
clfect, (Tanguuy, 1a6oc).
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initial 35 classes to 18 or less. Because HUSCLAS has the tendency to
"find" the desired number of data clusters (classes) in the data which
are most easily separated, ;t wAag deemed desirable to allow the program
to first find the maximum number of classes in the data then reduce these

classes to 18 or less manually by using a fixed separability,

Procedure for Recombininz Clustered Classes

Using the ordered list of class separsbility information from
$HSCLAS, two classes weré combined if their separability value was less
than 1.,0. The separability value of 1.0 was used hecavse it related a
ratio of unity for the distance between a pair of cluster (class) centers
and the sun of their cluster spread or variance. In theory, when the
r;tio of the distance between the class centers, D (Figure 9), to the
sun of the e¢lass variances, r + r', is equal to 1.0, the ocuter limits of
the two cluster classes are touching. For separability values between a
pair of classes of less than 1.0 the classes wvere termed spectrally
ingeparable and grouped; for those pairs of classes with separability
values greater than 1.0 the classes were termed spectrally separable and
not grouped.,

The regrouping procedure for the SHUSCLAS dérived classes started
with the pair of classes with the lowest separsbility value from the
ordered separability list. and stopped with that pair of c¢lasses with a
separability value of 1.0. A pair of clesses were not gronped together
wmtil ail member {linked) classes were linked to each other. Figure 10
shows a simplified regrouping procedure for only six classes raduced to
three. Classes A, B, C and E, T were grouped because each meuber class

. . - . - V -m N T
was linked with each other. Group £, F was not grouped with group A, B, C




Rasponse in Channel Y

Class 'B"

Mpure 9,

Response in Channel X

"

Plot of twe classes in two echannels represcnhing a
geparability value of 1,0, .
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Floare 10, Re-rrouping procedure Tor reducive giz classges to three.
(numbevrs represcnt separabilily values botween elanoon)
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becanse not all member classes were linked; for the same reascon claés D
cannot be grouped with A, B, C,

This procedure was.applied to each of the three dates of data.
The 35 SNSCIAS generated classes'for the May, July and September data
dates were reduced by the above outlined procedure to 12, 16, and 12
classes, respectively. -The mere fact that the May and September data
reduced to a fewer number of classes than did the May indicated that
the May and September data contained fewer spectrally separable classes
than did the July data. This was expected because the May data were
characterized by mostly bare soil, some green vegzetation and water,
and the September by mostly mature or harvested crops and water; how-
ever, the July data reflected many complicated green vegetation
differences, bare soils, and water.

The third option used, MIN. POINTS, egqual to 2, provided a means
by which the coordinstes (line and column number) of two or more data
points that belonged to the same SISCLAS elass were saved on computer
punch cards for input into the next computer program in the analysis,
3STAT, The MIN., POINTS option of 2 or more data points was used for
selection of every data point because of the high variances usually
associnted with classes composed of single data pointé. Frrors in data
overlay (rezistration) and lack of vurity of single data points explained

most of the high variances.
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Results and Discussion

Interpretation of classificﬁtiOn results is accomplished by
randomly selecting representative test areas of different land uses from
the multispectral data obtained for each flightline date. PFrom these
test areas the total number of land use samwle points in each different
spectrally separable computer class were tabulated. This tabulation for
each flightline date yielded the percent correct recognition of a land
use category by different spectrally sepvarable computer classes (Appendix,
Tables Bl, B2, and B3).

The assignment of a land use category to a spectrally separable
computer class is made by selecting the computer class or classes with
the hihest percentage of samples identified with that land use category.
In some cases, a land use category was not associated with any specifie
computer class and therefore, could not be differentiated for that flight
date. Conversely, several spectrally separable computer classes often
mappéd the same land use category. In this instence the computer classes
were grouped and their results summarized for the specific land use cate-
gory. A summary of the grouped spectrally separable classes for the
assigned land use categroies for their flight dates is found in Table 7.

Only one land use category was assigned to a spectrally separable
computer class because only one alphanumeric display symbol can be used
to display each computer class. This symbol was assigned to each computer
class to graphically represent its distribution on a computer printout
display for each classified flightline date (Figures lla, b,'and ¢). For
grouped computer elasses (i.e., computer classes that are assigned to the
same land use category) the same symbol is aséigned to coch compuber class

within the group.
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-Table 7. Summary of land use category assignments to $NSCLAS derived
spectrally separable computer classes.

Land
: Use
Land Use Code Spectral classes’
May July Sept.
1. Resource Production
A. Agricultural
1. crop production
A, T'OW CrOD .+ « » « + A 1,2,3,k4 6,11 3,7
b. small grain . . . . B T 2,3 1,k
2. forage production
g, NBY « + ¢ + + « v+ C 9 T 5,6
- b. pasture . + . « + . D 10 12 ——
B. Forest :
1. continuwous . « .+ . - . B 11 9,13 10,11
2, discontinuous .+ . « . F —— C 1k —
¢, Extraction . . . v . . .+ G - L, T T
II., Water Resource
A. Ponded and Lake
1. fresh water . . . . . H 8 16 _—
2, waste treatment . . , I 12 15 12
B, Marshland .+ « « « .« » o d - 8,10 8,9
111, Urban
A. Urban Core . . + « -« + . K 5,6,T 1 2
B, Suburban . .+ .+ « .« « ¢ o L. -— 5 ———

! Humbers represent the unigue spectrally separable classes for each
flight date,

* The letfer "T" represents data points that were "thresholded"
(page 25).
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Figure 11, Computer land ugse classification displays and actual land use categories present
in a representative segment of Flightline 219, )
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Bj computing the percentége of each land use category that is
associated with each computer class or grouped computer classes, an in-
dication of the recognition of each land use class is obtained (Tables
8a, 8b, and 8¢). Land use categories that are not recognized by any
computer class appear as columns of dashes. Ideally a well-mapped land
use category is characterized by‘none to very few low percentages of
"other" land use categories appearing in the same column. An example of
a well-mapped land use category is land use "I" (waste treatment) in the
May and July data flights {Tables 8a, and 8b, respectively). Although
thé)accuracy of land use category "I" for the July flight is much better
than that of the May (97% vs. 59%), both dates show that no other land
use categories are confused with the recognition of land use "I,

The accuracy of the spectrally separable computer classes in re-
cognizing a land use category is calculated by totaling the percentages
of each assigned land use category in each computer class for ecach flight
date, This information plus the aversage recognition accuracy by land use
category and by flight date is summarized in Table 9; a surmary of the
"best" computer recégnition results by land use category considering all

three flight dates is shown in Table 10.

Classification Results by Land Use Category

Agriculture: crop production: "row croo" (Code A). The crops corn
and soybeans represent the land use category '"row crop." It is mapped
best in.the May flight (Figure 1la) at an accuracy of 99 percent, This
accuracy can be attributed to the fact that all the land regresenting

this categbry is predominantly bare soil for this date, Xristof and
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Table 9. Sumﬁary of percent recognition of computer classifieation

results.

Land Use | Land Use

Category Code May July Sept.
ROW crop | A 99 25 ho
Small grain B 23 60 62
Hay C 38 99 73
Pasture : D 39 o1 | —
Forest, continuocus E a5 56 94
Forest, dis ¢0ntinuous _F - a0 -
Extraction G - . T7 al
Fresh water H Lo | 2k —_—
Waste water I 95 97 100
Marshland J - | 60 ' 15
Urban core K 68 40 25
Suburban : L — 9 ——
Average for Mapped Categories 62% 547 TL%

Overall Average ' h1% 547 s 477
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Table 10. Best overall computer classification results using all dates.

Land Use Land Use Percent
Category Code . Date Accuracy
Row crop A May 99%
Small grain B Sept. 62%
Hay C July 99%
Pasture ' D May 39%
Forest, continuous E May 95%
Fore'st, discontinuous F. | July 90%
Extraction G" Sept. ) 9h?%
Fresh water | H = May ‘ ko
Waste water s G Sept. 100%
Marshland J Sept. 5%
Urban core K May 687
Suburban L ; July 9%

Overall Average 129




zachary (1271) have shown that computer analysis techniques using multi-

spectral data have mapped bare soil from other surface covers. Row crops

are the only land use which are found as bare soil at this time of year
in Indiana.

For the other.two dates row crops were not classified very well.
The prime rcason appears to be that this land use category is not char-
acterized by crop types which are clearly distinct from other categories
{Tables 8b and 8c). The literature reported that remote sensing
technigques can distinguish well ?etween these crop types (Chapter 1,
page 5). These results were arrived at through thorough computer
training on specific crops.,  The techniques utllized in this study
did not allow such precise computer training, As this procedure is
refined, higher recognition accuracies betwsen crop types would be

expected,

Asriculture: crop production: "small grain" (Code B). This land
use category is represented by ten fields of the cover type, winter wheat
The best results (60 and 62 percent for July and Septewber, respectively)

are obtained when the crop is harvested and the fields are in stubble.

The July photography (Figure 8b) shoss indications that some of the winter

wheat fields have been repianted with a cover crop which is still green
in September (Figure 8¢)}. Aoparently the aixture of stubble and light
cover crop for the July data and the abundance of a green cover crop in
the September data improve the mappable characteristics of this class for

these dates. This information helps to explain that wheat Is confused
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with one other catepory for each date: "hay" in July and "row crop" in
September (Tables 8b and 8¢, 32 and 17 percent, respectively).

The poorest identification accuracy for this class (23 percent)
was obtained ffom the May data, The greatest confusion assceciated
with the class was "row crop” (26 percent). This confusion is probably
explained by several areas of lowlground cover in many of the wheat fields
for this date, and these areas are mapped "bare soil" as is the category
"row crop" for this date. These is also some confusion with other cate-
gories which are associated with other lush, green cover materials, in
particular, the categories "hay" and "pasture." Another possible ex-
planation to this confusion is that the ten small wheat fields did not
contribute enough training‘samples to adequately train the computer. TFor
most of the other catesmories much larger fields were available for train-
ing.

Agriculture: forage production: "hay" (Code C). Land use category

"hay" is mapped best (99 percent, Table 8b) in July and next best (73 per-
cent, Table 8¢) in'Septembér. The July classification ig mapped well and
not confused with an& other land use category, but the September data are
confused {26 percent) with the category "marshland." 1In reviewing the
photography (Figure 8c) much of the short, green maréhland vepetation
appears to resemble many hay fields. The May data yields the pooreét
accuracy (38 percent) because of much confusion (53 percent) with the

dense forest class: "forest, continucus." Two possible explanations for

this confusion are that both categories are quite green at this date and

the possibility that the tree cover 1s not dense enough such that the

Zrass around the trees is seen.
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Agriculture: forage production: "nasture” (Code D). Land use cate-

gory ”pasture" is not mapved very well for any date. It is mapped only

for the two dates May-and‘July with accuracies of 39 and 11 percent,
respectively. In the May déta "pésture" is confused with the classes
"pay" and "forest, continuous," 30 and 13 percent, respectively. The
July data show that the same confusion exists but to a much gfeater
degree; the category "pasture"-islrelated to eight other categories
{Table 8b).

Although this land use category is not assigned to any spectral

classes in the September data, it is still possible to observe the other

caterories in which it is misclassified. The largest amount of this mis-
classification ocecurs in the categories "hay" and "row crop." From the
photography for this date (Figure.Bc) it is seen that ground conditions
for pasture are very similar to some fields of corn and soybeans {class

1 1"t

row crop') and hay.

Forest: "continuous" and "discontinuous" {Codes E and F). The land

use catégory "eorest, continuous,” which is composed of heavily forested
land, is mapped best in May and September at 95 and 94 percent accuracy,
respectively (Tables 8b and 8c}. The classification on both dates is not
confused greatly with any other categories. The July data map this éate—
gory with considerably less accuracy (56 percent) because 41 percent of
this category is.mapped in the less densely forested class, "forest,
discontinuous." |

The category 'forest, discontinuous” is mapped in July with an

accuracy of 90 percent with only 10 percent assigned to the égtegory

"forest, continuous." TFor the dates May and September (Tsbles 8a and 8c)
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when this class is not mapped, the majority of its points are mapped into
the category "forest, continuous."

"Extraction"(Code G). The cgtegory'"extraction" is composed of two

small areas, totaling about 0.3 ¥m.2, locsted in the center portion of the
flightline.r The class is characterized by spoil, swampwater areas, and
low shrub and forested areas. _It is mapped best in September at 9h per-
cent accuracy. Little confusion from other categories is associated with
this category for this date; it is displayed as "blanks" in the computer

printout (Figure 1lle). A small percentage of other materials are also

displayed as blanks on the computer display. These data points represented
materials from several categories such as "urban core" and "extractiocn"
that were not recognized by the computer during classification. These

data points are referred to as "thresholded" points and are represented by
the letter "T" in Table 7.

The July data show the second best results of T7 percent for this

category, and errors showed confusion with the categories "fresh water,”

"small grain"” and "urban core” (Table 8b). Considering the overlapping of
materials included in these categories, it is reasonsable to expect con-
fusion from these categories.

For the May data this land use catepgory ié not mapped well enocugh to
be assigned to a computer class. It is confused with several categories
i such as water, bare soils, green vegetation and hard surfaced'materials.
Spring rains have raised the wéter level in the areas of "extraction," and

and computer has mapped them accurately as "water” (Figure lla).
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yater Resource: vonded and lake: "fresh water" and "waste treatment

(Godes H and I). The category "fresh water" is consistently shown to be

poorly mepped or not mapped at all, whereas the class "waste treatment'
is consistently mapped well. Studying Tables 8a, 8b, and 8¢, it is seen
that there is a close relationship bhetween these two categories. For
each of the three dates where the major percentage of "waste treatment"
is mapped there is an assoeciated high percentage of "fresh water" also
mapped: May, 100 and 99 percent; July, 98 and Tl percent, and September,
100 and 99 percent. TFrom these results it is suggested that the two
categories should be grouped together for these sets of data. In the
selected computer classification displays (Figures ila, b and ¢), these
categories are groupad,

Water Resource: "marshland™ (Code J). Marshland is charecterized

by short and tall grasses, some trees ond some water covered areas. This
category is only mapped in two dates (July and September) with 60 and 75
nercent accuracies, respectively. The July data are most associatgd with
the category "extraction” (27 percent) and the September are most asso-
ciated with the category'forest, continuous" (18 percent) and to a lesser
extent with the category "pasture" (7 percent). One would expect this
confusion due to the overlapping of materials with other categories simi-
lar to the land use category "extraction.”

Urban: "urban core" (Code K). "Urban core" is characterized by man-

made hard surface materials and an almost complete lack of green, natural
materials. This cless is mapped for all three dates. This category for
the May data, mapped with an accuracy of 68 percent, is confused most with

"o, . \ : s s o
row erop” and “small grain’, thosc categories identified largely because
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of the reflectance of baré soil. For July this category is mapped with
an accuracy of kLo percént and is confused with two catego;ies that have
some areas of bare soil or highly reflective surfaces such as "extraction"
and "small grain." "Urban Eore"'for Septenmber is mapped with only 25 per-
cent accuracy. Most of the confusion (49 percent) comes from the cate-

" "hay" and "extraction" categories

gory "small grain" with "row crop,
accounting for the remainder

Urban: "non core" (Code L). The land use category (urban) "non

' is mapped only in the July data and there with a poor accuracy of

core'
9 percent., For this date this category is confused with nine other
classes that relate to.everyrland uée category except "fresh water" and
"waste water," Similar confusion is also found in the other two dates.
The reason for this is that an urban scene is a very complex area to char-
acterize; its range in materials may include all types of natural

and man-made meterials. This explains why this category is associated
with so many different categories,

Transvortation: "motoring" and "railroad" (Codes M and N). The

table of results (Table 9) show that no test results are displayed for
these two categories. The physical area of materials representing these
categories is too small.to be purely characterized in either computer
training or test samples. The actual area covered by materials asséciated
with these categéries is one reason why these categories could-not te
mapped; the other is a problem in the registration of data channels. The
overlay of data polnts in each data channel (data registration) is usually

within *+ 2 data points. In other words, the location of a data point in .

‘a particular channel of data would be aligned within + 2 data points in

"
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another channel of data. Because of the small sized areas of these cate-
gories and the errors associated with data registration, ;t is very dif-
ficult to obtain pure samples for computer training and testing. As 1s
suggested in the preliminary stuéy conclusions (Chapter 2, page 27),
collection of data from a lower sltitude or an improvement in scanner

resolution would have to come about before good results could be obtained

for these land use categories.

Results of Best Classification for Combined Dates
Using the best classification results for each land use category,
an accuracy of T2 percent for all land use categories was obtained
{Table 10). rNo combining Sr gfouping of categories were used to arrive
at the;e results. Had computer classes been grouped to map combined
land use categories, the accuracy would have been higher.
An alternative to using only the best single classification result
for each land use category would be to use a temporal data overlay
procedure. This procedure would produce data such that each data‘point
is overlayed by the corresponding data point from each successive date
of collected data. The concept behind such a procedure is that the
information contributed by each successive data point over time is

additive. Analysis of the "layered" data could then possibly yield

better results than using any single set of data.

Evaluation of the Selected Classification Scheme
A minimunm level of accuracy in the interpretation of the data of
about 85 or 90 percent or better is suggested by Anderson (1971b). This

was suggested becaude results such as these would be nearly comparable
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with the level of accuracy attéined by the Bureau of the Census of
Agriculture. Although, for any date analyzed, the overall accuracy did
not reach 85 or 90 percent; the §h percent accuracy for July (Table 9)
is impressive considering the fact that these results were arrived at by
automatic methods.

Tt is felt that the lack of spectrally separable computer classes
contributed in two ways to the loss in accuracy of the land use
classification scheme. First, it left four land use categories
unassigned for both May and September data. The classification
accuracy of the mapped categories for these dates (Table 9), are 62 and
71 percent, respectively, but when the overall accuracies are
calculated for these dates, the accuracies dropped to Ll and 47 percent,
respectively (Table 9). Had more spectrally separable classes been
found in the data for these dates, the four unmapped land use categories
_for each date probably would have been mapped. Secondly, it crowded
some land use categories together and cFused confusion and decreased
clagsification accﬁracies.- Increasing the number of computer classes
would essentially increase the possibility of land use categories

falling into single computer classes.

Evaluatlon of the Spectrally aeparable Training Class Approach
To a Land Use Classification System

The overall desipgn of this land use classification approach is
centered around the concept that spectrally separable computer classes
are determined for a set of data. These classes are then interpreted

and used to identify and map those land use categories which they
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represent in the multispectral data. Two problems seemed to prevent this
system from operating more effectively. The first problem was the
physical overlapping of componets within land use categories. The
second, whichmay be in part a function of the first problem, was the
apparent inability for 3NEQLAS progrém to identify spectrally separahle
computer classes that could uniquely characterize single land use
categories. .

Physical overlapping of land use categories seemed to be from the
fact that componenté within some land use categories did overlap
within a land use scene. For example, the categories "forest land"
(trees) and "pasture land" (grass) are both found within the category
"urban", Little can be done'to correct misclassification within these
categories. One possible solution is to revise the classification scheme
to eliminate the categor& overlapping, but this would tend to decrease
the detail of the present classification scheme, Another possible
improvement in differentiating between categories would be to intToduce
spatial data with the spectral data. The techniques that are presently
used for this type of analysis are relatively new and for the most part,
are still in developmental stages.

The -second problem involved land use categories such as "row crop"
and "small grain" or "forest" and "hay", that (during the growing
season) should be spectrally separable from each other. Ideally, ecach
spectrally separable computer class ($NSCLAS selected classes) should
characterize only one land use category; in very few cases is it found
that a land use category is identified "purely." In other wWords, no

Other category should be found in a column or row for a particular land
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use category (Tables 8a, Bb, and 8e¢). Each of these three tables should
have & diagonal of highly correct identification percentages for each
"identified” land use category; it would be said then, that each land

use category was mapped "purely.” In the July and September data

(Tables 8b and 8c), this is not the case. The overlapping or
confusion between these categories seems to relate to the problem of
the program $NSCLAS not being able to determine spectrally separable
computer classes that adequate