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Abstract

In this paper the problem of discrete and continuous state estimation for a class of uncertain switched LPV systems is
addressed. Parameter identification techniques are applied to realize an approximate identification of the scheduled parameters
of a switched LPV system with certain uncertainties and/or disturbances. A discrete state estimation is achieved using the
parameter identification. A Luenberger-like hybrid observer, based on discrete state information and LMIs approach, is used
for the continuous state estimation. The simplicity of the proposed method is one of the main advantages of this paper. The
feasibility of the proposed method is illustrated by simulations.
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1 INTRODUCTION

In the last two decades, the linear parameter varying
(LPV) systems have received a lot of the attention from
the control area [17]. Such a kind of systems was intro-
duced by [25] in order to establish a difference between
linear time invariant and linear time varying systems.
LPV systems represent a class of linear systems whose
state/input matrices depend on a set of time varying pa-
rameters which can be measured in real time. For pro-
cesses with mild nonlinearities or dependence on exter-
nal variables, it has been shown that LPV equivalent
representation offers an attractive modeling framework.
The practical use of LPV systems is stimulated by the
fact that control design for LPV systems is well known
(see, e.g. gain scheduling [23], µ−synthesis [30], and lin-
ear matrix inequalities (LMIs) based optimal control
[24]) since these systems allow us to apply linear design
tools to complex nonlinear models. Closely related to
the LPV systems, the switched systems are described by
the interaction of continuous and discrete state dynam-

? This work has been partially presented at 2014 American
Control Conference [22]. Corresponding author H. Ŕıos.

ics. This kind of systems has been widely studied dur-
ing the last decades since they can be used to describe a
wide range of physical and engineering systems (see, e.g.
[11]). However, for an LPV system with a large parame-
ter variation region, a single controller may not exist or
the numerical routines for solution calculation may fail
to converge. If such a controller exist, the performance
may be sacrificed, in some parameter regions, trying to
design a single controller that is able to act over the
whole region. A reasonable approach to avoid this kind
of problems is to design several LPV systems and con-
trollers, each of them suitable for a specific parameter
subregion, and changing among them to fulfill certain
possible performance. Then, such a model belongs to a
new kind of systems, switched LPV systems. In this con-
text, the switched LPV systems have attracted the at-
tention of many researchers and many results have been
achieved about multi-Lyapunov functions for analysis,
controller design, and modelling for such systems (see,
e.g. [6], [15], [28] where the asynchronous switching esti-
mation problem has been proposed for the first time and
the used multiple Lyapunov-like functions approach is
allowed to be locally increasable upon which the asyn-
chronous switched filter/observer can be designed, and
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[29]). On the control design, the switched LPV control
techniques allow us to use different controllers for each
parameter subregion and switch among them according
to the evolution of the discrete state. This technique is
also beneficial in order to improve the control perfor-
mance and enhance the design flexibility (see, e.g. [7]
and [16]). Nevertheless, most of the switched LPV con-
trol approaches are designed taking into account that
the discrete state (switching law) is independent of the
system parameters, i.e. it is known. For this reason,
the knowledge of the discrete state becomes crucial. For
switched systems, the discrete state estimation problem
has been dealt with in many works. Usually, an observer
scheme is designed to estimate the discrete state and
then, based on this information, the continuous one can
be reconstructed (see, e.g. based on sliding mode ob-
server approach [1], [4], and on algebraic approach [3]).
The reverse procedure can also be applied, i.e. discrete
state estimation based on the continuous state informa-
tion, as it is described by [19] and [21], based on sliding
mode observers. In [27] necessary and sufficient condi-
tions for a linear switched systems to be invertible are
proposed, i.e. condition for recovering the switching sig-
nal (discrete state) and the input uniquely. However, to
the best of our knowledge, the discrete and continuous
state estimation problem in switched LPV systems has
not been fully tackled yet. Motivated in the previous
explanations and by some recent practical applications
(active magnetic bearing systems [15], missile autopilot
systems [12], F-16 aircraft system [16], wind turbine [10],
and air path system of diesel engine [13]), in this paper
the problem of discrete and continuous state estimation
for switched LPV systems is addressed. In such systems
the discrete state is unknown, and the system behavior
can be represented by the interaction of LPV subsystems
with unmeasured vector of time-varying scheduling pa-
rameters (continuous dynamics) and some commutation
operating modes (discrete dynamics).

Main Contribution: A solution to the problem of
discrete and continuous state estimation for a class of
switched LPV systems under uncertainties is proposed
by means of parameter identification techniques and a
Luenberger-like hybrid observer, respectively. Taking
into account that the time-varying vector of scheduling
parameters is unmeasurable, the basic idea to fulfill the
aforementioned goal is as follows: 1) The discrete state
estimation is achieved by means of the identification of
the system parameters (assuming that the parameters
lie on different known regions of the parameter space).
2) The continuous state is estimated by means of a
hybrid observer that uses the discrete state information.

For the parameter identification, a simple Least Square
Method is proposed. Due to one of the objectives is to
obtain a practical solution, a simple algorithm is ap-
plied. However, the simplicity of the proposed method
is one of the main advantages of this work. For the hy-
brid observer, a Luenberger-like approach is used based

on LMIs. Simulation results illustrate the feasibility of
the proposed methods.

Structure of the Paper: Section 2 deals with the prob-
lem statement and some preliminaries. In section 3 the
parameter identification method is described and the al-
gorithm to estimate the discrete state is given. Section 4
shows how to design an observer to estimate the continu-
ous state. The simulation results are shown in section 5.
Finally, some concluding remarks are given in section 6.

Notation: For a vector x ∈ Rn, the symbol ‖·‖∞ de-
notes the infinity norm, i.e. ‖x‖∞ = max (|x1| , ..., |xn|).
The Euclidean norm is denoted by ‖·‖2. Let R+ =
{t ∈ R : t ≥ 0}. For a locally essentially bounded input
u : R+ → R the symbol ‖u‖[t0,t1] denotes its L∞ norm,

i.e. ‖u‖[t0,t1] = ess supt∈[t0,t1] ‖u(t)‖2, if t1 = +∞ then

the symbol ‖u‖ will be used. Denote by L∞ the set of
all inputs u that satisfy ‖u‖ < +∞. The convolution
operation ∗, on two functions f and g, is defined as

f(t) ∗ g(t) =
∫ t
0
f(τ)g(t − τ)dτ . The 1-norm for a func-

tion f : [a, b] → R is defined by ‖f‖1 =
∫ b
a
|f(t)| dt. For

a matrix Q ∈ Rm×n, the induced matrix norm is defined
by ‖Q‖m =

√
λmax(QTQ), where λmax is the maximum

eigenvalue of QTQ.

2 PROBLEM STATEMENT

In this work the following switched LPV system is con-
sidered 1 :

y(n)(t) = −
n−1∑
i=0

ai (σ(t), ρ(t)) y(i)(t)

+

m∑
j=0

bj (σ(t), ρ(t))u(j)(t) + ε(t), (1)

where y, u ∈ R, are the output and the input, re-
spectively, generated by the switched LPV system. The
term ε(t) ∈ L∞ represents uncertainties, disturbances
and/or high frequency perturbations (possible effects of
the noise in the input/output reflected in y(n)(t)) in the
system, and it is considered that the following assump-
tion holds:

Assumption 1 The uncertain term ε(t) is essentially
bounded, i.e. ‖ε‖ ≤ ε+, where ε+ is a known positive
constant.

The so-called “discrete state” σ(t) : R+ → Q =
{1, ..., q} determines the current system dynam-
ics among the possible q “operating modes”. The

1 In the literature there exist works dealing with the trans-
formation of time varying systems to canonical forms, as in
(1), see, e.g. [20] and [26].
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unknown scheduling parameter is represented by
ρ(t) : R+ → Θ ⊆ R and it belongs to L∞. The parame-
ters a0 : Q×Θ → Iσa0 ⊆ R, a1 : Q×Θ → Iσa1 ⊆ R, . . . ,
an−1 : Q×Θ→ Iσan−1

⊆ R, and b0 : Q×Θ→ Iσb0 ⊆ R,
b1 : Q × Θ → Iσb1 ⊆ R, . . . , bm : Q × Θ → Iσbm ⊆ R
are unknown, where Iσ(·) are given compact sets. The

parameters {ai(σ, ρ(t))}n−1i=0 and {bj(σ, ρ(t))}mj=0 evolve

in a compact set Ωσ = Iσa0× . . .× I
σ
an−1
× Iσb0× . . .× I

σ
bm

,
which changes when σ takes different values in Q. In
the following, it is assumed that time-varying vector
of scheduling parameters is not accessible for measure-
ments and only the domains Ωσ are known for every
value of σ in Q. The aim of this paper is to estimate the
discrete state σ(t) by the measurements of the output
y(t) and input u(t). Then, estimate the continuous state,
i.e. y(k) for k = 0, 1, ..., n− 1.

2.1 Preliminaries

Define the parameter vector for the discrete state σ as

θ(σ, ρ(t)) = [a0(·), . . . , an−1(·), b0(·), . . . , bm(·)]T ∈ Ωσ.
Some definitions for distinguishability and observability
of the discrete state are introduced in the following.

Definition 1 Distinguishability of the system. The
system (1) is called distinguishable, if for every pair (i, j),

the identity y (t, θ(i, ρ(t))) = y(t, θ̃(j, ρ(t))), ∀t ∈ [t1, t2],

implies that i = j, and θ, θ̃ ∈ Ωi, for a given input u and
i, j ∈ Q, for ∀t ∈ [t1, t2].

Definition 2 Observability of the discrete state.
The discrete state σ(t) is observable if the system (1) is
distinguishable, and θ(σ(t), ρ(t)) 6∈

(
Ω1 ∩ · · · ∩ Ωq

)
dur-

ing any time interval (see Fig. 1).

Fig. 1 depicts the discrete state observability definition.
Note that θ(σ(t), ρ(t)) may cross the set

(
Ω1 ∩ · · · ∩ Ωq

)
for an instant of time, e.g. due to the switchings, but
while θ(σ(t), ρ(t)) does not remain in

(
Ω1 ∩ · · · ∩ Ωq

)
during any time interval, the discrete state will be ob-
servable (see Fig. 1 left top case). On the contrary, if
θ(σ(t), ρ(t)) belongs to

(
Ω1 ∩ · · · ∩ Ωq

)
during a time in-

terval (as in Fig. 1 right top case), the discrete state will
not be observable over this time interval.

2.2 Description of the Proposed Solution

The system (1) can be written in the regressor form as

y(n)(t) = θ (σ(t), ρ(t))φ(t) + ε(t), (2)

where θ (·) ∈ R1×r is the unknown varying parame-

ter vector, and φ(t) = [ y(t), · · · , y(n−1)(t), u(t), · · · ,
u(m)(t)]T ∈ Rr×1 is the regressor vector, where r =
n+m+1. It is considered that the following assumption
holds.
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Fig. 1. Observability of the discrete state. From the
geometric point of view, it is easy to see that the discrete
state is observable for every θ, if Ωi ∩ Ωj = ∅ (the triv-
ial case - bottom graph). The first two graphs correspond to
the case Ωi ∩ Ωj 6= ∅. The top one illustrates an observ-
able discrete state case with non-empty intersections, i.e.
θ(σ(t), ρ(t)) 6∈

(
Ωi ∩ Ωj

)
during any time interval, and the

middle one depicts an unobservable discrete state case.

Assumption 2 The time derivative of the parameter
vector is essentially bounded, i.e. ‖θ̇ (σ(t), ρ(t)) ‖2 ≤ εθ,
for almost all t ≥ 0, with a known positive constant εθ.

The discrete state estimation problem can be solved if
it is possible to identify the unknown parameter vector
θ (σ(t), ρ(t)) under the assumption that the domains Ωσ

for all σ ∈ Q are known and the conditions of Definitions
1 and 2 are satisfied for all t ≥ 0.

Remark 1 Note that the main objective is to realize a
good discrete state estimation and to do that it is not
needed to identify the parameters exactly. It is only nec-
essary to provide an approximate estimation with a suffi-
ciently small error that allows to distinguish between the
discrete states (see an example in Fig. 2). However, a
large error in the parameter identification could yield a
considerable error in the continuous state estimation.

3 DISCRETE STATE ESTIMATION

In the literature there exist many methods to identify
constant and varying parameters, and the most popu-
lar ones belong to the group of least squares (LS) meth-
ods (e.g., non-recursive method of LS, recursive meth-
ods of LS, method of weighted LS, exponential forget-
ting with constant forgetting factor, exponential forget-
ting with variable forgetting factor, etc.). There exist

3
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Fig. 2. Distinguishable sets Ωσ(t) with error. In the graph
the maximum parameter identification error is represented

by the variable δ and the parameter estimation by θ̂LS, so
the estimation process will allow us to identify the set of
parameters with a bounded estimation error of order δ (sets

Ωiδ and Ωjδ), that is represented by the volume enclosed by

dotted line. Note that Ωi∩Ωj = ∅ while Ωiδ∩Ωjδ 6= ∅. However,

since θ̂LS(σ(t), ρ(t)) 6∈ Ωiδ ∩ Ωjδ it is possible to estimate the
discrete state.

also many modifications of the LS methods (e.g., method
of generalized LS, method of extended LS, method of
bias correction, instrumental variables method, etc.),
and bayesian method, maximum likelihood methods, ex-
tended Kalman filter, modulating functions methods,
subspace methods, etc. (see, e.g., [8] and [14]).

Note that to solve the formulated problem in this paper,
it is possible to use any method that allows us to iden-
tify the parameters with such a sufficiently small error
that it is possible to distinguish the discrete state σ(t).
It is necessary to mention that the objective is not to re-
alize a good parameter identification for θ (·) but a good
estimation of σ(t). In the following, the used parameter
identification method is described.

3.1 Description of the Parameter Identification

Consider system (2) and apply the mean value theorem
to each entry of θ (σ(t), ρ(t)). Then, (2) can be rewritten,
for all t ∈ [t0, t0 + T ], as:

y(n)(t) =
[
θ (t0) + (t− t0)θ̇ (c(t))

]
φ(t) + ε(t), (3)

where θ̇ (c(t)) = [ ȧ0 (c0(t)) , ȧ1 (c1(t)) , . . . , ḃm (cr(t)) ],

{ci(t)}ri=1 ∈ (t0, t0 + T ) represent time varying val-
ues for each component of θ (σ(t), ρ(t)), θ (t0) =
θ (σ(t0), ρ(t0)), and T is a positive constant that de-
fines a time window in which it is expected that the
parameter identification is carried out. Note that if the
derivatives of the output y(t) and the input u(t) are
directly measurable, these values can be entered di-
rectly into the regressor vector φ(t) and therefore the
classical LS method can be applied directly to estimate

θ (t0) on [t0, t0 + T ]. However, the derivatives are not
measurable, the parameters are time variant, and there
exist some uncertainties, disturbances or/and noise.
Therefore, some considerations have to be made.

Firstly, in order to avoid the direct calculation of the
derivatives of the output and input, the state variable
filter approach is used [8]. The main idea is to filter the
output signal y(t) and input signal u(t) with the same
stable Butterworth low-pass filter 2 that has the follow-
ing structure in the Laplace domain:

F (s) =
1

1 + λ1s+ · · ·+ λpsp
, (4)

where p = max(n,m + 1), and the design of the filter
parameters λk is free (stable filter). For example, one can
set the design parameters so that F (s) has an arbitrary
cut-off frequency ωc, and the form:

F (s) =
1∏

j

(
1 + αj

s
ωc

+ βj
s2

ω2
c

) ,
with the coefficients being:

• Even p: {αj}p/2j=1 =
{

2 cos (2j−1)π
2p

}p/2
j=1

,
{
βj
}p/2
j=1

= 1.

• Odd p: α1 = 1, {αj}(p+1)/2
j=2 =

{
2 cos (j−1)π

p

}(p+1)/2

j=2
,

β1 = 0,
{
βj
}(p+1)/2

j=2
= 1.

After filtering, system (3), for all t ∈ [t0, t0 + T ], be-
comes:

Y (t) = θ (t0) Ψ(t) + Θ(t) + Ξ(t), (5)

where Y (t) = f(t) ∗ y(n)(t), Ψ(t) = f(t) ∗ φ(t), Θ(t) =

f(t) ∗ ((t − t0)θ̇ (σ (ci(t)) , ρ (ci(t)))φ(t)), and Ξ(t) =
f(t)∗ε(t), where f(t) is the impulse response of the filter
(4). If it is assumed that the uncertain terms Θ(t) and
Ξ(t), are equal to zero, then, post-multiplying by ΨT (t)
and integrating, it is obtained∫ t0+T

t0

Y (τ)ΨT (τ)dτ = θ (t0)

∫ t0+T

t0

Ψ(τ)ΨT (τ)dτ,

where T is a positive constant that defines the time win-
dow of identification. Thus, the classical LS Method can
be applied to estimate the term θ (t0), i.e.

θ̂LS(t0) =

∫ t0+T

t0

Y (τ)ΨT (τ)dτΥ−1, (6)

2 One can choose a Butterworth low-pass filter or any other
type of low-pass filter, e.g. Bessel, Chebyshev, etc. (see, e.g.
[5]).
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with Υ =
∫ t0+T
t0

Ψ(τ)ΨT (τ)dτ . In order to implement

(6) it is necessary to construct the new regressor vector
Ψ(t) and the term Y (t), with this aim, the state variable
filter approach is used.

3.1.1 State Variable Filter Design.

The principle of state variable filters is to use a low-pass
filter that damps out the higher frequency noise and
transform it into a state space representation, such that
the states are the derivatives of the filter output, i.e. the
filtered signal. They are designed to suppress any noise
above the cut-off frequency.

Consider that the regressor vector has the following
structure

Ψ(t) =
[
yf0(t), ... , yfn−1

(t), uf0(t), ... , ufm(t)
]T
.

The elements of the vector Ψ(t) can be easily obtained as
the state variables of the following state space systems,
which represent the controllable canonical form of the
filter (4), i.e.

ẏF (t) = AyF (t) + by(t), (7)

u̇F (t) = AuF (t) + bu(t), (8)

where yF (t) = [ yf0(t), ... , yfp−1
(t) ]T ∈ Rp and

uF (t) = [ uf0(t), ... , ufp−1(t) ]T ∈ Rp and

A =



0 1 0 · · · 0

0 0 1 · · · 0

...
...

...
. . .

...

0 0 0 · · · 1

− 1
λp
− λ1
λp
− λ2
λp
· · · −λp−1

λp


, b =



0

0

...

0

1
λp


.

Note that, since ẏfp−1
(t) = yfp(t), ẏfp(t) can be con-

structed as follows:

ẏfp(t) =

[
− 1

λp
,−λ1

λp
, ...,−λp−1

λp

]
yF (t) +

1

λp
y(t). (9)

For the linear time-invariant systems (7), in the same
way for (8); assuming that the filter initial conditions are
equal to zero, it is possible to express the n and m + 1
transfer functions, respectively, as follows:

Yfi(s) =
si

1 + λ1s+ · · ·+ λpsp
Y (s), i = 0, ..., n− 1.

Ufj (s) =
sj

1 + λ1s+ · · ·+ λpsp
U(s), j = 0, ...,m.

In order to calculate the filter transient time ξ is nec-
essary to consider the Laplace transformation existence

of the corresponding input filter, i.e. the convergence of∫∞
0
|y(t)| e−αtdt, for α > 0. It is well-known that this

integral converges if |y(t)| < Γe%t, ∀t > 0, some Γ > 0,
and α > %; in the same way for u(t). In this sense, if the
corresponding filter input satisfies such a condition then
the following procedure is proposed to calculate the fil-
ter transient time:

1. Design the parameters for filter (4).
2. Express the filter inputs, i.e. y(t) and u(t), in the

Laplace domain.
3. Obtain the corresponding transfer functions, i.e.
Yf0(s), . . . , Yfn−1(s) and Uf0(s), . . . , Ufm(s) 3 .

4. Obtain the partial fraction expansion for each transfer
function.

5. Apply the inverse Laplace transformation for each
transfer function.

6. Identify the transient part for each solution yf0(t), . . . ,
yfn−1

(t) and uf0(t), . . . , ufm(t), respectively.
7. Calculate the transient time 4 for each solution, i.e.
ξy0 , . . . , ξyn−1

and ξu0
, . . . , ξum , assuming a tolerance

band.
8. Define ξ as the slowest transient time.

Otherwise:

1. Design the parameters for filter (4).
2. Simulate the state space systems (7) and (8) with their

corresponding inputs.
3. Calculate by simulation the transient time for each so-

lution, i.e. ξy0 , . . . , ξyn−1
and ξu0

, . . . , ξum , assuming
a tolerance band.

4. Define ξ as the slowest transient time.

Note that it is possible to modify the corresponding tran-
sient times by adjusting the filter parameters (analyti-
cally or by simulation). However, there will be a trade-
off between the desired transient time and the corre-
sponding cut-off frequency. It is also worth highlighting
two points of the first procedure: 1) this procedure can
be applied for any filter input signal with a Laplace do-
main representation, and 2) most of these signals, for
conventional parametric identification, are sinusoidal.
Moreover, most of the physically feasible inputs can be
expressed as a sum of the basic signals which have a
representation in the Laplace domain, i.e. step, ramp,

3 The state space systems (7)-(8) provide p elements, i.e.
yf0(t), ..., yfp−1(t), and uf0(t), ..., ufp−1(t), respectively. Nev-
ertheless, only the first n and m+ 1 elements will be taken
to construct the regressor vector Ψ(t).
4 This transient time does not correspond with the defini-
tion of settling time given for linear systems with constant
inputs but, for this case, it is possible to calculate it ana-
lytically since in general yF (t) = eAtyFt(t) + yFp(t), where

eAtyFt(t) represents the transient of the solution, and yFp(t)
the permanent part, i.e. the filtered signal; in the same way
for uF (t).
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parabola and sinusoidal signals. If this is not the case, it
is possible to adjust ξ by trial and error method.

Let us suppose that the following assumptions are sat-
isfied.

Assumption 3 The regressor vector φ is essentially
bounded, i.e. ‖φ(t)‖2 ≤ φ+, for almost all t ≥ 0, with a

known constant φ+ > 0.

Assumption 4 The vector Ψ(t) satisfies the following
persistent excitation condition:

η2I ≥
1

T

∫ t0+T

t0

Ψ(τ)ΨT (τ)dτ ≥ η1I, (10)

for some scalars 0 < η1 ≤ η2, for some T > 0, and all
t0 ≥ 0.

Assumptions 3 and 4 make reference to the excitation
level. The level of excitation can be calculated on-line
by means of many excitation signals which have been
extensively studied in the literature (see, e.g. [14]). Now
the following theorem about parameter identification is
established.

Theorem 1 Consider system (5) and the LS method
(6). Let Assumptions 1-4 be satisfied. Then, after the
transient time ξ, the parameter estimation error is
bounded, i.e.

‖θ̃ (t0) ‖2 ≤
T ‖f‖1 ‖Ψ‖2

η2

(
εθφ

+ +
ε+

T

)
, (11)

where θ̃ (·) = θ̂LS (t0)− θ (t0).

Proof. The proof is constructive. Post-multiplying (5)
by Ψ(t) and integrating, it is obtained

∫ t0+T

t0

Y (τ)ΨT (τ)dτ = θ (t0)

∫ t0+T

t0

Ψ(τ)ΨT (τ)dτ

+

∫ t0+T

t0

Θ(τ)ΨT (τ)dτ +

∫ t0+T

t0

Ξ(τ)ΨT (τ)dτ.

Solving for θ (t0), it gives

θ (t0) =

[∫ t0+T

t0

Y (τ)ΨT (τ)dτ −
∫ t0+T

t0

Θ(τ)ΨT (τ)dτ

−
∫ t0+T

t0

Ξ(τ)ΨT (τ)dτ

]
Υ−1. (12)

By comparing (6) and (12) the estimation error θ̃ (t0)

has the following form:

θ̃ (t0) =

∫ t0+T

t0

Θ(τ)ΨT (τ)dτΥ−1

+

∫ t0+T

t0

Ξ(τ)ΨT (τ)dτΥ−1,

The norm of the estimation error is given by:

‖θ̃ (t0) ‖2 ≤
∫ t0+T

t0

‖Θ(τ)‖2
∥∥ΨT (τ)

∥∥
2
dτ ‖Υ‖−1m

+

∫ t0+T

t0

‖Ξ(τ)‖2
∥∥ΨT (τ)

∥∥
2
dτ ‖Υ‖−1m .

Taking into account that the term Ψ is known or measur-
able, its norm can be easily calculated. Moreover, con-
sidering the fact that ‖f ∗ g‖2 ≤ ‖f‖1 ‖g‖2 (see, e.g. [2]),
if the Assumption 4 holds, it will be obtained that

‖θ̃ (t0) ‖2 ≤
T

η2
‖f‖1 ‖θ̇‖2 ‖φ‖2 ‖Ψ‖2+

1

η2
‖f‖1 ‖ε‖2 ‖Ψ‖2 .

Considering the bounds for θ̇ (·) and ε(t), and Assump-

tion 3, ‖θ̃ (t0) ‖ can be written as

‖θ̃ (t0) ‖2 ≤
T ‖f‖1 ‖Ψ‖2

η2

(
εθφ

+ +
ε+

T

)
.

Thus, theorem 1 is proven.

3.2 Parameter Identification on the Switching
Times

It is clear that during the time interval [ξ, t1) the es-
tablished in the Theorem 1 is true. Nevertheless, on the
switching times the condition ‖θ̇‖2 ≤ εθ, from Assump-
tion 2, may not be valid, so the estimation error can be
higher. However, it is possible to consider the switches
(the jumps in the parameter vector) as the beginning
of a new process or a change in the initial conditions.
Therefore, when a switch happens it is necessary to wait
again T + ξ units of time so that the Theorem 1 and
its conditions are satisfied and to ensure again that the
parameter identification error is bounded by (11).

Taking into account previous explanations the following
minimal dwell time definition and assumption are estab-
lished.

Definition 3 The minimal dwell time is a constant Tδ >
0. A switching signal is said to satisfy the minimal dwell
time property if switching times t1, t2, . . . fulfill the in-
equality tj+1 − tj ≥ Tδ for all j ≥ 1 [11].
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Assumption 5 Assume that the signal σ(t) satisfies the
minimal dwell time property, such that tj+1 − tj ≥ Tδ >
T + ξ+ ζ for all j ≥ 1, with a small positive constant ζ.

3.3 Discrete State Estimation

Once the parameters estimation is obtained with its cor-
responding error bound it is possible to use this informa-
tion to estimate the discrete state. The Algorithm 1 de-
scribes the way in which the discrete state is estimated.

Algorithm 1. Discrete State Estimation

1: Design the parameters λk for filter (4)
2: Identify the time T for which Asm. 4 holds

3: Compute and construct Ωσδ
4: Calculate θ̂LS (kh) for k = 1, 2, ... such that kh > T + ξ
5: σ̂(t) = 0 ∀t ∈ [0, T + ξ)

6: for k = 1, 2, ..., such that kh > T + ξ
7: for all i, j = 1, ..., q such that i 6= j

8: if θ̂LS ((k + 1)h) ∈ Ωiδ and θ̂LS (kh) ∈ Ωiδ then

9: if θ̂LS((k + 1)h) ∈ (Ωiδ ∩ Ωjδ) and

θ̂LS(kh) ∈ (Ωiδ ∩ Ωjδ) then

10: σ̂ ((k + 1)h) = σ̂ (kh)

11: else

12: σ̂ ((k + 1)h) = i

13: end if

14: else

15: σ̂ ((k + 1)h) = σ̂ (kh)

16: end if

17: end for

18: end for

19: end algorithm

Remark 2 In Algorithm 1, the sample time is repre-
sented by h. The domains Ωσδ , for each σ = 1, . . . , q, are
defined as follows (see Fig. 3), while Ωσδ = (Iσa0+[−δ, δ])×
. . .×(Iσan−1

+[−δ, δ])×(Iσb0+[−δ, δ])×. . .×(Iσbm+[−δ, δ]),
with δ = ‖θ̃‖∞ ≤ ‖θ̃‖2/

√
r (the maximum parameter

identification error), where r = n+m+ 1.

Note that if the Assumption 5 is satisfied and the dis-
crete state σ(t) is observable according to Definition 2,
then the Algorithm 1 provides a finite time estimation.

Moreover, if θ̂LS(σ(t), ρ(t)) 6∈ Ωiδ ∩Ωiδ, an exact discrete
state estimation is achieved.

3.3.1 Discussion about the algorithm

1. The discrete state estimation is carried out by means

of the parameter estimation θ̂LS (·) and the knowl-
edge of the sets Ωσ. However, the key point for dis-
crete state estimation consists of the sets Ωσδ generated
due to the identification error. It has already been de-
fined that the discrete state is observable if every pair
(i, j) of systems is distinguishable and θ(σ(t), ρ(t)) 6∈(
Ω1 ∩ · · · ∩ Ωq

)
during any time interval.

Nevertheless, since θ̂LS (·) is used to estimate the
discrete state, now it is necessary to verify that

𝒕 

𝒂𝟎 

𝒃𝟎 

𝛀𝒋 𝜹 
𝛀𝒊 𝜹 

𝛀𝐢 

𝛀𝒋 

𝛀𝐢 ∩ 𝛀𝐣 = ∅ 

𝛀𝒊 ∩ 𝛀𝐣 ≠ ∅ 
𝜹 𝜹 

𝛉 𝑳𝑺(𝛔 𝐭 , 𝛒(𝐭)) 

Fig. 3. Discrete state estimation. Note that, even though
Ωi ∩ Ωj = ∅, the error might produce an intersection
Ωiδ ∩ Ωjδ 6= ∅. However, with only one parameter being out
of such an intersection, it will be sufficient to estimate the
discrete state correctly.

θ̂LS(·) 6∈
(
Ω1
δ ∩ · · · ∩ Ωqδ

)
during any time interval

(see Fig. 2). Note that it is not possible to predict if
such a condition will hold, but it is possible to check
it online. In this way, Algorithm 1 foresees such a

situation and when θ̂LS(·) ∈
(
Ω1
δ ∩ · · · ∩ Ωqδ

)
holds in

some time intervals (see Fig. 3), the last correct value
σ̂ (kh) is assigned to the next value σ̂ ((k + 1)h). It

is clear that when θ̂LS(·) ∈
(
Ω1
δ ∩ · · · ∩ Ωqδ

)
in some

time intervals 5 , Algorithm 1 does not guarantee a
correct discrete state estimation but neither assures
a wrong estimation.

2. An example of the estimation that provides Algorithm
1 is the one that appears in Fig. 4. Note that it is only
possible to ensure that the discrete state estimation
is correct after T + ξ + ζ units of time, i.e. the sum
of the time identification window plus the filter tran-
sient time plus a small positive constant 6 . This is due
to the fact that if a switching takes place inside an in-
terval [tj , tj + T + ξ), the parameter identification is
in general not correct. Therefore, the assumption on
the minimum dwell time had to be considered.

3. Due to one of the objectives is to obtain a practical so-
lution, a simple algorithm is provided. Therefore, the
main advantage of the given method is its simplicity.
Note that simplicity is not a shortage, it is exactly
the inverse since it is possible to obtain a good result
without need to use a more complex method.

5 It is worth saying it is enough that only one element

of θ̂LS(·) is out of the intersection so that the condition

θ̂LS(·) 6∈
(
Ω1
δ ∩ · · · ∩ Ωqδ

)
is fulfilled. Therefore, if the param-

eter estimation error is sufficiently small and just one param-
eter allows us to satisfy such a condition, the estimation of
the discrete state will be achieved. From this point of view,
such a condition is not so restrictive.
6 For the purpose of implementation, based on Algorithm
1 and dwell time property, it is considered that ζ is three
times the sampling time, i.e. ζ = 3h.
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𝒕𝟏 

𝒕𝟐 

𝑻 + 𝝃 𝒕𝟏 + 𝑻 + 𝝃 𝒕𝟐 + 𝑻 + 𝝃 

𝒕𝟏 + 𝑻 + 𝝃 + 𝜻 

𝒕𝟐 − 𝒕𝟏 ≥ 𝑻𝜹 > 𝑻 + 𝝃 + 𝜻 
 

𝑻 + 𝝃 + 𝜻 

𝒕𝟐 + 𝑻 + 𝝃 + 𝜻 

𝒕 

Fig. 4. Dwell time. Note that when a change between sets
Ωσδ is detected the discrete state estimation is maintained in
the past value.

4 CONTINUOUS STATE ESTIMATION

Suppose that system (1) is given in the form

y(n)(t) = −
n−1∑
i=0

ai (σ(t), ρ(t)) y(i)(t)

+ b0 (σ(t), ρ(t))u(t) + ε(t), (13)

where ε(t) =
∑n−1
i=0 a

δ
i y

(i)(t) + b0 (σ(t), ρ(t)) ν1(t), with
aδ0, a

δ
1, . . . , a

δ
n−1 representing some constant parame-

ter uncertainties with respect to the nominal values
a0 (·) , a1 (·) , . . . , an−1 (·), and ν1(t) ∈ L∞ an input
noise satisfying ‖ν1‖ ≤ ν+, with ν+ a known positive
constant. Based on the realization theory of observabil-
ity canonical forms, an equivalent state-space form can
be written as follows

ẋ = A(t)x+Aδx+B (t) (u+ ν1) , (14)

y = Cx, ȳ = y + ν2, (15)

where x ∈ Rn, y, u ∈ R are the state vector, the out-
put and the input, respectively. For sake of readabil-
ity, from now onward A(t) = A (σ(t), θ(t)) and B(t) =
B (σ(t), θ(t)). It is considered that ȳ ∈ R is the available
measurable output with the noise ν2(t) satisfying ‖ν2‖ ≤
ν+, just like the input noise. The matrix Aδ contains the
constant parameter uncertainties aδ0, a

δ
1, . . . , a

δ
n−1. Ma-

trices A(t), Aδ, B(t) and C have corresponding dimen-
sions and the following structure:

A (t) =



0 1 0 · · · 0

0 0 1 · · · 0

...
...

...
. . .

...

0 0 0 · · · 1

−a0 (·) −a1 (·) −a2 (·) · · · −an−1 (·)


,

Aδ =



0 0 0 · · · 0

0 0 0 · · · 0

...
...

...
. . .

...

0 0 0 · · · 0

aδ0 a
δ
1 a

δ
2 · · · aδn−1


, B (t) =


0

0

...

b0 (·)

 ,

C =
[

1 0 · · · 0
]
.

It is clear that the state-space realization (14)-(15) is in
the observable canonical form. Now, let us describe the
continuous state observer design. Consider the following
hybrid observer

˙̂x = Â(t)x̂+ B̂(t)u+ L (σ̂(t)) (ȳ − Cx̂) , (16)

ŷ = Cx̂, (17)

where x̂ ∈ Rn, ŷ ∈ R, the design matrix L(·) ∈ Rn×1,

and the observer matrices, Â(t) and B̂(t), are the esti-
mated system matrices obtained by the parameter iden-
tification method. The following assumptions ensure the
possibility for continuous state estimation.

Assumption 6 The matrices of the system (14) satisfy
the following convex sum properties:

A (t) =
∑k
i=1 µ

a
i (σ(t), θ(t))A

σ(t)
i ,∑k

i=1 µ
a
i (σ(t), θ(t)) = 1,

B (t) =
∑k
i=1 µ

b
i (σ(t), θ(t))B

σ(t)
i ,∑k

i=1 µ
b
i (σ(t), θ(t)) = 1,

where µai (·), µbi (·) are the unknown weighting functions,

and A
σ(t)
i , B

σ(t)
i are known constant matrices for each σ

and for all θ(t) ∈
(
Ω1 ∪ · · · ∪ Ωq

)
.

In order to deduce the matrices A
σ(t)
i , B

σ(t)
i a convex

polytopic method is used (see, e.g. the method given in
[18], which allows us to embed LPV matrices into a con-
vex polytope of constant matrices). This method com-

putes the matrices A
σ(t)
i , B

σ(t)
i only with the informa-

tion on the given closed intervals I
σ(t)
(·) .

Assumption 7 The parameter identification error on
the system matrices is bounded, i.e.

‖∆A(t)‖m ≤ δA, ‖∆B(t)‖2 ≤ δB , ∀t ≥ 0,

where ∆A(t) = A (t)− Â(t), ∆B(t) = B (t)− B̂(t), and
δA, δB are known positive constants 7 .

7 Note that due to Theorem 1 Assumption 7 is satisfied.
Moreover, the constants δA, δB can be calculated based on
the known parameter intervals Iσai , I

σ
bi

, and the parameter
identification results.
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Taking into account the previous explanations, the fol-
lowing theorem can be stated:

Theorem 2 Let the observer (16)-(17) be applied to the
system (14)-(15). Let Assumptions 6-7 be satisfied. If
there exist positive definite symmetric matrices Qσ and
Pσ such that the following equations are satisfied for all
σ = 1, . . . , q

Pσ (Aσi − L (σ̂)C) + (Aσi − L (σ̂)C)
T
Pσ

+
6

$σ
P 2
σ +$σδ

2
AI = −Qσ, ∀i = 1, . . . , k, (18)

where $σ > 0 for each σ and ∀i = 1, . . . , k. Then, the
continuous state estimation error e = x − x̂ converges
exponentially to a neighborhood of the origin:

‖e‖2 ≤
β∗

1/2

(γvP
∗
min)1/2

, (19)

where γv =
Q∗

min

P∗
max

, Q∗min = min∀σ∈Q (λmin(Qσ)), P ∗max =

max∀σ∈Q (λmax(Pσ)), P ∗min = min∀σ∈Q (λmin(Pσ)), and

β∗ = $∗
[(
δ2A +

∥∥Aδ∥∥2
m

)
‖x‖22 + (δB ‖u‖)2

+
(
‖B (t)‖22 + ‖L (σ̂)‖22

)
ν+

2
]
, (20)

where $∗ = max∀σ∈Q ($σ).

Proof. The continuous state estimation error has the
following structure

ė = A (t)x+Aδx− Â(t)x̂+B (t) ν1 − L (σ̂) ν2

− L (σ̂)Ce+
[
B (t)− B̂(t)

]
u,

adding and subtracting A (t) x̂, it is obtained

ė = [A (t)− L (σ̂)C] e+ ∆A(t) (x− e)
+Aδx+ ∆B(t)u+B (t) ν1 − L (σ̂) ν2, (21)

Take Vσ = eTPσe. Note that Vσ is positive definite and
radially unbounded, i.e.

P ∗min ‖e‖
2
2 ≤ Vσ ≤ P

∗
max ‖e‖

2
2 . (22)

The time derivative of Vσ along the trajectories of the
system (21) is given by

V̇σ = eT {Pσ [A (t)− L (σ̂)C]

+ [A (t)− L (σ̂)C]
T
Pσ}e+ 2eTPσ∆A(t) (x− e)

+ 2eTPσA
δx+ 2eTPσ∆B(t)u

+ 2eTPσB (t) ν1 − 2eTPσL (σ̂) ν2,

From Assumption 7 and the well-known inequality
2XTY ≤ 1

$X
TX + $Y TY for any scalar $ > 0,

recalling that ‖ν1‖ ≤ ν+ and ‖ν2‖ ≤ ν+, it follows that

V̇σ ≤ eT
{
Pσ [A (t)− L (σ̂)C] + [A (t)− L (σ̂)C]

T
Pσ

+
6

$σ
P 2
σ +$σδ

2
AI

}
e+$σ (δA ‖x‖2)

2

+$σ

(∥∥Aδ∥∥
m
‖x‖2

)2
+$σ (δB ‖u‖)2

+$σ

(
‖B (t)‖22 + ‖L (σ̂)‖22

)
ν+

2
,

From Assumption 6, (18) and (20), it follows that

V̇σ ≤ −
k∑
i=1

k∑
j=1

µai (σ(t), θ(t))µbj (σ(t), θ(t)) eTQσe+ β∗,

V̇σ ≤ −eTQσe+ β∗ ≤ −Q∗min ‖e‖
2
2 + β∗.

Using (22), it follows that V̇σ ≤ −γvVσ + β∗. Note
that the solutions of the differential equations v̇σ(t) =
−γvvσ(t) + β∗, vσ(0) = v0 ≥ 0, are given by

vσ(t) =
β∗

γv

(
1− e−γvt

)
+ v0e

−γvt. (23)

Since the series of switching times t1 + t2 + . . . con-
verges to infinity as time goes to infinity, the correspond-
ing exponential converges to zero. It follows from the
comparison principle [9] that Vσ(t)(t) ≤ vσ(t)(t) when
Vσ(0) ≤ v0. From (22) and (23) it is obtained that

‖e‖2 ≤
V

1/2
σ

P ∗min
1/2
≤ [β∗ (1− e−γvt) /γv + v0e

−γvt]
1/2

P ∗min
1/2

.

Thus, when t → ∞, the error converges to a neighbor-
hood of the origin defined by (19). Therefore, theorem 2
is proven.

Remark 3 Note that (19) establishes a dependence be-
tween the parameter identification and the continuous
state estimation error, since a large error in the param-
eter identification could yield a considerable error in the
continuous state estimation.

4.1 Observer Gain Design

In this subsection the observer gain L(σ̂) is synthesized,
so that (18) is satisfied. By means of the Schur comple-
ment, (18) can be represented by the following LMIs[

−$σ6 I Pσ
Pσ Ξσi

]
≤ 0, ∀σ = 1, . . . , q, (24)
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where Ξσi = PσA
σ
i −Mσ

i C+Aσi
TPσ−CTMσ

i +$σδ
2
AI+

Qσ and Mσ
i = PσL (σ̂). The observer gain L (σ̂) and the

minimum value $σ that satisfy (18) can be obtained by
solving the minimization problem based on LMIs (24)
subject to Pσ = PTσ > 0, Qσ = QTσ > 0 for all σ =
1, . . . , q. Note that the corresponding value of L (σ̂) will
switch according to the discrete state estimation.

5 SIMULATION RESULTS

Consider the following LPV switched systems

y(3)(t) = −a0 (σ(t), ρ(t)) y(t)− a1 (σ(t), ρ(t)) ẏ(t)

− a2 (σ(t), ρ(t)) ÿ(t) + b0 (σ(t), ρ(t))u(t) + ε(t),

with u(t) = 3 (sin(10t) + sin(t) + sin(0.1t) + sin(0.01t)),

ρ(t) = sin(0.1047t), and ε(t) =
∑2
i=0 0.2y(i)(t) +

b0 (·) ν1(t) representing disturbances produced by
parameter uncertainties and Gaussian noises ν1(t),
ν2, with zero mean and a variance of 0.003 to
the input and output, respectively. The unknown
varying parameters have the following structure:
a0 (1, ρ(t)) = −5 + 2ρ(t), a0 (2, ρ(t)) = −11 + 2ρ(t),
a1 (1, ρ(t)) = −2 + ρ(t), a1 (2, ρ(t)) = −6 + ρ(t),
a2 (1, ρ(t)) = −9 + 3ρ(t), a2 (2, ρ(t)) = −17 + 3ρ(t),
b0 (1, ρ(t)) = 4 + ρ(t), and b0 (1, ρ(t)) = 14 + ρ(t).
Therefore, the known parameter domains are given
by Ω1 = [−7,−3] × [−3,−1] × [−12,−6] × [3, 5], and
Ω2 = [−13,−9] × [−7,−5] × [−20,−14] × [13, 15].
Simulations have been done in the Matlab Simulink
environment, with the Euler discretization method
and sampling time h = 0.001[sec]. The discrete state
σ(t) : R → Q = {1, 2} has the time evolution de-
picted in Fig. 6. The filter parameters are λ1 = 0.2222,
λ2 = 0.0247 and λ3 = 0.0014 and they provide a tran-
sient time ξ = 0.8889[sec]. The identification time win-
dow is T = 5. In order to calculate the parameter identi-
fication error bound, the following information is thrown
after some simulations, ‖f‖1 = 3.6391, ‖Ψ‖2 = 27.2013,

φ+ = 27.0659, η2 = 272.8114, ε+ = 9.6000 and

εθ = 0.4055. Hence, ‖θ̃‖2 ≤ 23.3948 which provides
δ = 11.6974. Then, the error parameter domains Ω1

δ and
Ω2
δ are constructed, and Algorithm 1 is implemented.

The simulations results are shown in Figs. 5 and 6.
The continuous state estimation is given by observer
(16)-(17). Programming the solution of the minimiza-
tion problem (24) on the LMI MatLab Toolbox with
δA = 3.1 (calculated based on the known parameter
domains and the parameter identification results given
in Fig. 5), the following data are given: $1 = 0.0703,

$2 = 0.0374, L(1) = [161.1886, 312.2134,−86.8298]
T

and L(2) = [115.1206, 212.3914,−103.4344]
T

. Results
are depicted by Figs. 7 and 8.
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Fig. 5. Parameter Identification θ̂LS(t). The LSM (6) is
simulated using the noisy input and noisy output informa-
tion. In the above graphs the parameter estimation for the
LPV switched system at each time kh is represented by a
black point. It is easy to see how the points remain inside the

corresponding set Ω
σ(t)
δ . Note that Ω1

δ ∩ Ω2
δ 6= ∅. However,

due to the fact that θ̂LS(σ(t), ρ(t)) 6∈ Ω1
δ ∩Ω2

δ, a discrete state
estimation is achieved.

6 CONCLUSIONS

In this paper the problem of discrete and continuous
state estimation for a class of uncertain switched LPV
systems is addressed. Parameter identification tech-
niques are applied to realize an approximate identifi-
cation of the switched LPV system parameters with
certain uncertainties and/or disturbances. Making use
of the parameter identification it is possible to achieve
a discrete state estimation. Based on the discrete state
estimation, a Luenberger-like hybrid observer is used for
the continuous state estimation and synthesized based
on LMIs. The simplicity of the proposed method is one
of the main advantages of this paper. The workability
of the proposed method is illustrated by simulations.
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top graph. It is worth mentioning that it is only possi-
ble to ensure the discrete state estimation after the time
T + ξ + ζ = 5.8899[sec] after each switching time.
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Fig. 7. Continuous State Estimation x̂(t).
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