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Abstract

The dynamic nature of large-size Network Computing Systems (NCSs) and the
varying monitoring demands from the end-users pose serious challenges for monitoring
systems (MSs). A statically configured MS initially adjusted to perform optimally may
end performing poorly.

A reconfiguration mechanism for a distributed MS is proposed. It enables the MS
to react to changes in the available resources, operating conditions, and monitoring
requirements, while maintaining high performance and low monitoring overheads.

The distributed MS is organized as a tree, consisting of managed nodes running
agents, one or more levels of intermediate-level managers (ILMs), and a top-level man-
ager (TLM) for overall control. A localized decision process involves two adjacent ILM
levels. The current values of a local node performance parameter called temperature
are used in determining the transformations (merge, split, migrate) for each ILM. The
implementation uses SNMP primitives for easy integration in SIMONE, a distributed
SNMP-based monitoring system.

The interactions between the MS elements and different classes of jobs are studied
by defining a queuing model, and by evaluating different configuration schemes using
simulation. Results for the static and reconfigurable schemes indicate that reconfigu-
ration improves performance in terms of lower processing delays at the ILMs.

Keywords: monitoring, network-computer systems, reconfiguration, SNMP



L Introduction

A Network Computing System (NCS) is a large collection of heterogeneous resources spread
across several administrative domains of a wide-area network that can be marshalled to
provide distributed application services to many users. We assume an NCS to be a system
with a large and varying number of nodes (nodes may join or leave the NCS pool), separated
by sizeable network distances with unpredictable delays, and with continuously changing
monitoring requirements. A monitoring system (MS) developed for an NCS has to factor
in the complexity, size, distribution, and heterogeneity of both the environment and the
applications running on it. The performance of the MS for NCS becomes an issue of particular
concern, both from the standpoint of accuracy and timeliness of monitoring information, as
well as the ability to impose low overheads. A centralized MS cannot scale for large sizes;
thereby, it requires decentralization. In [1], we describe a scalable, hierarchical, distributed
MS called SIMONE.

Most solutions for a high-performance MS have one common characteristic: they are
static, that is, configured manually at start-up time based on the prevalent conditions.
The dynamic nature of the NCS environment has been largely overlooked (some exceptions
are [2], [3] and [4]). This dynamic nature manifests itself in two ways: (i) changing operating
conditions of the computing system, e.g. network load, processor load, varying number of
nodes in the NCS pool altering resources available for monitoring tasks and the number of
nodes to be monitored, and (ii) changing monitoring requirements, e.g. when parameters
need to be updated more frequently. Monitoring requirements may be determined by the
application, user, or the system.

Due to the dynamic nature of the NCS and changing monitoring requirements, a dis-
tributed configuration initially designed to be optimal may perform poorly over extended
periods of time. Besides MS performance, the monitoring overheads on NCS may increase
due to the skewed usage of resources by the MS. We propose a reconfigurable MS as a solution
0 the above performance problem.

Reconfiguration is an adaptation technique whereby the components of the MS, or the
‘logical) connections among them, change automatically, adapting themselves to the chang-
ng environment with the aim of fulfilling monitoring requirements and reducing overheads.

Additional reasons for reconfiguration could include administrative demands, node failures,



freeing nodes that are needed for running critical applications.

In this paper we propose and discuss a reconfiguration mechanism that can be incor-
porated in SIMONE. A distributed MS has managerial tasks (operations performed by the
manager) spread across several nodes which are also running NCS jobs. We propose a met-
‘ic called temperature which summarizes the performance of a node. Depending on the
.emperature value, a merge, split or migrate transformation may be performed on the dis-
sributed manager entity, resulting in the reassignment of managerial tasks or responsibilities
'measured in terms of number of managed nodes).

A reconfigurable solution must be simple and efficient (imposing low overheads), scalable
(we anticipate its use in large-scale NCS), and capable of integration with existing monitoring
methods. Other important issues are flexibility (the capability of dealing with situations
not foreseen at design time), fault-tolerance (no single point of failure and capability of
reacting to faults), adaptability (quick response to changes in requirements), timeliness (quick
{ransformations), seamlessness (transparency to users), and stability (ability to function even
in the worst possible conditions).

The complexity of the computing environment and interactions between NCS and MS
precludes an analytical approach to assess the effectiveness of our proposal. We therefore use
¢ queuing model to capture the most important interactions and use simulation to conduct
performance studies.

The remainder of the paper is organized as follows. Section 2 provides some architectural
background. Section 3 models the NCS, MS components, and applications running on the
NCS, and describes metrics for assessing MS performance. The reconfiguration system, issues,
¢nd implementation are discussed in Sections 4 and 5. Section 6 describes the simulations
conducted and results obtained. Related work is discussed in Section 7, and conclusions in

Section 8.

2  Towards a Reconfigurable Architecture

Manager and agent are the two main entities in an SNMP-based MS which interact using the
client /server model. A manager (the client role) requests and obtains monitoring information

f:om several agents (the server role), while the agents listen and respond to manager requests
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Figure 1: Model of a centralized MS using the client /server paradigm

(see Figure 1). In a centralized set-up, the single manager becomes a bottleneck for agents
numbering more than 100 to 200 (see [1]). A distributed MS, SIMONE, was proposed as a
colution. Several intermediate-level managers (ILMs), in one or more levels, are delegated
inanagerial tasks by the top-level manager (TLM) which, however, retains the overall MS
control. An ILM is a dual entity: an agent to its manager (a TLM or an upper-level ILM)
and a manager to its agents (see Figure 2). Its duties are defined as downloadable scripts,
providing flexibility, while communication continues to be strictly SNMP.

While the distributed SIMONE reduces monitoring latency by an order of 2-10 [1], its
configuration is static; the monitoring tree is defined at startup time, thus limiting perfor-
mance improvement. A mechanism to change dynamically the number of ILMs, and the
topology of the tree dynamically by reconfiguration is now proposed and will be described

further in Section 4.

Intermediate Level Manager
_ Request __Request |
Manager Agent | Manager Agent
—1Role |Role R ——
Response

Response

Figure 2: Model of a distributed MS with the inclusion of a level of ILMs

3 Model of the MS in an NCS Environment

An NCS is a collection of computing nodes (resources) in which applications (collections
cf jobs/tasks) request and gain access to some resources for an interval of time. They are

broadly divided into NCS and MS jobs. The following assumptions are made

1. NCS jobs are assigned to nodes by an independent scheduler and are beyond MS control.
Each node has its own scheduler. Efficient use of the NCS is the responsibility of the

3
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Inanager or an entity performing the role of a manager. Non-shaded areas denote agents or
the agent role.

)

e

NCS scheduler and efficient node usage is the responsibility of the node scheduler.

. The MS, an application by itself, also shares (rather competes) for NCS resources; indi-

vidual resource usage by the MS is determined by the local scheduler of that resource.

. MS jobs have lower priority than NCS jobs.

. An NCS application is modeled as a collection of NCS jobs that first complete compu-

tation followed by communication.

1 Node and Job Classification

To aid the model description, we classify the computing nodes and jobs into different cat-

egories based on their role in monitoring. Depending on the nature of the jobs processed,

nodes can be classified into three classes,

Leaf: The predominant and default class of monitored nodes, which do not perform

any monitoring task other than running an agent.

TLM: A single node dedicated to performing managerial tasks and responsible for the

overall control of the MS. It does not process NCS jobs.

ILM: A collection of selected nodes also perform managerial tasks and are called ILM:s.
An ILM, being a dual entity, behaves as a leaf as well as a TLM. The priority of both
the leaf and ILM nodes is executing NCS jobs.

The job classes are,



e MS-Agent: Models the agent tasks. The agent periodically updates variable values in

a virtual table called the MIB with monitoring data gathered from node’s kernel.

e MS-Poll: Models those tasks performed due to a manager poll. Poll is a periodic query

from the manager to the agent requesting MIB variable values.

e MS-Report: Models the tasks derived from the reception of a SNMP report from a leaf
or a lower-level ILM. A report is a monitoring summary information representing a set
of nodes and is unique to the distributed architecture. Reports are consolidated and

processed in the ILM to generate a single output report which is forwarded to the next

higher level node.

o NCS jobs: Models actual jobs submitted by the NCS scheduler.

Jobs are characterized by the size or magnitude (time units to execute a job) and inter-
errival time (time between jobs of the same class). The interactions (Figure 4) between
cifferent nodes and job classes are summarized as follows. A .lea;f node executes different
NCS, MS-poll and MS-agent jobs. The MS jobs forwarded to an ILM are MS-report jobs.
An ILM executes all classes of jobs executed by a leaf node and, additionally, the MS-report
Jobs received from the leaves or lower-level ILMs. The TLM receives and executes MS-report
Jobs besides its local MS-agent jobs. However, being a dedicated machine for monitoring,
1, does not execute any NCS jobs. As a final consumer of monitoring information, it does
not generate any monitoring output except when requested by an external user /application.

This interaction is outside the scope of the model and therefore not considered.

5.2 Modeling the Nodes

MNode classes can be described with a queuing model (see Figure 4). All nodes have a CPUQ,
rzpresenting the CPU. It is a processor-sharing server with an infinite queue length, and
a service time proportional to the magnitude of the job. All classes of jobs pass through
t1e CPUQ. Leaves also have an OComm@Q, a FIFO queue with fixed service time and an
infinite queue length, that represent the output communication interface. The TLM does
not have an output interface, because it does not forward monitoring data. However, it

has input interface, ICommQ), since it receives reports from ILMs. Its characteristics are
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Figure 4: Models of the components of the monitored NCS: leaf (top), ILM (middle), TLM
(bottom). TLM does not process NCS jobs.

similar to OComm@. An ILM has both 1CommQ and OCommQ queues to represent both
communication interfaces. Being a dual entity, it combines the elements of a leaf node with
those of the TLM.

Previous experiments reported in [1], [5] show that, under normal conditions, the com-
raunication network is not the bottleneck in the monitoring activity (most networks operate
vrell below their peak capacities). For this reason, we focus on CPU usage and model just
certain parts of communication activity. Reception of NCS and poll jobs is not considered.
Hence, we model only responses and not requests. Instead, local generators are used in the
model. This way simulation set-ups are simpler, while maintaining accuracy when modeling
CPU and OCommQ. However, the reception of a poll triggers CPU usage. Hence, we model
only responses and not requests. Also, while computing temperature values, our emphasis is

on load (representing CPU usage), rather than on latency.

MS-AGENT MS-AGENT MS-AGENT
MS-POLL T MS-POLL
< » -+
LEAF im TLM

.

-
—
AGENT| MS-REPORT MANAGER AGENT MS-REPORT MANAGER

' '

NCS NCS

Figure 5: Combining jobs and node classes. Note, that we model job flow only in the
bottom-up direction, i.e. leaf to TLM.



3.3 Input and Output Characterization of Different Classes of
Jobs

The characteristics of different job classes is discussed below. The agent in all monitored
nodes updates a fixed number of variables in its MIB table at regular intervals of time given
by Agent Update Period (AUP). The job size and inter-arrival times are thus constants.

Higher-level managers periodically poll agents of lower-level nodes for a fixed number
of MIB variables. The period is given by Manager Polling Period (MPP), an MS operating
parameter. Like MS-agent jobs, MS-poll jobs have fixed magnitude and constant inter-arrival
time given by MPP.

MS-Report jobs are a consolidation of monitoring information at different node levels.
"'he output of a MS-Poll job at one node triggers the generation of a MS-Report at the
input of the next higher-level node. Since MS-Poll experiences node delays, the inter-arrival
characteristics of MS-Report jobs cannot be determined « priori.

NCS jobs are random magnitude jobs at random inter-arrival times. The probability
censity function of these parameters have been determined from the actual data gathered
from a real NCS system, PUNCH [6], developed and deployed at Purdue University. Job
parameters were obtained using a distribution-fitting program [7] on about 40,000 entries
from PUNCH logs. The best fit for magnitude distribution is a Pareto type I1 [8], [9], with
parameters (0.0667, 0.3948) shifted 0.02; for inter-arrival time distribution it is a Pearson
type V [8] [9], with parameters (1.1009, 62.613) shifted -10.42 (units are in seconds). For
simplicity in the simulations, we used exponential distributions for both job size 50.286 (shift
0.0189) and inter-arrival time 470.44 (shift -0.0103). These distributions were found to be
rzasonable approximations of the best-fit distributions.

Thus, the magnitude of all MS jobs are fixed, the inter-arrival times of MS-agent and
MS-poll jobs are constant while MS-report jobs are dependent on node delays. The distribu-
tion characteristics and values of inter-arrival time and job magnitude form inputs to signal
generators used in the simulations. These values for MS-agent and MS-poll jobs are obtained

from previous experiments [1], [5].



3.4 Complete System Modeling

The missing link needed to complete this model is the network. Since the focus of the model
has been on node performance and not on the network, a simple model of the network with
an all-to-all connectivity with fixed communication delays is sufficient. Results from previous
experiments [1] showed small network intrusion partly because NCS are usually connected

via high-performance networks, operating well below peak capacity.

3.5 Performance Metrics

Metrics are time varying functions that characterize the performance of an entity in a system,

epplication, or a resource. Common MS performance metrics are:

¢ CPU intrusion: overheads imposed on the nodes due to the execution of monitoring

tasks,

e Network intrusion: overheads imposed on the network due to the exchange of monitor-

ing information, and

e Latency: an end-to-end metric measuring time since a manager polls a node, until a

response is received.

Latency is redefined in this paper to mean node latency, i.e., the time interval from when
a MS-poll job enters a node until it leaves the node (or the last queue). Latency and intrusion
indicate the level of MS activity and performance on a node.

The two global performance objectives of the reconfiguration system proposed in this
paper are: maximizing MS performance and minimizing MS intrusion (impact of MS on
MCS applications). We now introduce a new metric called temperature in the reconfiguration
system. Temperature of a node is a local metric, which assesses the performance of an ILM
node and the impact of monitoring tasks on NCS applications. It is expressed as a weighted
average of MS jobs’ node latency, CPU and communication overheads of the node.

T = al+bL

where,“I” is CPU intrusion and “L” is (node) latency, and “a” and “b” are weight factors.

Temperature values above or below certain thresholds will trigger reconfiguration oper-

ations or transformations. The objective of the mechanism is reflected by the values of “a”

8




and “b”; “b” should be large for minimizing node latency while “a” should be large when
reduction of intrusion is the goal. Note that intrusion has a direct effect on latency (a heavily
used node takes longer to process jobs). Since the load is subsumed in latency value, we cur-
rently assign a weight 1 to latency and 0 to intrusion. The administrator chooses and changes
weights, and sets temperature threshold values in accordance with user requirements. Both
can be changed dynamically. The temperature expression can also be changed to reflect
«dditional or different input factors.

We need a global metric to evaluate the performance goals of an entire system and to
compare different MS alternatives (static and reconfigurable). We define a global metric
called global node latency. Two other local metrics are the average and the standard deviation

cf ILM node latency. These three metrics are defined below.

e Average node latency: The mean delay experienced by poll jobs in a particular I1,M.

Thus, each ILM has an average node latency.

e Standard deviation of node latency: Standard deviation of delays experienced by poll

Jobs in a particular ILM. Again, each ILM has a standard deviation of node latency.

e Global node latency: mean value of average node latencies of all ILM nodes. A single

value for the whole MS.

A smaller global node latency indicates an overall lower impact on the NCS applications.
The average ILM node latency provides the same information, but for a single node. Standard
deviation is measured for a single ILM node. It measures the variations in latency experienced

by poll jobs in the ILM node over a period of time.

4  Reconfiguration

This section defines temperature and transformations and describes how temperature is com-

puted.

4.1 Temperature and Transformations

Mechanisms to reduce the overall temperature of the system fall into two categories,




1. Reducing the activity of the monitoring system, e.g. increasing AUP and/or MPP, to

reduce the number of parameters measured.

2. Modifying architectural characteristics of the MS to improve its performance without

changing MS operational parameters.

Both the approaches are complementary and can be combined. Currently, we assume
that the MS operational parameters are already optimally adjusted to satisfy application
requirements and further changes compromise monitoring requirements. In this paper we
focus only on the second approach.

MS performance can be improved beyond decentralization [1] if the ILM configuration
can be allowed to change. The arrangement of (logical) connections from leaves to ILMs can
be dynamically modified to improve efficiency by moving managerial MS tasks from heavily
loaded ILMs to less loaded ILMs. We call this reconfiguration.

The transformations to be applied on ILMs is decided based on current values of temper-
ature which are periodically computed. Keeping the large size of NCS in mind, a localized
decision process involving two adjacent levels of nodes is used (see Figure 6). The TLM
and ILMs maintain a list of nodes they manage called the supported node list. All ILMs
also compute and store their local temperature. During a poll, a node at level I obtains the
temperature and supported node list of all 7 + 1 ILMs it manages. Additionally, the level I
node has a list of unused ILMs within the same network region. The level I node computes
t -ansformations for all its managed I+ 1 ILMs and reassigns the level I +2 nodes. In the final
s:ep, the level I node updates the supported node list of the I 4+ 1 ILMs. Thus, the decisions
for level 141 ILMs are made by the next higher level I. Tn the special case involving a single
level of ILMs, the TLM (now level 1) is the only node which determines the transformations

taat are enacted on the single (/4 1) level ILMs. The transformations are now described as,

* Migrate- a node stops running an ILM and its managerial tasks are assigned to another,

less “hot” node.

e Split- a node does not stop running an ILM but decides to pass part of its managerial

tasks to another node.

e Merge- the complement of split. A “cold” ILM assumes the managerial tasks of another

cold ILM, which then becomes a regular node.

10
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Figure 6: Segment of the distributed MS showing level I, I + 1 and I + 2. Each ILM stores

temperature, T, and a list of its supported nodes, SL. Transformations for ILMs at level I+1
are decided by level I nodes.

Migrate and split operations try to reduce the temperature of an ILM. The utility of the
merge operation when two nodes are operating within allowable ranges may be debated. The
rzasons are to iree a lightly loaded node that can be fully dedicated to process NCS jobs,
experiments show that due to additional communication and synchronization costs, too many
ILMs are counterproductive to performance [1], and for symmetry, just as new resources are

added when required (split), resources should be freed when not required.

4.2 Issues and Policies

A reconfiguration solution needs, necessarily, to be simple. The cost of the mechanism would
otherwise be higher than the performance gains. Both, the choice of transformations and the
reconfiguration mechanisms are therefore kept simple in our proposal.

The reconfiguration operations are integrated with existing monitoring process. Extend-
ing the MIB and defining additional MIB variables meet storage requirements. Reconfigura-
tion operations are performed by scripts similar to those used for other monitoring operations
executed by ILM (see [1]). Both scripts are executed during the periodic polls.

The algorithm continually improves the performance over a succession of simple, localized
transformations, instead of having a single global element computing the optimal configura-

tion for the entire MS at each step. Global decision processing allows for a better decision-

11



making, but relies on complete accurate information. Accurate information needs frequent
propagation over the entire system, making this option not scalable and therefore infeasible.
Additionally, a central authority is a single point of failure.

An alternative to using polls to trigger reconfiguration, is to use triggers: IL.Ms monitor
their temperature, and those of their neighbors, and decide to (partially) change their config-
uration whenever a certain threshold is reached. Triggers are more useful to deal with large
performance spikes that need prompt reconfiguration. Polling has lower overheads, enabling
us to use shorter polls and reduce performance degradation over sustained periods, which
we see as a larger concern than spikes. Polling is also simpler to integrate with SIMONE.
Polling period needs to be properly adjusted to avoid dealing with stale data.

An issue not yet explicitly considered is that of fault tolerance. However, the localized

cecision process and the migrate transformation, together, may be explored as a means to

achieve fault tolerance.

% Implementation

The proposed reconfigurable MS will be implemented within the framework of SIMONE,
while preserving two design goals of SIMONE;: the role of manager and agent, as defined by
SNMP, and adapting SNMP primitives to perform all required operations within SNMP.
The advantages of these design goals are the resulting tool continues to be compatible
with other SNMP systems, and it avoids proprietary solutions that would make integration
with other monitoring systems difficult.
In order to implement a reconfigurable system, the following mechanisms need to be

implemented:
e A way to record local variables to compute the temperature at each node.
e A way to compute and store temperature.
e A way to trigger a reconfiguration operation.
e A way to perform the corresponding transformation.
e A way to assess the cost-benefit of performing a reconfiguration, avoiding loops and
costly operations.

An outline of the implementation of the reconfigurable MS is presented here. The basic

extension consists of using an extended MIB to store information needed for reconfiguration

12




and using SNMP communication primitives to retrieve this information as well as to trigger
architectural transformations.

Each ILM has an MIB table to store monitoring variables. The table is extended to
store additional variables needed to compute temperature. Additionally, MIB variables are
assigned to store the computed temperature (temperature-result) and the supported node
list.

We assume that there is a set of nodes which are able to additionally perform as ILMs.
Active ILMs are those nodes that are actually performing managerial operations, while inac-
tive ILMs are those that are discharged of managerial responsibilities (but can accept them
if required). The TLM stores both these lists as MIB variables as well.

Since we consider only one level of ILMs at present, transformation decisions are made by
the TLM. The algorithm works for multiple levels of ILMs as well (see Section 4). A TLM
rolls the ILMs and receives monitoring data, with which it computes monitoring parameters.
In the reconfigurable mode, the TLM also polls the temperature of the ILMs and stores the
status.

Using the temperature of ILMs, the TLM decides the the need for reconfiguration and
computes the new configuration, reassigning responsibilities among the affected ILMs. This
rassignment includes halving the list of dependent nodes (split), doubling it (merge), making
it null (migration) in one ILM, and the reassigning the list of nodes to the other node in
migration. Updated node lists are sent to the affected ILMs (via a SNMP set primitive).
The TLM also performs the required bookkeeping operations, such as maintaining the lists
of active and inactive ILMs.

Current design restricts transformations to inter-level ILMs, while the number of levels
of ILMs remains constant. New transformations called fork and join are proposed for the
future and could add or reduce the number of levels of ILMs. A fork operation creates two
children below it. Symmetrically, a join affects at least three nodes, a parent and two or

more children, collapsing to become a single node.

13




Simulation and Results

oy

!Jsing the Ptolemy [10] environment as a simulation engine for the model described in Sec-
tion 3, we have conducted a set of simulations to evaluate the performance of the proposed
reconfigurable system. The simulation set-up uses off-the-shelf components provided by
Ptolemy (such as FIFO queues, signal and trigger generators, random number generators),
complemented with others designed by us specifically for our model (information stamping
devices, data modifiers, gates, recorders, statistical modules, processor sharing server, etc).
Collectively, these components form three classes of modules: input generators (to inject
NCS, MS-Agent and MS-Poll jobs, and to trigger MS-Report jobs), nodes (leaves, ILMs and
“'LM), and the routing module described below.

;

Leaf 1

Leaf2 [——X
Switching
engine

Leai3 [

LeafN

Figure 7: The routing module. The shaded and dotted areas show the temperature feedback.

€.1 The Routing Module

For static configurations, the output of a node can be directly connected to the input of
another node. In the reconfigurable scheme, the logical connections from leaf nodes to ILMs
are constantly changing due to reconfiguration operations. In order to simulate this re-
assignment, a routing module is placed between leaves and ILMs, as shown in Figure 7.
This module is a simulation artifact with no counterpart in the actual system and is used
to simulate the reconfiguration logic. It has N input ports (one per leaf), M output ports
(one per ILM) and M control ports. These control ports receive temperature values from

t1e ILMs. Based on the temperature value, the routing module modifies an internal routing
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table that allows traffic to flow between a leaf and the ILM to which it reports. An internal
cet of data structures allows bookkeeping tasks such as maintaining the list of unused ILMs.
Multiple levels of ILM would require using several routing modules. Although our proposed
1econfigurable system allows any number of levels of ILMs, the performance evaluation has

focused primarily on single level ILMs. All the discussions below pertain to single level ILMs,

unless mentioned otherwise.

6.2 Measurements

Simulation set-ups were designed for three different MS schemes: Centralized, Distributed
and Reconfigurable. The MS configuration was varied to contain 64-2048 leaf nodes with
2-64 ILMs. In the reconfigurable scheme, the initial number of active ILMs was set at a
rumber lower (we happen to choose half) than the total number of ILM-capable nodes, to
allow for expansion over time. The job parameter (inter-arrival time and magnitude) values
vrere obtained from previous experiments as described in Section 3.3. These jobs are referred
to as NCS-P(PUNCH) jobs. Another set of NCS jobs, called NCS-H jobs, which are smaller
in size were also used (parameter values of average job size and inter-arrival time are, 20 and
5 seconds, respectively). These are more frequent and cause higher loads. Simulations were
conducted for a single level of ILMs. Time units are defined as simulated time units (stu),
where each stu is a clock tick in the simulation and set to be equal to 100 ms of real time.
All the simulations were run for the same number of stu’s. Statistical components designed
by us were used to record the timing data by observing jobs at various stages of the model.

The centralized and distributed schemes were used for ensuring the validity of the simu-
lation set-up by comparing simulation data with those obtained from previous experiments

( (1], [5]), performed on actual testbeds. Simulation experiments were designed to

e Compare the global and local ILM latency for different static and reconfigurable schemes
for 64-2048 leaves with a single level of 2-64 ILMs. The simulations were conducted for
both NCS-P and NCS-H jobs.

e Explore the impact of thresholds on MS performance. Thresholds were varied for the

reconfigurable MS to allow one of the four transformations to dominate.

15




e Record the number of transformations occurring in each ILM for a period of time, the
duration of time the ILM is in the “hot zone”, the average temperature of the ILM

while it is in the “hot zone”, and the performance gain per transformation. This work

is still underway.

6.3 Results and Interpretation

Simulations were conducted for the above list, and the values of metrics defined in Section 3.5
were observed. The results for sample configurations are presented below. Table 1 compares
global latency for distributed and reconfigurable schemes for 512-2048 nodes and 4-64 ILMs.
The reconfigurable scheme has smaller global latencies in the region where the performance of
static distributed scheme starts to deteriorate. This occurs when the manager node supports
11 excess of 100 nodes [5], [1], causing the manager to become a bottleneck.

Figure 8 compares the average ILM latency and deviation of latencies for ILM nodes for
static distributed and reconfigurable schemes for a sample configuration of 1024 nodes with 8
ILMs. The standard deviation for an ILM is the variation of latencies for that ILM over the
duration of time the simulations were run. The average delays for the reconfigurable scheme
were lower, with less variations. The standard deviations were also lower.

Global latencies were also measured for simulations using the NCS-H jobs (instead of
NMCS-P). Global latencies using NCS-H and NCS-P for 1024 node static distributed schemes
are compared in Table 2. The increase in latency can be attributed to higher loads imposed
by NCS-H jobs.

The threshold values used in the simulations were [0-1.45-10-20-Max], where temperature
between 0 and 1.45 stu triggers merge, 2 and 10, causes no change, 10 and 20, a migrate
t-ansformation and values above 20, a split. A set of different threshold values were selected
whereby, in each case, one of the transformations occurs over a larger temperature range
(2 wider spread between thresholds, is one reason for that transformation to occur more
frequently). Global latencies for different threshold sets for the reconfigurable scheme with
1024 nodes, 8 ILMs and using NCS-H jobs, are given in Table 3. The lowest value is observed
in the merge case. This is because, with only 8 ILMs in the pool, freeing of ILMs allows
other ILMs to migrate or split.

Approaches to threshold selection in our view can be based on user requirements or based
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achieving optimality. Since we are guided by user requirements, we allow the administrator to
choose thresholds (possibly aided by translation of requirements, such as permissible delay, to
threshold values). Mechanisms for automated threshold computations are feasible; currently
we consider these enhancements as an open line of future work.

Simulations to measure the number of transformations occurring in each ILM for a period
of time, the duration of time the ILM is in the “hot zone”, the average temperature of the

ILM while it is in the hot zone and the performance gain per transformation are underway.

Number of ILMs |512 SD|512 RC|1024 SD |1024 RC|2048 SD | 2048 RC
4 3.35 1.76 | 4008.36 | 3586.00 | 7172.00 | 4368.00
8 1.53 1.56 3.42 1.58 | 4006.00 | 3568.00
16 1.468 | 1.56 1.73 1.5 3.19 2.53
32 1.512 | 1.49 1.49 1.48 1.9 1.7
64 1.46 1.46 1.46 1.49 1.5 1.49

Table 1: Comparison of global latencies for distributed and reconfigurable schemes for 512-
2048 NCS sizes, with 4-64 ILM’s using NCS-P jobs. “SD” has been used above to abbreviate
static distribution, while “RC” has been used for reconfigurable scheme. Saturation occurs
vhen the ILM has to manage a large number of nodes. Units are in stu.

Average ILM node latency in 1024 node i i
NCS with 8 ILMs Standard deviation of ILM node latency in 1024 node

NCS with 8 ILMs
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Figure 8: Comparing average latencies and deviation of latencies in ILM for distributed and
reconfigurable schemes for 1024 nodes/8 ILMs using NCS-H jobs. An stu equals 100 ms.
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Number of ILMs|NCS-P jobs |[NCS-H jobs
4 4008.36 4036.77
8 3.42 109.47
16 1.73 2.0302
32 1.49 1.746
64 1.46 1.7

Table 2: Comparison of global latencies for distributed scheme for NOS-P and NCS-H jobs
for 1024 nodes. Units are in stu.

Threshold Set |Transformation with increased threshold range | Global latency (stu)
~ [0-5-10-20-5000] Merge 15.04
[0-2-15-20-5000] No Change 33.03
[0-2-10-50-5000] Migrate 149
[0-2-10-15-5000] Split 40.66
[0-2-3-5-5000] (Narrow spread) 35.36
|0-1.5-10-20-5000] Values used in the simulation 28.96

Table 3: Effect of thresholds for 1024-8 reconfigurable configuration, using NCS-H jobs.

6.4 Discussion on Cost of Reconfiguration

The cost benefit tradeoff between reconfiguration and overheads (or cost) needs to be weighed
in before enacting a reconfiguration. Both, the decision process and the transformation
enactment steps contribute to the overheads. Overheads are measured in terms of complexity
of the algorithm (computational costs and memory), storage costs, communication costs and
delays.

In our reconfiguration system, the algorithm computes decisions locally depending on the
tareshold values defined, and temperature values, and computes the new node list from the
existing one. If ILM at level i supports X ILMs, the overheads for ILM level 7 are: computa-
t onal complexity of decisions is O(X), storage is (X +C') MIB variables, and communication:
2X SNMP requests to send and receive node lists. The costs of reconfiguration has not been
fully explored, further work needs to be done both in expressing costs of reconfiguration and

incorporating it in the decision making process of the reconfiguration scheme.
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7T  Related Work

"-ools designed for network computing environment are: NW§$ [11] which provides dynamic
resource performance forecasts; Globus” Gloperf [12] tool which works like NWS, and peri-
cdically schedules end-to-end tests to retrieve latency and bandwidth information; Netlog-
ger [13], a trace-based system used mainly for diagnosis, and Remos [14] which combines
cifferent monitoring techniques such as SNMP and end-to-end tests focusing on providing
iaformation for network-aware applications. Performance issues when working in large net-
viorks are tackled by using a hierarchy of groups in NWS and Globperf, by stopping and
starting logging process in Netlogger, and by implementing a hierarchical monitoring archi-
tecture using a data collector in Remos. These solutions differ from ours because they use
non-standard communication protocols (while SNMP is seen as an enhancement) and more
inportantly, their configuration is static.

The Grid Performance Working Group of the Grid Forum has ongoing work towards
defining a monitoring service architecture for the Grid [15]. SIMONE will be made compli-
ant with these anticipated framework specifications to allow it to interact with other Grid
systems.

While the concepts of reconfiguration, migration etc., have been widely developed and
studied in other areas [16], most monitoring systems have been designed with a static con-
figuration. The delegation paradigm [17] introduced in SNMP allowed dynamic runtime
delegation of monitoring tasks assigned by the administrator manually, without feedback
information. Mobile code paradigms for network management have suggested taking advan-
tage of mobile code mechanisms such as migration. Liotta [16] uses a dynamic hierarchical
manager model based on delegation using mobile agents, for scalable monitoring. Optimal
location of migration intelligence, and minimization of network traffic and delay is sought by
using migration and cloning transformations. Liotta indicates some of the complexities and
drawbacks of using mobile code. Our solution in contrast uses SNMP mechanisms alone, and
1s generalized to be applicable to any SNMP-based MS. Lutfiyya’s [2] adaptive model, studies
tae reconfiguration of monitoring elements in response to dynamic changes in management
requirements, user/system constraints and resource availability. In a testbed using Common
Management Information Protocol [18] (CMIP) in Open System Interconnection [18] (CMIP)

(OSI) framework, an optimal solution to minimize monitoring overheads is sought. Lutfiyya
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states the need for his solution to be examined for larger systems. Our algorithm trades
the complexity and high overheads of an optimal solution for a simple approximate solution
which is better suited for larger computing systems. Hollingsworth [4] proposes an adaptive
cost system for Paradyn performance tools in order to maintain predefined levels of permissi-
ble perturbations in applications by delaying dynamic instrumentation until execution. This
ellows the flexibility of dynamic insertion and alteration. Performance is gained by reducing
instrumentation at the cost of monitoring accuracy. Although specific to application mon-
itoring, the solution can be viewed as an adaptive solution without reconfiguration. Our
solution assumes that polling frequency cannot be reduced further without compromising
raonitoring accuracy requirements.

The Quorum [19] program by DARPA is developing global distributed computing capa-
Lilities for mission-critical applications with the fundamental premise that QoS management
Folds the key. One of the initiatives is an adaptive global resource management to dynam-
ically discover, allocate and schedule resources from a global pool to an application based
cn QoS requirements. Some of the groups ( [14], [20], [21], [22]) are working on monitoring
or management systems for large Grid-like computing systems. Efforts have also been on
t> investigate performance of streaming data to visualization using transformations similar
t> ours. Our goals differ in the sense that reconfiguration seeks to improve the monitoring

application performance.

8 Conclusions

This paper proposes an adaptive mechanism to enable an MS to react to changes in operat-
ing conditions in order to minimize monitoring overhead impact on NCS applications, and
maximize MS performance. A reconfiguration algorithm is proposed, which, based on current
values of a local node performance metric called temperature, decides whether to enact a
transformation (merge, split, migrate) affecting two ILMs.

The proposed mechanism can be implemented on SIMONE, a distributed SNMP-based
monitoring system. Its implementation envisages the use of new MIB variables and addi-
tional scripts for the ILMs. Communication is always performed using SNMP primitives;

this includes the triggering of transformations, which are synchronized with the periodic
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monitoring polls.

A queuing model is used to describe MS in an NCS environment and study the interactions
¢mong different classes of jobs. The Ptolemy simulator environment is used to design a
rumber of components to simulate and evaluate this model. Simulations were performed for
cifferent configurations, 1-2048 nodes and 2-64 single level ILMs by using data from previous
experiments to set input generator parameters. Simulations for shorter NCS jobs and different
sets of thresholds were performed. Preliminary results indicated that reconfiguration has
lower global ILM node latency (over time), lower average ILM node latency, and lower latency
ceviation for ILMs. Reconfiguration performs better than static distribution in the region
near saturation. In this region, the static distribution performance starts to deteriorate.

Further investigation with simulation data, computing performance gain per transfor-
mation, convergence and work on reconfiguration costs is proposed. Future enhancements
under consideration are adding fork and join transformations and exploring the feasibility of

automating threshold value selection.
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