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A Robust Polytopic Approach for State-Dependent Sampling

Christophe Fiter, Laurentiu Hetel, Wilfrid Perruquetti, and Jean-Pierre Richard

Abstract— This work aims at decreasing the number of
sampling instants in state feedback control for perturbed linear
time invariant systems. The approach is based on linear matrix
inequalities obtained thanks to Lyapunov-Razumikhin stability
conditions and convexification arguments that guarantee the
exponential stability for a chosen decay-rate. First, the method
enables to perform a robust stability analysis regarding time-
varying sampling and to maximize a lower-bound estimate of
the maximal allowable sampling interval, by computing the
adequate Lyapunov-Razumikhin function. Then, it makes it
possible to design a state-dependent sampling control scheme
that enlarges even further the maximal allowable sampling
intervals.

I. INTRODUCTION

Networked Control Systems are often required to share a
limited amount of resources, which leads to fluctuations of
the sampling interval. From the control theory point of view,
these variations bring up new challenges.

In the past decade, several works have concerned the
robust stability of sampled-data systems with respect to time-
varying sampling([1], [2], [3], [4], [5], [6], [7], [8], [9], [10],
[11]). Intensive research has also been conducted to adapt
dynamically the sampling in order to reduce the processor
and/or network loads while ensuring the desired control
performances. There exist three main approaches:
- Event-triggered control([12], [13], [14], [15], [16]), in
which intelligent sensors send information to the controller
when special events occur (i.e. crossing a frontier of the state
space). This requires a dedicated hardware.
- Self-triggered control([17], [18], [19], [20], [21]), which
emulates event-triggered control without dedicated hardware,
by computing at the sampling instant a lower-bound of
the next admissible sampling interval. In these works, the
computations for the sampling law are made online.
- State-dependent sampling([11]): This scheme considers the
offline design of a sampling map thanks to a covering of the
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state-space into conic regions, each providing an admissible
value of the next sampling instant. This allows to reduce the
number of online computations with respect to self-triggered
control. Up to now however, only ideal Linear Time-Invariant
(LTI) systems have been considered.

In the present work, we consider the case of perturbed
LTI systems, with state-bounded unknown exogenous dis-
turbances, and we provide tools for 1) arobust stability
analysis regarding time-varying sampling, and 2) astate-
dependent sampling control. For both applications, we ensure
the exponential stability for a given decay-rate, thanks to
Lyapunov-Razumikhin stability conditions and convexifica-
tion arguments. The main contributions are:
- the consideration of an unknown exogenous disturbance
with convex embedding techniques in a robust stability
analysis regarding time-varying sampling;
- the optimization of the Lyapunov-Razumikhin Function
(LRF), taking into account both the effects of the sampling
and the perturbation. It optimizes the lower-bound of the
sampling map for the state-dependent sampling scheme;
- the design of a state-dependent sampling scheme for the
case of perturbed LTI systems.

The paper is organized as follows. First, we state the
problem in Section II and propose the main stability results
in Section III. Then, Sections IV and V provide the stability
analysis regarding time-varying sampling and the design
of a state-dependent sampling scheme. Finally, simulation
results are shown in Section VI before concluding in Section
VII. Due to space restrictions, all the proofs are left to the
technical report [22].

Notations: R+ = {λ ∈ R, λ ≥ 0}, R∗ = {λ ∈ R, λ 6=
0}. λmax(M) denotes the largest eigenvalue of a symmetric
matrixM ∈ Rn×n. S+n (resp.S+∗

n ) is the set of positive (resp.
positive definite) symmetric matricesP � 0 (resp.P ≻ 0)
in Rn×n. The symmetric elements of a symmetric matrix
are denoted by∗. ⌊x⌋ is the largest integer not greater than
x ∈ R, and‖.‖ is the Euclidean norm onRn. The cardinal
of a finite setK is denoted|K|.

II. PROBLEM STATEMENT

Consider the perturbed LTI system

ẋ(t) = Ax(t) +Bu(t) + Ew(t), ∀t ∈ R+, (1)

wherex : R+ → Rn, u : R+ → Rnu , andw : R+ → Rnw

represent respectively the system state, the control function,
and the exogenous disturbances. The matricesA, B, andE
are constant with appropriate dimensions.

The control is a piecewise-constant state feedback:

u(t) = −Kx(tk), ∀t ∈ [tk, tk+1), ∀k ∈ N, (2)



whereK is fixed and such thatA − BK is Hurwitz. The
sampling instantstk satisfy

tk+1 − tk = τ(tk, x(tk)) ≡ τk ∈ [δ, τmax(x(tk))], ∀k ∈ N,

(3)
with a scalarδ > 0 that ensures the well posedness of the
system (no Zeno phenomenon issue), a sampling function
τ : R+ × Rn → R+, and a maximal sampling mapτmax :
Rn → R+. This sampling map defines the upper-bound of
the sampling intervals and can be seen as a maximal time-
invariant sampling function, to be designed.

The exogenous disturbance is assumed to be state-bounded
in a similar way as in [17]:

∃W ≥ 0, ‖w(t)‖2 ≤ W‖x(tk)‖
2, ∀t ∈ [tk, tk+1), ∀k ∈ N.

(4)
Such a perturbation can represent model uncertainties, local
nonlinearities, or some kind of measurement noises.

We denote byS the closed-loop system{(1), (2), (3),
(4)}. For given sampling functionτ and disturbancew, the
solution of S with initial value x0 is denoted byx(t) =
ϕτ,w(t, x0).

In this work, our main objective is to provide a way
to enlarge the maximal sampling mapτmax from (3) while
ensuring the exponential stability of the system for a chosen
decay-rateβ, also calledβ-stability (i.e. such that there
exists a scalarγ for which all trajectories satisfy‖x(t)‖ ≤
γe−βt‖x0‖ for any initial conditionx0).

In order to check theβ-stability ofS, we use a Lyapunov-
Razumikhin approach ([23]), which is suggested by the
delayed nature of the system, since it uses a Zero-Order-Hold
control [24]. It allows for deriving stability conditions close
to the ones from discrete-time analysis, while guaranteeing
a good behaviour of the system between two consecutive
sampling instants.

Proposition 1: Consider scalarsα > 1, σ̄ > 0, 0 < β ≤
ln(α)
2σ̄ , andW ≥ 0, and a mapτmax : R

n → R+, 0 < δ ≤
τmax(x) ≤ σ̄. If there exists a quadratic functionV (x) =
xTPx, P ∈ S+∗

n such that

For all x ∈ Rn, for all σ ∈ [0, τmax(x)],

V̇ (ϕτmax,w(σ, x)) + 2βV (ϕτmax,w(σ, x)) ≤ 0
wheneverαV (ϕτmax,w(σ, x)) ≥ V (x),

(C1)

then the systemS is globallyβ-stable.

Note that ifβ = 0 and the inequalityV̇ (ϕτmax,w(σ, x)) ≤
0 in (C1) is reinforced to be strict, then the Lyapunov-
Razumikhin theory ensures the asymptotic stability.

Throughout this work, we focus on solving two problems.
The first one concerns the design of the LRFV :

Problem 1: Find a quadratic LRFV such that there exists
a sampling mapτmax satisfying (C1) with a minimum value
τ∗ = infx∈Rn τmax(x) as large as possible.

The second problem concerns the design of the sampling
mapτmax:

Problem 2: Given a quadratic LRFV , design a lower-
bound approximation of the optimal sampling mapτVopt(x) =
max τmax(x) such that (C1) holds.

III. MAIN STABILITY RESULTS

In this section, our aim is to derive sufficient stability
conditions from Proposition 1 that depend solely on the
time variableσ and on the sampled-statex.
By introducing the dynamics of systemS in (C1) and using
some algebraic manipulations, we obtain:

Lemma 2:Consider scalarsα > 1, σ̄ > 0, 0 < β ≤ ln(α)
2σ̄ ,

andW ≥ 0, and a mapτmax : R
n → R+, 0 < δ ≤ τmax(x) ≤

σ̄. If there exist a matrixP ∈ S+∗
n and a scalarε ≥ 0 such

that for all x ∈ Rn, and allσ ∈ [0, τmax(x)],




Λ(σ)x+ Jw(σ)
x

w(σ)





T

Ω





Λ(σ)x+ Jw(σ)
x

w(σ)



 ≤ 0, (5)

with the matrices

Λ(σ) = I +

∫ σ

0

esAds(A−BK), (6)

Jw(σ) =

∫ σ

0

eA(σ−s)Ew(s)ds, (7)

and

Ω =





ATP + PA+ εαP + 2βP −PBK PE

∗ −εP 0
∗ ∗ 0



 , (8)

then the systemS is globallyβ-stable.

Note that in (5) appear the sampled statex(tk) ≡ x

and the timet − tk ≡ σ, but also other terms that result
from the unknown exogenous disturbance,w(σ) andJw(σ).
Using equation (4) about the exogenous perturbation, it
is possible to remove these unknown terms and to derive
sufficient stability conditions in the form of LMIs and of
a set of parametric inequalities of the formxTΠ(σ)x ≤ 0,
parametrized by the timeσ.

Theorem 3:Consider scalarsα > 1, σ̄ > 0, 0 < β ≤
ln(α)
2σ̄ , andW ≥ 0, and a mapτmax : R

n → R+, 0 < δ ≤
τmax(x) ≤ σ̄. Then, the systemS is globally β-stable if
there exist scalarsε ≥ 0, η ≥ 0, andµ ≥ 0, matricesP , Ψ1,
Ψ2 ∈ S+∗

n , andΨ3 ∈ S+∗
nw

, such that

M1 +Ψ1 +Ψ2 � µI,

[

Ψ3 − ηI MT
3

∗ −Ψ2

]

� 0, (9)

and

xTΠ(σ)x ≤ 0, ∀x ∈ R
n, ∀σ ∈ [0, τmax(x)], (10)

with

Π(σ) = Λ(σ)TM1Λ(σ)− Λ(σ)TPBK −KTBTPΛ(σ)
− εP +M2(σ)

TΨ−1
1 M2(σ) +M4(σ)

TΨ−1
3 M4(σ)

+WηI + σWµλmax(E
TE)fA(σ)I,

(11)



M1 = ATP + PA+ εαP + 2βP, M3 = PE,

M2(σ) = −PBK +M1Λ(σ), M4(σ) = ETPTΛ(σ),
(12)

and

fA(σ) =











1
λmax(A+AT )

(

eλmax(A+AT )σ − 1
)

if λmax(A+AT ) 6= 0,
σ otherwise.

(13)

Remark 1: For any given statex ∈ Rn, the condition (10)
remains the same for any statey = λx, λ ∈ R∗. Therefore,
it is sufficient to work with homogeneous sampling maps of
degree0 (i.e. satisfyingτmax(λx) = τmax(x) for all x ∈ Rn,
λ ∈ R

∗) and to check condition (10) over the unitn-sphere.
This is very similar to the homogeneity properties brought
up for the stability conditions in [19] and [11].

Remark 2: In Theorem 3,P corresponds to the LRF
matrix, ε is a tuning parameter introduced by the use of
the S-procedure, and the scalarsη and µ, as well as the
matricesΨi correspond to degrees of freedom introduced
during the majorations of the perturbationsw(σ) andJw(σ)
from Lemma 2.

In the next sections, we show how to adapt the obtained
stability conditions so as to perform a robust analysis with
respect to time-varying sampling, compute all the parameters
efficiently, and perform a state-dependent sampling control.

IV. TIME-VARYING SAMPLING AND
OPTIMIZATION OF THE PARAMETERS

In this section, we consider a constant (i.e. state-
independent) sampling map:

τmax(x) = τ (global)
max , ∀x ∈ R

n, (14)

and look for a solution to Problem 1 by computing:
- a state-independent upper-bound estimationτ

(global)
max = τ∗

for time-varying sampling as in the framework of robust
control techniques (i.e. guaranteeingβ-stability for any time-
varying sampling bounded byτ∗),
- the associated LRFV (x) = xTPx (as well as Theorem 3
parametersΨ1, Ψ2, Ψ3, ε, η andµ).

To this aim, we first rewrite the condition (10) in Theorem
3 as a parameter-dependent LMI as follows.

Lemma 4:The condition (10) in Theorem 3, with the
sampling map (14), is satisfied if and only if the parameter-
dependent LMI

∆(σ) =





R(σ) M2(σ)
T M4(σ)

T

∗ −Ψ1 0
∗ ∗ −Ψ3



 � 0 (15)

is satisfied for allσ ∈ [0, τ
(global)
max ], with

R(σ) = Λ(σ)TM1Λ(σ)− Λ(σ)TPBK −KTBTPΛ(σ)
−εP +WηI + σWµλmax(E

TE)fA(σ)I.
(16)

Then, in order to reduce the number of conditions
regarding the time variable to a finite number, we use

convex embedding approach:

Convex embedding according to time:The matrix function
∆ is continuous on the compact set[0, τ

(global)
max ]. Therefore,

it is possible to design a convex polytope defined by a finite
set of vertices∆̄κ(τ

(global)
max ), with κ ∈ K(τ

(global)
max ) (a finite

set of indexes), such that
(

∆̄κ(τ
(global)
max ) � 0, ∀κ ∈ K(τ

(global)
max )

)

⇓
(

∆(σ) � 0, ∀σ ∈ [0, τ
(global)
max ]

)

.

(17)

The form of the matrix function∆ given by (15) enables
to build these vertices as linearly dependent onP , Ψ1, Ψ3,
η, and µ. One possible construction of a convex polytope
satisfying (17) is proposed in the Appendix, Section VIII.
This construction is based on the results from [1], which
provide tools to build convex hulls around exponential matrix
functions using Taylor polynomials.

With such a convex embedding, and using the results
from Lemma 7 and Theorem 3, we obtain the following
stability Theorem for systems with time-varying sampling.

Theorem 5:Considerε ≥ 0 a tuning parameter. Let a
scalar 0 < τ

(global)
max ≤ σ̄ and the constant sampling map

defined in (14). Let scalarsα > 1, σ̄ > 0, 0 < β ≤ ln(α)
2σ̄ ,

andW ≥ 0, and matrices̄∆κ(τ
(global)
max ) satisfying (17), with

κ ∈ K(τ
(global)
max ).

If there exist matricesP , Ψ1, Ψ2 ∈ S+∗
n , Ψ3 ∈ S+∗

nw
, and

scalarsη ≥ 0 and µ ≥ 0, such that the LMIs (9) and
∆̄κ(τ

(global)
max ) � 0 are satisfied for allκ ∈ K(τ

(global)
max ), then

the system (1), subject to perturbations (4), is globallyβ-
stable with respect to the control (2) for any time-varying
sampling bounded byτ (global)

max .

Based on this result, we provide in the following an
algorithm to compute a lower-bound estimate of the maximal
allowable sampling interval for time-varying sampling. It
is adapted to the polytopic description presented in the
Appendix, Section VIII, which is based on Taylor series
approximations. These approximations induce an estimation
error which can be upper-bounded by a scalarν.

Algorithm:
Step 1: First, we consider Theorem 5 and the polytopic
description (21) and (22) withν = 0. The search forP ,
Ψ1, Ψ2, Ψ3, η andµ is then an LMI problem, and we may
optimize the search of the largestτ

(global)
max (denotedτ̂∗) and

its associated parameterε by using a line-search algorithm.
Step 2:Then, we compute the value of the upper-boundν

corresponding to the obtainedP , ε, Ψ1, Ψ2, Ψ3, η andµ.
Using this value, it becomes possible to evaluate the matrix
inequalities∆̄κ(τ

(global)
max ) � 0 in Theorem 5 so as to obtain

an estimation of the largest upper-bound for time-varying
samplingτ∗ ≤ τ̂∗ which satisfies the stability conditions.
Step 3:The maximal sampling map is then defined as

τmax(x) = τ∗, ∀x ∈ R
n.



V. STATE-DEPENDENT SAMPLING

The state-dependent sampling aims at emulating self-
triggered control while trading online computations for of-
fline computations, thus reducing the processor load during
the real-time control of the system. In this formulation, the
sampling map is defined over regions of the state-space:

τmax(x) = τ (s)max, ∀x ∈ Rs, ∀s ∈ {1, · · · , q}. (18)

Here, the homogeneity brought up in Remark 1 motivates us
for working with conic regions of the form

Rs = {x ∈ R
n, xTΦsx ≥ 0}, Φs = ΦT

s ∈ R
n×n. (19)

Possible constructions of such conic regions are presented
in [11], using the spherical coordinates of the state or the
discrete-time behaviour of the system.

Using the results from Theorem 3 and the convex
embedding approach presented in the previous section
(with identical notations), we obtain the following stability
property for systems with state-dependent sampling:

Theorem 6:Let a matrixP ∈ S+∗
n , and scalarsε ≥ 0,

α > 1, σ̄ > 0, 0 < β ≤ ln(α)
2σ̄ , and W ≥ 0 be given.

Let matricesΨ1, Ψ2 ∈ S+∗
n , Ψ3 ∈ S+∗

nw
, and scalarsη ≥ 0

and µ ≥ 0, such that the LMIs (9) are satisfied. Consider
the sampling map (18) defined on conic regions (19), with
sampling intervalsτ (1)max, · · · , τ

(q)
max satisfying0 < δ ≤ τ

(s)
max ≤

σ̄. Assume there exist matrices̄∆κ(τ
(s)
max), with κ ∈ K(τ

(s)
max)

a finite set, satisfying for alls ∈ {1, · · · , q}, andρs ≥ 0,
(

∆̄κ(τ
(s)
max) +

[

ρsΦs 0
∗ 0

]

� 0, ∀κ ∈ K(τ
(s)
max)

)

⇓
(

∆(σ) +

[

ρsΦs 0
∗ 0

]

� 0, ∀σ ∈ [0, τ
(s)
max]

)

,

(20)

with ∆(σ) introduced in (15).
If there exist scalarsρs ≥ 0 such that the LMIs∆̄κ(τ

(s)
max) +

[

ρsΦs 0
∗ 0

]

� 0 are satisfied for alls ∈ {1, · · · , q} and

κ ∈ K(τ
(s)
max), then the systemS is globallyβ-stable.

Theorem 6 provides sufficient conditions for Theorem 3,
and enables to analyse the stability of the system for a given
sampling mapτmax defined on conic regions. Just as in the
previous section, the matrices̄∆κ(τ

(s)
max), κ ∈ K(τ

(s)
max), can be

designed following the approach described in the Appendix,
Section VIII.

One approach to compute a lower-bound approximation
of the optimal sampling map (i.e. a solution of Problem 2),
consists in using the LMI conditions from Theorem 6 (with
given parametersP , ε, Ψ1, Ψ2, Ψ3, η, µ andν), in order to
maximize the sampling intervalsτ (s)max on each region with a
line search algorithm.

Note that using the LRFV (x) = xTPx and the param-
etersε, Ψ1, Ψ2, Ψ3, η, µ and ν computed thanks to the
algorithm in Section IV allows for designing sampling maps

that are lower-bounded byτ∗ in the case of state-dependent
sampling.

The obtained sampling map (18) can then be used to
perform a state-dependent sampling control following the
sampling law (3).

VI. NUMERICAL EXAMPLE

Consider the system from [12]:

ẋ(t) =

[

0 1
−2 3

]

x(t)−

[

0
1

]

[

−1 4
]

x(tk) +

[

1 0
0 1

]

w(t).

We use the polytopic description presented in the Appendix,
Section VIII, with a polynomial approximation degree term
N = 5, and l = 100 polytopic subdivisions.

First, we apply the algorithm proposed in Section IV to
perform a robust stability analysis with respect to time-
varying sampling for different values of parametersβ andW .
The obtained upper-boundsτ∗ for time-varying samplings
are given in Table I, while Table II presents a comparison
with some upper-bounds from the literature, in the unper-
turbed case, without decay-rate. These upper-bounds are
quite close to the practical upper-bound obtained for systems
with periodic sampling:TSchur= 0.5948s.

β = 0 β = 0.1 β = 0.3
W = 0 (0%) 0.5421s 0.4404s 0.3709s

W = 0.0025 (5%) 0.4975s 0.4092s 0.2799s
W = 0.01 (10%) 0.4271s 0.3364s 0.1573s
W = 0.04 (20%) 0.2719s 0.1814s -
W = 0.09 (30%) 0.1417s 0.0518s -
W = 0.16 (40%) 0.0322s - -

TABLE I

MAXIMUM UPPER-BOUNDSτ∗ FOR TIME-VARYING SAMPLING

Method τ∗ Method τ∗

[2] 0.2757s [10] (LKF approach) 0.4305s
[4] 0.3126s [25] (Lyapunov + embeddings) 0.4578s
[3] 0.3347s [7] 0.5200s
[8] 0.3347s [9] 0.5376s
[5] 0.4244s Theorem 5 0.5421s
[6] 0.4244s [11] (LRF + embeddings) 0.5938s

TABLE II

MAXIMUM UPPER-BOUNDSτ∗ FOR TIME-VARYING SAMPLING ,

WITHOUT PERTURBATIONS NOR DECAY-RATE

Second, we set a numberq = 100 of equal conic regions
(isotropic partition on the unit spherex = eiθ, θ ∈ [−π, π],
see the design in [11]), and apply the method proposed
in Section V, to design the maximal sampling maps for
different parametersβ andW . Figure 1 presents the results
obtained with β = 0.3. Recall that for each parameter
set,β-stability is ensured for any state-dependent sampling
(potentially time-varying) with values under the respective
curve in Figure 1 (i.e.satisfying (3)). In the figure, the upper-
boundsτ∗ for time-varying sampling are reminded since they
represent a global lower-bound for their respective sampling
map.
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Fig. 1. State-angle dependent sampling mapτmax for a decay-rateβ = 0.3
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In Figure 2, we present the inter-execution times obtained
in a simulation forβ = 0.3 and W = 0.01 (i.e. with
perturbations satisfying‖w(t)‖ ≤ 10%‖x(tk)‖).
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Fig. 2. Inter-execution timesτmax(x(tk)) and LRFV (x(t))

VII. CONCLUSION

We have introduced a design of a maximal state-dependent
sampling mapτmax ensuring the exponential stability with a
given decay-rate for perturbed linear state feedback systems.
The proposed method, based on convex embeddings and
Lyapunov-Razumikhin type stability conditions, can be used
to perform both a robust stability analysis with respect
to time-varying sampling and a state-dependent sampling
control scheme. It presents several advantages:
- It makes it possible to maximize the lower-boundτ∗ of the
proposed map.
- It provides the corresponding LRF parameters.
- The state-dependent map of the next maximal sampling
interval with respect to the past sampled state is designed
offline, which helps reducing the real-time processor load.

VIII. APPENDIX: POLYTOPIC EMBEDDING
DESIGN BASED ON TAYLOR POLYNOMIALS

We propose a construction of the convex embedding
satisfying (17) that is adapted from the results from [1]. Our

design is based on a Taylor series approximation of orderN

performed onl subdivision intervals of[0, σ̄].
The objective behind the division of the time inter-

val [0, σ̄] into an union of smaller intervals (namely
⋃

j∈{0,··· ,l−1}

[j
σ̄

l
, (j + 1)

σ̄

l
]) is to refine the precision of the

convex embedding. It allows for designing small convex
polytopes for each time interval subdivision, instead of
designing one large one for the whole time interval.

Consider a scalar0 ≤ σ∗ ≤ σ̄. In this construction, we
define the set of vertex indexes

K(σ∗) = {0, · · · , N} ×

{

0, · · · ,

⌊

σ∗l

σ̄

⌋}

, (21)

with integersN ≥ 0 and l ≥ 1, and design the vertices
∆̄(i,j)(σ

∗) for all (i, j) ∈ K(σ∗), as:

∆̄(i,j)(σ
∗) = ∆̂(i,j)(σ

∗) + νI, (22)

with






∆̂(i,j)(σ
∗) =

(

∑i
k=0 ∆̃(k,j)

(

σ̄
l

)k
)

if j <
⌊

σ∗l
σ̄

⌋

,

∆̂(i,j)(σ
∗) =

(

∑i

k=0 ∆̃(k,j)

(

σ∗ − jσ̄
l

)k
)

otherwise,
(23)

∆̃(0,j) =





L0,j −KTBTP + ΓT
1,jM

T
1 ΓT

1,jPE

∗ −Ψ1 0
∗ ∗ −Ψ3



 ,

∆̃(k≥1,j) =





Lk,j ΓT
2,j

(Ak−1)T

k! MT
1 ΓT

2,j
(Ak−1)T

k! PE

∗ 0 0
∗ ∗ 0



 ,

(24)
Γ1,j = I +Nj(A−BK), Γ2,j = N ′

j(A−BK),

Nj =
∫ j σ̄

l

0
eAsds, N ′

j = ANj + I,
(25)

and
L0,j = ΓT

1,jM1Γ1,j − εP +WηI

−ΓT
1,jPBK −KTBTPΓ1,j + L̃0,j ,

L1,j = ΓT
2,j(M1Γ1,j − PBK)

+(ΓT
1,jM

T
1 −KTBTP )Γ2,j + L̃1,j ,

Lk≥2,j = ΓT
2,j

(Ak−1)T

k!
(M1Γ1,j − PBK)

+(ΓT
1,jM

T
1 −K

T
B

T
P )A

k−1

k!
Γ2,j

+ΓT
2,j

(

∑k−1
i=1

(Ai−1)T

i!
M1

Ak−i−1

(k−i)!

)

Γ2,j + L̃k,j .

(26)
If λmax(A+AT ) = 0, the matrices̃Lk,j are defined as

L̃0,j = Wµλmax(E
TE)

(

j σ̄
l

)2
I,

L̃1,j = 2Wµλmax(E
TE)j σ̄

l
I,

L̃2,j = Wµλmax(E
TE)I,

L̃k≥3,j = 0.

(27)

Otherwise, ifλmax(A+AT ) 6= 0, they are defined as

L̃0,j = Wµ
λmax(E

TE)
λmax(A+AT )

j σ̄
l

(

eλmax(A+AT )j σ̄

l − 1
)

I,

L̃1,j = Wµ
λmax(E

TE)
λmax(A+AT )

(

eλmax(A+AT )j σ̄

l

(

1 + j σ̄
l
λmax(A+AT )

)

− 1
)

I,

L̃k≥2,j = Wµ
λmax(E

TE)
λmax(A+AT )e

λmax(A+AT )j σ̄

l

(

j σ̄
l

(λmax(A+AT ))k

k! + (λmax(A+AT ))k−1

(k−1)!

)

I.

(28)



Finally,

ν ≥ max
σ′∈[0, σ̄

l
],

r∈{0,··· ,l−1}

λmax

(

∆
(

σ′ + r
σ̄

l

)

−

N
∑

k=0

∆̃(k,r)σ
′k

)

.

(29)
Remark 5: The matrices∆̃(k,j) defined in (24) are

the coefficients of the Taylor polynomialof ∆. Indeed,
it can be shown (see the proof of Lemma 7 in [22])
that the polynomial approximation of∆ of order N for
σ ∈ [j σ̄

l
, (j + 1) σ̄

l
], with j ∈ {0, · · · , l − 1}, is expressed

as
∑N

k=0 ∆̃(k,j)

(

σ − j σ̄
l

)k
. The constantν defined in

(29) represents anupper-bound of the Taylor series
approximation error: it can be shown (see the proof of
Lemma 7 in [22]) that∆(σ)−

∑N

k=0 ∆̃(k,j)

(

σ − j σ̄
l

)k
� νI

for all σ ∈ [j σ̄
l
, (j + 1) σ̄

l
] andj ∈ {0, · · · , l − 1}.

Lemma 7:Consider a scalar0 ≤ σ∗ ≤ σ̄. The vertices
∆̄(i,j)(σ

∗) defined in (22) with the set of indexesK(σ∗)
defined in (21) satisfy the property (17): if the condition
∆̄(i,j)(σ

∗) � 0 is satisfied for all(i, j) ∈ K(σ∗), then
∆(σ) � 0 for all σ ∈ [0, σ∗].
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