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Abstract—We aim at dimensioning fixed broadband microwave
wireless networks under unreliable channel conditions. As the
transport capacity of microwave links is prone to variations
due to, e.g., weather conditions, such a dimensioning requires
special attention. It can be formulated as the determination of the
minimum cost bandwidth assignment of the links in the network
for which traffic requirements can be met with high probability,
while taking into account that transport link capacities vary
depending on channel conditions.

The proposed optimization model represents a major step
forward since we consider dynamic routing. Experimental results
show that the resulting solutions can save up to 45% of the
bandwidth cost compared to the case where a bandwidth over-
provisioning policy is uniformly applied to all links in the network
planning. Comparisons with previous work also show that we can
solve much larger instances in significantly shorter computing
times, with a comparable level of reliability.

I. INTRODUCTION

Microwave communication describes a traditional trans-
mission technology that is known for its rapid deployment
capability, low cost and a flexible application potential. It has
been widely deployed in a range of communication contexts
including fixed, mobile and private networks. In the context of
the steady increase in Internet traffic, fixed broadband wireless
networks have become a common alternative to provide private
high-speed data connections via microwave [1].

Microwave communication refers to terrestrial point-to-
point digital radio communications, usually employing di-
rectional antennas in clear line-of-sight (LOS) and operating
in licensed frequency bands [2]. Despite recent advances,
many questions about how to plan the capacity of wireless
microwave networks remain open, especially because of the
difficulties in diagnosing channel impairments induced by
environmental conditions. Indeed, the dimensioning of mi-
crowave wireless networks entails a complex design decision
aiming to balance bandwidth-cost efficiency and network
reliability, in order to cope with channel fluctuations, due to
adaptive modulation in fading channels in order to compensate
for, e.g., rain or multipath events.

To support broadband applications, modern microwave sys-
tems use quadrature amplitude modulation (QAM). High-level
QAM schemes, despite having better bandwidth efficiency,
are more susceptible to errors due to channel impairments.
To overcome outage events due to fading, modern microwave
systems employ adaptive modulation and coding, which have
been proven to dramatically improve link performance [3],
[4]. In practice, in order to maintain the BER (Bit Error

Rate) performance, this technique involves the variability of
the capacity of the links.

Fading phenomena are described in statistical terms and
the probability of fades of a particular magnitude can be
evaluated through analytical techniques [5]–[7]. Coudert et
al [8] suggested identifying a finite set of efficient radio
configurations, for which no configuration with a better band-
width efficiency and a lower SNR (Signal to Noise Ratio)
requirement exists. They then associate a discrete probability
distribution with these selected configurations, derived either
from fading models or power budget calculations.

In the present study, we propose an optimization model
in order to dimension fixed broadband wireless microwave
networks under unreliable channel conditions, assuming a
discrete probability distribution is known for each microwave
link and bandwidth. The model determines the minimum cost
bandwidth assignment of the links in the network so that
a required reliability level of the resulting dimensioning is
satisfied, i.e., the selection of bandwidth is made in order
to reduce bandwidth costs while ensuring that traffic require-
ments can be met with high probability. We assume dynamic
routing (i.e., routing decisions are made according to channel
conditions) to reduce the bandwidth over-provisioning in the
network planning.

The paper is organized as follows. In Section II, we dis-
cuss the recent related studies on dimensioning microwave
networks. The proposed dimensioning model, subject to a
bandwidth/modulation probability distribution, is presented in
Section III. We then devise a solution of the proposed model
in Section IV. It is based on a decomposition technique in
order to ensure a scalable solution scheme. Numerical results
are described in Section V. Conclusions are drawn in the last
section.

II. RELATED WORK

We first survey the recent work on the dimensioning of
microwave networks (Section II-A), and then summarize the
very recent work of [9] that we will use in order to validate
the newly proposed dimensioning model (Section II-B).

A. Literature Review

Computing the probability that a subset of nodes in a prob-
abilistic network is connected is a classical computationally
difficult problem [10], [11], even for the case in which the
subset of nodes is restricted to a single source-destination pair,



namely, the two-terminal network reliability problem [12].
But, to the best of our knowledge, Dominiac et al. [13] was
the first work to investigate the reliability of fixed broadband
wireless networks. The authors, however, assume very strong
hypotheses (e.g., single source-destination flow, uncapacitated
network, unqualified failures) and apply currently available
algorithms for the two-terminal network reliability problem.
They only present results for a network with 5 nodes and 7
links.

Recently, the problem of determining the minimum cost
bandwidth assignment of a network while guaranteeing a reli-
ability level of the solution was studied in [9], [14], [15]. The
authors propose a chance-constrained programming approach
in which, if the optimal bandwidth assignment and routing of
traffic demands are met, the reliability criterion guarantees that
network flows remain feasible with high probability. Under the
assumption that links suffer fading independently, they propose
reformulations to standard MILP models.

An important point to make in relation to these previous
approaches is that they consider static routing. But, in fact,
bandwidth assignment and routing decisions take place in
different time. Moreover routing decisions vary over time and,
therefore, it is possible to reduce the bandwidth utilization by
adopting dynamic routing.

B. Budget Constrained Optimization Model

In [9], the authors proposed as well an alternative budget
constrained formulation for which they present a reliability
analysis based on different budgets. Instead of minimizing
bandwidth costs, their model aims to maximize the reliability
of the network while some budget B is not exceeded.

The network topology is modeled as a digraph G = (V,L),
where each node v ∈ V denotes a radio base station and
each link ` ∈ L represents a microwave link from u to v,
with u, v ∈ V . Let ω+(v) (ω−(v)) denote the set of outgoing
(incoming) links of v. The sets of possible bandwidth values
and modulations are denoted by B and M , respectively.
B` ⊆ B denotes the available bandwidth values on link `.
M b

` ⊆ M denotes the available modulations on `, subject
to the bandwidth selection b ∈ B` on `. Note that m ∈ M
represents the number of symbols in the m-QAM modulation.

Let COSTb be the cost associated with bandwidth choice b.
Let CAPAbm be the link capacity for a given bandwidth
choice b and a specific compatible modulation m. The trans-
port capacity of a link is estimated by the product of the band-
width value and the bandwidth efficiency of the modulation.
Let ρbm` be the probability that link `, assuming bandwidth
choice b ∈ B`, is operated with modulation m ∈M b

` or higher
(i.e., a modulation that offers a better bandwidth efficiency).
Therefore, a feasible routing of traffic demands on link `
operating with bandwidth selection b and with modulation m
is also feasible if the link operates with modulations higher
than m.

The traffic requirements are modeled by a matrix D =
(Dsd), where Dsd denotes the amount of traffic from s to d.
Let SD = {(s, d) ∈ V 2 : Dsd > 0}. Let a`,bm be the binary

decision variable indicating whether the bandwidth/modulation
pair (b,m) is assigned or not to link ` ∈ L. Flow variables
ϕsd
` denote the fraction of Dsd that is routed on link ` ∈ L.

max
∑
`∈L

∑
b∈B`

∑
m∈Mb

`

log(ρbm` )a`,bm (1)

subject to:

∑
`∈ω−(v)

ϕsd
` −

∑
`∈ω+(v)

ϕsd
` =


−Dsd, if v = s,
Dsd, if v = d,
0, otherwise

v ∈ V, (s, d) ∈ SD (2)∑
(s,d)∈SD

ϕsd
` ≤

∑
b∈B`

∑
m∈Mb

`

CAPAbma`,bm ` ∈ L (3)

∑
b∈B`

∑
m∈Mb

`

a`,bm ≤ 1 ` ∈ L (4)

∑
`∈L

∑
b∈B`

∑
m∈Mb

`

COSTba`,bm ≤ B (5)

ϕsd
` ≥ 0 ` ∈ L, (s, d) ∈ SD (6)

a`,bm ∈ {0, 1} ` ∈ L, b ∈ B`,m ∈M b
` . (7)

Objective function (1) represents the linearization, using
a logarithmic function, of the network reliability based on
the assigned bandwidth values and the independence of the
link outages. Flow conservation constraints (2) determine the
routes that fulfill the traffic requirement for each demand.
Constraints (3) ensure that bandwidth assignment is appro-
priate in order to support the overall requested traffic demand.
Constraints (4) guarantee that a unique pair (b,m) is assigned
to each link. Finally (5) enforces the cost of the solution not
to exceed the budget value B.

III. NETWORK MODEL

A. Definitions and Assumptions

We will re-use in this section the same notations and
definitions related to network topology model, radio config-
urations and traffic demands, which we introduced in Section
II-B. In addition, let M` ⊆ M be the set of all available
modulations on link ` regardless of the bandwidth. Let BM`

be the set of all possible bandwidth/modulation pairs on `.
Note however that, in the new proposed model, the definition
of the probability distribution associated with the pairs in BM`

is slightly different. Instead of using the cumulative probability
distribution as in [9], we use a set of modulation distributions:∑

m:(b,m)∈BM`

π`,bm = 1 ` ∈ L, b ∈ B`, (8)

where π`,bm denotes the probability that modulation m is used
together with bandwidth b on link `.

Let us now define the notion of configuration of a network:
a configuration c corresponds to a network dimensioning (i.e.,
bandwidth selection for each link) and, given the dimension-
ing, a radio selection (i.e., modulation for each link). Formally,



the binary parameters ac`,b and ac`,m denote whether link `
uses bandwidth b and modulation m, respectively, within the
configuration c. Parameter ac`,bm is set to 1 for link ` if the
corresponding bandwidth and modulation parameters are also
equal to 1 in configuration c, i.e., ac`,bm = ac`,b a

c
`,m. Note

that only one bandwidth and one modulation value can be
associated with each link in a given configuration.

Due to the independence between the probability distribu-
tion for each link, the probability pc of a configuration c can
be written as:

pc =
∏
`∈L

∑
(b,m)∈BM`

π`,bm ac`,bm c ∈ C (9)

where C represents the set of all possible configurations.
Note that it is possible that not all traffic demands are

completely satisfied by the configurations of C, due to the
capacity constraints vs. the traffic demand. For that reason,
we introduce the variable δcsd that is equal to the amount of
unsatisfied demand from source node s to destination node d.

B. Optimization Model

The objective is to assign the bandwidth values on the links
of L in order to minimize the bandwidth cost for provisioning
the granted requests. However, due to the capacity constraints,
and the strong conditions imposed by the modulation probabil-
ity distributions, it may happen that the model has no solution.
Then, in order to ensure that the optimization model has
always a solution, we minimize the bandwidth cost only after
the minimization of the amount of unsatisfied demands and of
some possible unfeasibility with respect to the probabilities of
the modulation distributions. Variables of the proposed model
are:
• xc = 1 if configuration c is selected as a relevant network

dimensioning configuration, 0 otherwise
• z`,b = 1 if bandwidth b is used on link ` in all selected

configurations, 0 otherwise.
• z` = bandwidth cost of link `
• y`,bm = amount of unfeasibility with respect to the

discrete probability modulation distribution for a given
link ` and (b,m) ∈ BM`.

In preliminary experiments, we observed that the model
may contain numerous configurations with an extremely small
probability. Also we decided to search for an optimal solution
made of configurations with meaningful probabilities. As a
consequence, the probability that some link ` uses configu-
ration (b,m) in the solution does not necessarily match the
given probability π`,bm. We then introduced the variable y`,bm
in order to always guarantee a solution for our optimization
model. Yet, we ensure that the solution provides a satisfactory
grade of service to the network operator by enforcing that∑
c∈C

pc is at least pmin, with pmin quite close to 1. In the

sequel, we refer to
∑
c∈C

pcxc as the reliability of the microwave

network dimensioning.

Our optimization model can now be stated as follows:

min
∑
`∈L

z`+PENAL1

∑
(s,d)∈SD

∑
c∈C

δcsdp
c xc

+PENAL2

∑
`∈L

∑
(b,m)∈BM`

y`,bm (10)

∑
c∈C

pc xc ≥ pmin (11)∑
c∈C

ac`,bm pc xc + y`,bm = z`,b π`,bm ` ∈ L,

m ∈M`, b ∈ B` : (b,m) ∈ BM` (12)∑
b∈B`

z`,b = 1 ` ∈ L (13)

COSTb z`,b ≤ z` ` ∈ L, b ∈ B` (14)
z`,b ∈ {0, 1} ` ∈ L, b ∈ B` (15)
z` ≥ 0 ` ∈ L (16)
xc ∈ {0, 1} c ∈ C (17)
y`,bm ∈ [0, 1] ` ∈ L, (b,m) ∈ BM`. (18)

PENAL1 and PENAL2 are positive constants prioritizing
the minimization of unsatisfied demand and probability dis-
tribution unfeasibility, respectively. The last unfeasibility is
determined using variables (y`,bm), for each link, in constraint
(12) according to the selected configurations (xc) and the
assigned bandwidth b (z`,b). Constraints (14) determine the
bandwidth cost value for a given link. Note that we do not
need to explicitly impose variables z` to be integer in (16)
as those integrality constraints are implicitly entailed by the
other constraints.

Observe that the number of constraints is in the order of
O(|L| × |BM|). This remains reasonable as the number of
elements in BM is quite limited in practice.

C. An Illustrative Example

Consider a small microwave network with three links :
`1, `2, `3. We use the following bandwidth and modulation
values:
• B = {b1 = 7MHz, b2 = 14MHz}
• M = {m1 = QPSK,m2 = 16QAM}

Thus,

BM = {(7MHz,QPSK), (7MHz, 16QAM),

(14MHz,QPSK), (14MHz, 16QAM)}.

The discrete probability distributions of the band-
width/modulation of each link are given in Table I. Note that
there are 64 possible network configurations. Table II shows
only the selected network configurations z`1,b1 = z`2,b1 =
z`3,b1 = 1.

Assume that each link carries a traffic demand which can be
satisfied by any combination in BM. Clearly, a solution that
assigns b1 to each link will be the less-costly for the network
operator. Furthermore, if all eight configurations are selected,



TABLE I
MODULATION DISCRETE PROBABILITY DISTRIBUTIONS

Links π`,b1m1
π`,b1m2

π`,b2m1
π`,b2m2

`1 0.1 0.9 0.2 0.8
`2 0.2 0.8 0.3 0.7
`3 0.1 0.9 0.2 0.8

TABLE II
CONFIGURATIONS FOR z`1,b1 = z`2,b1 = z`3,b1 = 1

L/BM c1 c2 c3 c4 c5 c6 c7 c8

`1

(b1,m1) 1 1 1 1 0 0 0 0
(b1,m2) 0 0 0 0 1 1 1 1
(b2,m1) 0 0 0 0 0 0 0 0
(b2,m2) 0 0 0 0 0 0 0 0

`2

(b1,m1) 1 1 0 0 1 1 0 0
(b1,m2) 0 0 1 1 0 0 1 1
(b2,m1) 0 0 0 0 0 0 0 0
(b2,m2) 0 0 0 0 0 0 0 0

`3

(b1,m1) 1 0 1 0 1 0 1 0
(b1,m2) 0 1 0 1 0 1 0 1
(b2,m1) 0 0 0 0 0 0 0 0
(b2,m2) 0 0 0 0 0 0 0 0
pc 0.002 0.018 0.008 0.072 0.018 0.162 0.072 0.648

the reliability will be equal to 1 and the terms multiplied by
PENAL2 in (10) will be equal to zero. Hence, the objective
function is minimized. However, if a minimum reliability level
of 0.8 is sufficient for the network operator, the solution
consisting in the three configurations c6, c7 and c8 would
satisfy all the requirements with a reliability level equals to
0.882 (0.162 + 0.072 + 0.648).

Now, if we consider larger problem instances (see Section
V), we cannot enumerate explicitly all possible configurations,
hence we describe in the next section how to solve the model
(10) - (18) using an implicit enumeration of all configurations,
thanks to the column generation method. In the numerical
experiments, we will find a compromise between the value
of pmin, i.e., an acceptable reliability, and the generation of
meaningful configurations, i.e., configurations with a proba-
bility value that is meaningful.

IV. SOLUTION OF THE PROPOSED MODEL

A. Outline

A straightforward solution scheme for the model (10)-(18)
is to enumerate all possible configurations: this is intractable
even with moderate-size instances. In this section, we describe
a solution process based on the Column Generation method
that splits the original problem into two subproblems: the
Restricted Master Problem (RMP) and the Pricing Problem.
The RMP is a linear relaxation of the original problem where
only a limited subset of configurations is considered, while
the pricing generates, one at a time, the configurations that
have the potential to improve the objective function of the
current RMP, i.e., to find RMP variables (or, equivalently,
RMP columns) with negative reduced costs, see, e.g., [16] for
more details. The column generation method is to alternate the
solution of these problems until the optimality condition is sat-
isfied: no more configurations (i.e., RMP variables/columns)
with a negative reduced cost can be derived when solving the
pricing problem.

B. Pricing Problem

In this section, we omit the index c to alleviate the notations.
The objective of the pricing problem consists in minimizing

the reduced cost of variables xc. From (10)-(12), we have:

min COST =
∏
`∈L

p`

(
PENAL1

∑
(s,d)∈SD

δsd − u(11)

−
∑
`∈L

∑
(b,m)∈BM`

u(12)
`,bm a`,bm

)
(19)

where u(11) (≥ 0) and u(12)
`,bm (≶ 0) are dual values corre-

sponding to constraints (11) and (12), respectively. p` rep-
resents the probability that the link ` uses the affected band-
width/modulation in the configuration under construction. The
set of constraints of the pricing problem is as follows:

p` =
∑

(b,m)∈BM`

π`,bm a`,bm ` ∈ L (20)

∑
`∈ω−(v)

ϕsd
` −

∑
`∈ω+(v)

ϕsd
` =


−Dsd + δsd v = s

Dsd − δsd v = d

0 otherwise

v ∈ V, (s, d) ∈ SD (21)∑
(s,d)∈SD

ϕsd
` ≤

( ∑
m∈M`

m× a`,m

)
×

(∑
b∈B`

b× a`,b

)
` ∈ L (22)

∑
m∈M`

a`,m = 1 ` ∈ L (23)∑
b∈B`

a`,b = 1 ` ∈ L (24)∑
(b,m)∈BM`

a`,bm = 1 ` ∈ L (25)

a`,bm = a`,m a`,b

` ∈ L,m ∈M, b ∈ B : (b,m) ∈ BM` (26)

ϕsd
` ≥ 0 ` ∈ L, (s, d) ∈ SD (27)

a`,bm ∈ {0, 1} ` ∈ L,
m ∈M, b ∈ B : (b,m) ∈ BM` (28)

a`,b ∈ {0, 1} ` ∈ L, b ∈ B` (29)
a`,m ∈ {0, 1} ` ∈ L,m ∈M` (30)
δsd ≥ 0 (s, d) ∈ SD (31)
0 ≤ p` ≤ 1 ` ∈ L (32)

Constraints (21) enforce the flow conservation for a given
selection of the bandwidth/modulation assignment to each link
as suggested by the values of the dual variables, while the
flow on each link is limited (Constraints (22)) by the transport
capacity defined by the selected pair of bandwidth/modulation
on each link, in the configuration under construction.



Solving the pricing problem presents two challenges. The
first one is due to the presence of the quadratic term a`,m a`,b:
it can be easily overcome with the following linearization:

a`,bm ≥ a`,m + a`,b − 1 (33)
a`,m ≥ a`,bm (34)
a`,b ≥ a`,bm (35)

The second challenge, that is the product of p` variables,
is more difficult to address as it corresponds to a non convex
function. In the sequel, we propose a heuristic approach to
solve the pricing problem, which takes care of this nonlinear
non convex term.

C. Solution Process

In the column generation process, we only add to the current
RMP those configurations generated by the pricing problem,
for which the objective value (linear programming reduced
cost) of the pricing problem is negative. To overcome the
difficulty of solving the pricing problem due to the presence
of the non convex term, we introduce a slight transformation.
We know that the term

∏
`∈L p` is always positive and with

a rather small value as it is the product of probabilities;
consequently, it has little impact on the sign of the optimal
value of the reduced cost. The idea is therefore to first solve
the pricing problem with the omission of the first non-linear
term in the objective. In this way, we are guaranteed to solve
the pricing problem while generating all useful configurations
that can improve the RMP objective function. Moreover, we
consider only the configurations that satisfy all the traffic
requirements. After a first configuration c with a negative
reduced cost has been found through this simplified pricing
model, we use a local search heuristic in order to generate
other valid configurations with a negative reduced cost in the
neighbourhood of the first configuration, and which be also
added to the RMP. The aim is to speed up the solution of the
linear relaxation of the master problem. These configurations
are derived from c by modifying the modulation of some
randomly selected links of configuration c: if their reduced
cost is negative, they are retained, otherwise they are forgotten.

The first step of the solution process, (upper rectangle in
the flowchart of Figure 1), consists then to solve iteratively
the RMP and the modified pricing problem until no more
configuration with a negative reduced cost can be found.
The first step is followed by an ILP resolution of the last
RMP that results in a set of network configurations with a
minimum bandwidth cost. Notice that the proposed solution
process, because of the use of the modified pricing problem,
and the ILP solution of the last RMP (instead of a branch-
and-price method, see, e.g., [17]) is a heuristic method. In
order to increase the dimensioning reliability, we apply a post-
optimization procedure. It first chooses the configuration, say
c1, with the highest probability among those that were selected
in the ILP solution of the last RMP. Therein, the bandwidth of
each link is already assigned. Then, we derive new configura-
tions by modifying the modulation of some randomly chosen

links of c1. We next use the simplified pricing problem in
order to verify the existence of a routing solution for these
configurations, if they have a negative reduced cost. If a
routing exists, then the configurations are added to the current
RMP. Computational experiments showed that such a post-
processing was useful to increase the dimensioning reliability
without modifying the bandwidth assignment of c1.

Fig. 1. ILP and Column Generation Solution Process

D. Initial Solution of the RMP

Solving the RMP model requires a satisfactory value for
pmin, that is the desired reliability level predefined by the
network operator, and a subset of initial configurations such
that (11) is satisfied. However, it can be difficult for large
instances (i.e., slow convergence) to reach a feasible solution
such that (11) is satisfied depending on the value of pmin. We
overcome this issue by solving a modified version of model
(10)-(18), which is defined as follows. We first modify the
objective function (10), and replace it by the following one:

max
∑
c∈C

pc xc − PENAL1

∑
(vs,vd)∈SD

∑
c∈C

δcsdp
c xc (36)

in order to first generate configurations which maximizes∑
c∈C

pc xc in order to quickly satisfy (11), and check that the

selected value for pmin is not too difficult to reach in practice.
We keep all the constraints except for (11).

The objective function of the corresponding pricing problem
needs to be modified accordingly and is written as follows:

max COST′ = (1− PENAL1

∑
(s,d)∈SD

δsd)
∏
`∈L

p`

−
∏
`∈L

p`
∑
`∈L

∑
(b,m)∈BM`

u(12)
`,bm a`,bm (37)

while the set of constraints is not modified.
Again the non-linearity in the objective of the pricing

problem is overcome thanks to the heuristic approach de-
scribed in the previous section. Note that, as we now solve



a maximization problem, a new configuration will be added
to the initial RMP if the corresponding reduced cost COST′ is
positive.

When no more improving configurations can be generated,
then we switch to the solution process described in the
flowchart of Figure 1.

V. NUMERICAL RESULTS

A. Setting of the Experiments

We now describe the set of experiments we conducted in
order to evaluate the quality of the solutions output by our
optimization model. We consider a set of realistic network
instances taken from SNDlib [18] with the traffic demands
rescaled as in [9]: Atlanta (15 nodes, 44 links), Polska (12
nodes, 36 links), France (25 nodes, 90 links) and Germany50
(50 nodes, 176 links). We use the following parameters:
• B = {b1 = 7MHz, b2 = 14MHz, b3 = 28MHz}
• M = {m1 = 16-QAM coded,m2 = 16-QAM uncoded
m3 = 64-QAM coded,m4 = 64-QAM uncoded
m5 = 256-QAM coded,m6 = 256-QAM uncoded}

This leads to 18 (b,m) pairs. Note that the network instances
as well as the radio parameters are identical to those used in
[9]. We set a normalized monetary cost of $1,000 per 1MHz of
bandwidth. Besides, based on the Vigants-Barnett radio fading
model [6], the probability distributions of the considered
modulations are such that ∀` ∈ L,∀b ∈ B, π`,bm6

is in the
order of 0.999 while all other modulations are around 10−5.
Note also that the solution process of the column generation
subprocess is limited to two hours. Other parameters are as
follows: PENAL1 = 40, 000; PENAL2 = 50; pmin = 0.9.

The high variability of the probability distributions de-
scribed above and the independence between link probabilities
produce a tremendous number of possible configurations with
very low probability value. In order to prevent generating such
meaningless configurations, e.g., with probability of the order
of 10−75, we requested that: p` ≥ 0.1 for ` ∈ L in the pricing
problem.

TABLE III
CG RESULTS

Polska Atlanta France Germany50
# Total conf. 606 635 629 454
# Used conf. 78 16 102 17

Table III shows that the total number of configurations
generated by our solution process represents only a tiny
fraction of the overall number of possible configurations, i.e.,∏

`∈L |BM`|. That means that our solution process focuses
primarily on the most significant configurations in terms of
probability and demand satisfaction. Also, we can observe
that the best solutions in terms of cost will consider only a
limited number of configurations while reaching the desired
dimensioning reliability level. Note that, in practice, generated
configurations satisfy all traffic demands, i.e., δsd = 0 for all
(s, d) ∈ SD.

B. Solution quality

We highlight here the quality of the solutions obtained by
our optimization model and associated solution process. Fig. 2
shows, for each network topology, the cost saving that can be
achieved by the network operator compared to the worst case
where the highest cost bandwidth is installed on every link.
We observe a significant cost saving ranging from 33% to
45%, while achieving a high dimensioning reliability. As the
saving increases with the network size, one can notice some
decrease for the dimensioning reliability. This is due in part
to the additional constraint on p`(p` ≥ 0.1) but mostly to the
fact that it is much harder to maintain the same dimensioning
reliability because the configuration probabilities decrease by
several orders of magnitude when considering more links in a
network.

The quality of our method can also be evaluated through the
reliability gaps between our solutions and the worst case, as
shown in Fig. 3. We can see that the dimensioning reliability
is only marginaly compromised even if the total bandwidth is
minimized.

Fig. 2. Cost saving vs. the worst case

C. Validation of the Results: Comparison with those of [9]

Another way to evaluate our results is to compare them
against those reported by Claßen et al. [9]. First, it is important
to recall that the problem addressed in [9] is slightly different
from ours. As exposed in Section II-B, the methodology
followed in [9] is to maximize the reliability for a fixed
budget B (Constraints (1) to (5)). This last problem is solved
multiple times for decreasing budgets B until no solution
can be found. While this approach allows finding a good
compromise between cost and reliability, its drawback is its
very long required computational times in order to find the
minimum cost solution.

Using this budget-constrained formulation, the resulting
solutions provide 36%, 39% and 40% of cost savings for
Polska, Atlanta and France networks, respectively. Our results
depicted in Fig. 2 are inferior by no more than 3% for Polska



Fig. 3. Reliability vs. the worst case

TABLE IV
RESOLUTION TIME (MINUTES)

Polska Atlanta France Germany50
CG heuristic 7 32 131∗ 148∗

Chance- 21 120 nf –constrained
∗: CG process is stopped after 2 hours.

nf: no feasible solution was reported, – : not considered.

and Atlanta while our method performs better on the France
instance as no solution has been found with the same cost in
their case. Also, the dimensioning reliabilities are very close
as the gap is less than 1% for these three topologies.

In summary, chance-constraint method provides better solu-
tions on small network instances while our approach based on
column generation scales much better. This is explained by the
ILP formulation of the chance-constrained method that is not
scalable. We believe that obtaining feasible solutions with this
approach in a reasonable amount of time is very unlikely for
large instances, such as Germany50. Table IV summarizes a
comparison of the computation times required in both cases, in
to obtain the solutions of similar cost. Not only our approach
is the fastest one, but it also provides good results for large
instances in a relatively short amount of time.

VI. CONCLUSION

In this paper, we have proposed a new linear programming
formulation, using column generation, for the dimensioning of
fixed broadband microwave wireless networks under unreliable
channel conditions. Furthermore, we have shown how to
overcome the difficulty raised by the non-linear (and non
convex) objective of the pricing problem by using a heuristic.
We have assessed the potential of our approach on large scale
instances. In particular, we were able to solve instances that
were not reachable by other methods.

As future work, we plan to improve the heuristic used to
solve the pricing problem in order to increase the reliability of

the solutions, and eventually find solutions with smaller cost.
We would also like to propose a fixed budget formulation in
order to build the Pareto front of the solution space. Moreover,
we will investigate on the correlations of the links fades that
are due to environmental (weather) conditions.
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