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ON THE REACHABLE STATES FOR THE BOUNDARY CONTROL OF

THE HEAT EQUATION

PHILIPPE MARTIN, LIONEL ROSIER, AND PIERRE ROUCHON

Abstract. We are interested in the determination of the reachable states for the boundary
control of the one-dimensional heat equation. We consider either one or two boundary controls.
We show that reachable states associated with square integrable controls can be extended to
analytic functions on some square of C, and conversely, that analytic functions defined on a
certain disk can be reached by using boundary controls that are Gevrey functions of order 2.
The method of proof combines the flatness approach with some new Borel interpolation theorem
in some Gevrey class with a specified value of the loss in the uniform estimates of the successive
derivatives of the interpolating function.

1. Introduction

The null controllability of the heat equation has been extensively studied since the seventies.
After the pioneering work [11] in the one-dimensional case using biorthogonal families, sharp
results were obtained in the N-dimensional case by using elliptic Carleman estimates [20] or
parabolic Carleman estimates [12]. An exact controllability to the trajectories was also derived,
even for nonlinear systems [12].

By contrast, the issue of the exact controllability of the heat equation (or of a more general
semilinear parabolic equation) is not well understood. For the sake of simplicity, let us consider
the following control system

ψt − ψxx = 0, x ∈ (0, 1), t ∈ (0, T ), (1.1)

ψ(0, t) = h0(t), t ∈ (0, T ), (1.2)

ψ(1, t) = h1(t), t ∈ (0, T ), (1.3)

ψ(x, 0) = ψ0(x), x ∈ (0, 1), (1.4)

where ψ0 ∈ L2(0, 1), and h0, h1 ∈ L2(0, T ).
As (1.1)-(1.4) is null controllable, there is no loss of generality is assuming that ψ0 ≡ 0. A state

ψ1 is said to be reachable (from 0 in time T ) if we can find two control inputs h0, h1 ∈ L2(0, T )
such that the solution ψ of (1.1)-(1.4) satisfies

ψ(x, T ) = ψ1(x), ∀x ∈ (0, 1). (1.5)

Let Aψ := ψ′′ with domain D(A) := H2(0, 1)∩H1
0 (0, 1) ⊂ L2(0, 1), and let en(x) =

√
2 sin(nπx)

for n ≥ 1 and x ∈ (0, 1). As is well known, (en)n≥1 is an orthonormal basis in L2(0, 1) constituted
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of eigenfunctions of A. Decompose ψ1 as

ψ1(x) =

∞∑
n=1

cnen(x) =

∞∑
n=1

cn
√

2 sin(nπx). (1.6)

Then, from [11], if we have for some ε > 0
∞∑
n=1

|cn|n−1e(1+ε)nπ <∞, (1.7)

then ψ1 is a reachable terminal state. Note that the condition (1.7) implies that

(i) the function ψ1 is analytic in D(0, 1 + ε) := {z ∈ C; |z| < 1 + ε}, for the series in (1.6)

converges uniformly in D(0, r) for all r < 1 + ε;
(ii)

∞∑
n=1

|cn|2n2k <∞, ∀k ∈ N (1.8)

(that is, ψ1 ∈ ∩k≥0D(Ak)), and hence

ψ
(2n)
1 (0) = ψ

(2n)
1 (1) = 0, ∀n ∈ N. (1.9)

More recently, it was proved in [10] that any state ψ1 decomposed as in (1.6) is reachable if∑
n≥1

|cn|2ne2nπ <∞, (1.10)

which again implies (1.8) and (1.9).
It turns out that (1.9) is a very conservative condition, which excludes most of the usual

analytic functions. As a matter of fact, the only polynomial function satisfying (1.9) is the null
one. On the other hand, the condition (1.9) is not very natural, for there is no reason that
h0(T ) = h1(T ) = 0. We shall see that the only condition required for ψ1 to be reachable is the
analyticity of ψ1 on a sufficiently large open set in C.

Notations: If Ω is an open set in C, we denote by H(Ω) the set of holomorphic (complex
analytic) functions f : Ω→ C.

The following result gathers together some of the main results contained in this paper.

Theorem 1.1. 1. Let z0 = 1
2 . If ψ1 ∈ H(D(z0, R/2)) with R > R0 := e(2e)−1 ∼ 1.2, then

ψ1 is reachable from 0 in any time T > 0. Conversely, any reachable state belongs to H({z =
x+ iy; |x− 1

2 |+ |y| <
1
2}).

2. If ψ1 ∈ H(D(0, R)) with R > R0 and ψ1 is odd, then ψ1 is reachable from 0 in any time
T > 0 with only one boundary control at x = 1 (i.e. h0 ≡ 0). Conversely, any reachable state
with only one boundary control at x = 1 is odd and it belongs to H({z = x+ iy; |x|+ |y| < 1}).

Thus, for given a ∈ R, the function ψ1(x) := [(x− 1
2)2 +a2]−1 is reachable if |a| > R0/2 ∼ 0.6,

and it is not reachable if |a| < 1/2.
Figure 1 is concerned with the reachable states associated with two boundary controls at

x = 0, 1: any reachable state can be extended to the red square as a (complex) analytic function;
conversely, the restriction to [0, 1] of any analytic function on a disc containing the blue one is
a reachable state.
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Figure 1. {|x− 1
2 |+ |y| <

1
2} (red) and D(z0,

R0
2 ) (blue)
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Figure 2. {|x|+ |y| < 1} (red) and D(0, R0) (blue)

Figure 2 is concerned with the reachable states associated with solely one boundary control
at x = 1: any reachable state can be extended to the red square as an analytic (odd) function;
conversely, the restriction to [0, 1] of any analytic (odd) function on a disc containing the blue
one is a reachable state.

The proof of Theorem 1.1 does not rely on the study of a moment problem as in [11], or on
the duality approach involving some observability inequality for the adjoint problem [10, 12].
It is based on the flatness approach introduced in [18, 19] for the motion planning of the one-
dimensional heat equation between “prepared” states (e.g. the steady states). Since then, the
flatness approach was extended to deal with the null controllability of the heat equation on
cylinders, yielding accurate numerical approximations of both the controls and the trajectories
[24, 27], and to give new null controllability results for parabolic equations with discontinuous
coefficients that may be degenerate or singular [25].
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For system (1.1)-(1.4) with h0 ≡ 0, the flatness approach consists in expressing the solution
ψ (resp. the control) in the form

ψ(x, t) =
∑
i≥0

z(i)(t)
x2i+1

(2i+ 1)!
, h1(t) =

∞∑
i=0

z(i)(t)

(2i+ 1)!
, (1.11)

where z ∈ C∞([0, T ]) is designed in such a way that: (i) the series in (1.11) converges for all

t ∈ [0, T ]; (ii) z(i)(0) = 0 for all i ≥ 0; and (iii)
∞∑
i=0

z(i)(T )
x2i+1

(2i+ 1)!
= ψ1(x) ∀x ∈ (0, 1).

If ψ1 is analytic in an open neighborhood of {z; |z| ≤ 1} and ψ1 is odd, then ψ1 can be written
as

ψ1(x) =

∞∑
i=0

di
x2i+1

(2i+ 1)!
(1.12)

with

|di| ≤ C
(2i)!

R2i
(1.13)

for some C > 0 and R > 1. Thus ψ1 is reachable provided that we can find a function
z ∈ C∞([0, T ]) fulfilling the conditions

z(i)(0) = 0, ∀i ≥ 0, (1.14)

z(i)(T ) = di, ∀i ≥ 0, (1.15)

|z(i)(t)| ≤ C
( ρ
R

)2i
(2i)! ∀i ≥ 0, ∀t ∈ [0, T ], (1.16)

for some constants C > 0 and ρ ∈ (1, R).
A famous result due to Borel [5] asserts that one can find a function z ∈ C∞([0, T ]) satisfying

(1.15). The condition (1.14) can easily be imposed by multiplying z by a convenient cutoff
function. Thus, the main difficulty in this approach comes from condition (1.16), which tells us
that the derivatives of the function z (Gevrey of order 2) grow in almost the same way as the
di’s for t 6= T .

The Borel interpolation problem in Gevrey classes (or in more general non quasianalytic
classes) has been considered e.g. in [8, 17, 26, 28, 29, 31]. The existence of a constant ρ > 1
(that we shall call the loss) for which (1.16) holds for any R > 0 and any sequence (di)i≥0 as
in (1.13), was proved in those references. Explicit values of ρ were however not provided so far.
On the other hand, to the best knowledge of the authors, the issue of the determination of the
optimal value of ρ, for any sequence (di)i≥0 or for a given sequence (di)i≥0 as in (1.13), was not
addressed so far. We stress that this issue is crucial here, for the convergence of the series in
(1.11) requires R > ρ: sharp results for the reachable states require sharp results for ρ.

There are roughly two ways to derive a Borel interpolation theorem in a Gevrey class. The
complex variable approach, as e.g. in [17, 26, 33], results in the construction of an interpolating
function which is complex analytic in a sector of C. It will be used here to derive an interpolation
result without loss, but for a restricted class of sequences (di)i≥0 (see below Theorem 3.9). The
real variable approach, as in [1, 28], yields an infinitely differentiable function of the real variable
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x only. In [28], Petzsche constructed an interpolating function with the aid of a cut-off function
obtained by repeated convolutions of step functions [15, Thm 1.3.5]. Optimizing the constants
in Petzsche’s construction of the interpolating function, we shall obtain an interpolation result
with as a loss ρ = R0 ∼ 1.2 (see below Proposition 3.7).

The paper is outlined as follows. Section 2 is concerned with the necessary conditions for
a state to be reachable (Theorem 2.1). Section 3 is mainly concerned with the interpolation
problem (1.15)-(1.16). An interpolation result obtained by the real variable approach with as a
loss ρ = R0 ∼ 1.2 is given in Proposition 3.7. This interpolation result is next applied to the
problem of the determination of the set of reachable states, first with only one control (the other
homogeneous boundary condition being of Neumann or of Dirichlet type), and next with two
boundary controls of Robin type. The section ends with the application of the complex variable
approach to Borel interpolation problem. An interpolation result without loss is derived (The-
orem 3.9), thanks to which we can exhibit reachable states for (1.1)-(1.4) analytic in D(1/2, R)
with R > 1/2 arbitrarily close to 1/2. The paper ends with a section providing some concluding
remarks and some open questions. Two appendices give some additional material.

Notations: A function y ∈ C∞([t1, t2]) is said to be Gevrey of order s ≥ 0 on [t1, t2] if there
exist some constants C,R > 0 such that

|y(p)(t)| ≤ C p!
s

Rp
, ∀p ∈ N, ∀t ∈ [t1, t2].

The set of functions Gevrey of order s on [t1, t2] is denoted Gs([t1, t2]).
A function θ ∈ C∞([x1, x2] × [t1, t2]) is said to be Gevrey of order s1 in x and s2 in t on

[x1, x2]× [t1, t2] if there exist some constants C,R1, R2 > 0 such that

|∂p1x ∂
p2
t θ(x, t)| ≤ C

(p1!)s1(p2!)s2

Rp11 R
p2
2

∀p1, p2 ∈ N, ∀(x, t) ∈ [x1, x2]× [t1, t2].

The set of functions Gevrey of order s1 in x and s2 in t on [x1, x2]×[t1, t2] is denotedGs1,s2([x1, x2]×
[t1, t2]).

2. Necessary conditions for reachability

In this section, we are interested in deriving necessary conditions for a state function to be
reachable from 0. More precisely, we assume given T > 0 and we consider any solution ψ of the
heat equation in (−1, 1)× (0, T ):

ψt − ψxx = 0, x ∈ (−1, 1), t ∈ (0, T ). (2.1)

Let us introduce the rectangle

R := {z = x+ iy ∈ C; |x|+ |y| < 1}.

The following result gives a necessary condition for a state to be reachable, regardless of the
kind of boundary control that is applied. It extends slightly a classical result due to Gevrey for
continuous Dirichlet controls (see [7, 13]).

Theorem 2.1. Let T > 0 and let ψ denote any solution of (2.1). Then ψ(., T ′) ∈ H(R) for all
T ′ ∈ (0, T ).
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Proof. Pick any ε > 0 with ε < min(1, T/2). From (2.1) and a classical interior regularity
result (see e.g. [16, Thm 11.4.12]), we know that ψ ∈ G1,2([−1 + ε, 1 − ε] × [ε, T − ε]). Let
h0(t) := ψ(−1 + ε, t + ε), h1(t) := ψ(1 − ε, t + ε), u0(x) := ψ(x, ε), and u(x, t) := ψ(x, t + ε).
Then u ∈ G1,2([−1+ε, 1−ε]×[0, T−2ε]) is the unique solution to the following initial-boundary-
value problem

ut − uxx = 0, x ∈ (−1 + ε, 1− ε), t ∈ (0, T − 2ε), (2.2)

u(−1 + ε, t) = h0(t), t ∈ (0, T − 2ε), (2.3)

u(1− ε, t) = h1(t), t ∈ (0, T − 2ε), (2.4)

u(x, 0) = u0(x), x ∈ (−1 + ε, 1− ε). (2.5)

Let

K(x, t) :=
1√
4πt

exp(−x
2

4t
), x ∈ R, t > 0,

denote the fundamental solution of the heat equation. By [7, Theorem 6.5.1] (with some obvious
change to fit our x−domain), the solution u of (2.2)-(2.5) can be written as

u(x, t) = v(x, t)− 2

∫ t

0

∂K

∂x
(x+ 1− ε, t− s)φ0(s)ds+ 2

∫ t

0

∂K

∂x
(x− 1 + ε, t− s)φ1(s)ds

where

v(x, t) =

∫ ∞
−∞

K(x− ξ, t)ũ0(ξ)dξ,

ũ0 denoting any smooth, bounded extension of u0 outside of −1 + ε ≤ x ≤ 1− ε, and where the
pair (φ1, φ2) solves the system

h0(t) = v(−1 + ε, t) + φ0(t) + 2

∫ t

0

∂K

∂x
(−2 + 2ε, t− s)φ1(s)ds, (2.6)

h1(t) = v(1− ε, t) + φ1(t)− 2

∫ t

0

∂K

∂x
(2− 2ε, t− s)φ0(s)ds. (2.7)

Since h0, h1, v(−1+ε, .), v(1−ε, .) ∈ C([0, T −2ε]), it is well known (see e.g. [7]) that the system
(2.6)-(2.7) has a unique solution (φ0, φ1) ∈ C([0, T − 2ε])2. Furthermore, for any t ∈ (0, T − 2ε),
we have that

• v(z, t) is an entire analytic function in z by [7, Theorem 10.2.1];

•
∫ t

0
∂K
∂x (z+1−ε, t−s)φ0(s)ds is analytic in the variable z in the domain {z = x+ iy; x >

−1 + ε, |y| < |x+ 1− ε|} by [7, Theorem 10.4.1];

•
∫ t

0
∂K
∂x (z−1+ε, t−s)φ1(s)ds is analytic in the variable z in the domain {z = x+ iy; x <

1− ε, |y| < |x− 1 + ε|} by [7, Corollary 10.4.1].

It follows that for 0 < t < T − 2ε, z → u(z, t) is analytic in the domain

Rε := {z = x+ iy; |x|+ |y| < 1− ε}.

Pick any T ′ ∈ (0, T ), and pick ε < min(1, T/2, T ′, T − T ′). Then T ′ − ε ∈ (0, T − 2ε) and
z → ψ(z, T ′) = u(z, T ′ − ε) is analytic in Rε. As ε can be chosen arbitrarily small, we conclude
that z → ψ(z, T ′) is analytic in R. �



REACHABLE STATES FOR THE HEAT EQUATION 7

Pick any (α, β) ∈ R2 \ {(0, 0)}, and consider the system

ψt − ψxx = 0, x ∈ (0, 1), t ∈ (0, T ), (2.8)

αψ(1, t) + βψx(1, t) = h(t), t ∈ (0, T ), (2.9)

ψ(x, 0) = ψ0(x), x ∈ (0, 1), (2.10)

supplemented with either the homogeneous Dirichlet condition

ψ(0, t) = 0, t ∈ (0, T ), (2.11)

or the homogeneous Neumann condition

ψx(0, t) = 0, t ∈ (0, T ). (2.12)

Then we have the following result.

Corollary 2.2. Let T > 0, ψ0 ∈ L2(0, 1) and h ∈ L2(0, T ). Then the solution ψ of (2.8)-(2.10)
and (2.11) (resp. (2.8)-(2.10) and (2.12)) is such that for all T ′ ∈ (0, T ), the map z → ψ(z, T ′)
is analytic in R and odd (resp. even).

Proof. Let ψ denote the solution of (2.8)-(2.10) and (2.11). Extend ψ to (−1, 1)× (0, T ) as an
odd function in x; that is, set

ψ(x, t) = ψ(−x, t), x ∈ (−1, 0), t ∈ (0, T ).

Then it is easily seen that ψ is smooth in (−1, 1) × (0, T ) and that it satisfies (2.1). The
conclusion follows from Theorem 2.1. (Note that ψ(z, T ′) is odd in z for z ∈ (−1, 1), and also
for all z ∈ R by analytic continuation.) When ψ denotes the solution of (2.8)-(2.10) and (2.12),
we proceed similarly by extending ψ to (−1, 1)× (0, T ) as an even function in x. �

3. Sufficient conditions for reachability

3.1. Neumann control. Let us consider first the Neumann control of the heat equation. We
consider the control system

θt − θxx = 0, x ∈ (0, 1), t ∈ (0, T ), (3.1)

θx(0, t) = 0, θx(1, t) = h(t), t ∈ (0, T ), (3.2)

θ(x, 0) = θ0(x), x ∈ (0, 1). (3.3)

We search a solution in the form

θ(x, t) =
∑
i≥0

x2i

(2i)!
y(i)(t) (3.4)

where y ∈ G2([0, T ]).

Proposition 3.1. Assume that for some constants M > 0, R > 1, we have

|y(i)(t)| ≤M (2i)!

R2i
∀i ≥ 0, ∀t ∈ [0, T ]. (3.5)

Then the function θ given in (3.4) is well defined on [0, 1]× [0, T ], and

θ ∈ G1,2([0, 1]× [0, T ]). (3.6)
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Remark 3.2. Proposition 3.1 is sharp as far as the value of R is concerned. It improves some
result in [18, p. 46-47], where the same conclusion was obtained under the assumption

|y(i)(t)| ≤M i!2

R̃i
∀i ≥ 0, ∀t ∈ [0, T ], (3.7)

with R̃ > 4. Using Stirling formula, we see that (2i)!/(i!)2 ∼ 22i/
√
πi so that (3.5) is equivalent

to

|y(i)(t)| ≤ M√
πi

i!2

(R
2

4 )i
∀i ≥ 0, ∀t ∈ [0, T ]. (3.8)

Our result is valid whenever R̃ := R2/4 > 1/4.

Proof. We need to prove some uniform estimate for the series of the derivatives

∂mt ∂
n
x [
x2i

(2i)!
y(i)(t)] =

x2i−n

(2i− n)!
y(i+m)(t)

for 2i − n ≥ 0, x ∈ [0, 1], and t ∈ [0, T ]. Fix m,n ∈ N, i ∈ N with 2i − n ≥ 0 and let
j := 2i− n ≥ 0, N := n+ 2m ≥ n (hence 2i+ 2m = j +N). We infer from (3.5) that∣∣∣∣∣y(i+m)(t)

(2i− n)!

∣∣∣∣∣ ≤M (2i+ 2m)!

(2i− n)!R2i+2m
= M

(j +N)!

j!Rj+N
·

Let

S :=
∑

i, 2i−n≥0

∣∣∂mt ∂nx [
x2i

(2i)!
y(i)]

∣∣.
Then

S ≤
∑

i, 2i−n≥0

|y
(i+m)(t)

(2i− n)!
|

≤ M
∑
j≥0

(j + 1)(j + 2) · · · (j +N)

Rj+N

= M
∑
k≥0

∑
kN≤j<(k+1)N

(j + 1)(j + 2) · · · (j +N)

Rj+N

≤ M
∑
k≥0

N
[(k + 2)N ]N

R(k+1)N

= MNN+1
∑
k≥0

(
k + 2

Rk+1

)N
.

Pick any number σ ∈ (0, 1). Since R > 1, (k + 2)/(R1−σ)k+1 → 0 as k → +∞, and hence

a := sup
k≥0

k + 2

(R1−σ)k+1
<∞.
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We infer that (
k + 2

Rk+1

)N
≤
( a

Rσ(k+1)

)N
,

and hence ∑
k≥0

(
k + 2

Rk+1

)N
≤ aN

∑
k≥0

R−Nσ(k+1) =
aN

RNσ − 1
·

It follows that

S ≤MNN+1 aN

RNσ − 1
≤M ′

( ae
Rσ

)N
N !
√
N

for some constant M ′ > 0, where we used Stirling formula N ! ∼ (N/e)N
√

2πN in the last
inequality. Since N = n+ 2m, we have that

N ! ≤ 2n+2mn!(2m)! ≤ C 2n+4m

√
m

n!(m!)2,

where we used again Stirling formula. We conclude that

S ≤ CM ′
( ae
Rσ

)n+2m
2n+4mn!(m!)2

√
n+ 2m

m
≤M ′′ (m!)2

Rm1

n!

Rn2

for some positive constants M ′′, R1 and R2. (We noticed that
√
n+ 2m ≤ Cρn+m for ρ > 1

and some C > 0.) This proves that the series of derivatives ∂mt ∂
n
x [x2iy(i)(t)/(2i)!] is uniformly

convergent on [0, 1]× [0, T ] for all m,n ≥ 0, so that θ ∈ C∞([0, 1]× [0, T ]) and it satisfies

|∂mt ∂nxθ(x, t)| ≤M ′′
(m!)2

Rm1

n!

Rn2
∀m,n ∈ N, ∀(x, t) ∈ [0, 1]× [0, T ],

as desired. The proof of Proposition 3.1 is complete. �

Theorem 3.3. Pick any θT ∈ G1([0, 1]) written as

θT (x) =
∑
i≥0

c2i
x2i

(2i)!
(3.9)

with

|c2i| ≤M
(2i)!

R2i
(3.10)

for some M > 0 and R > R0 := e(2e)−1
> 1.2. Then for any T > 0 and any R′ ∈ (R0, R), one

can pick a function y ∈ G2([0, T ]) such that

y(i)(0) = 0 ∀i ≥ 0, (3.11)

y(i)(T ) = c2i ∀i ≥ 0, (3.12)

|y(i)(t)| ≤M ′(R
′

R
)2i(2i)! ∀t ∈ [0, T ], ∀i ≥ 0 (3.13)

for some constant M ′ > 0. Thus, the control input h(t) :=
∑

i≥0
y(i)(t)
(2i−1)! is Gevrey of order 2

on [0, T ] by Proposition 3.1, and it steers the solution θ of (3.1)-(3.3) from 0 at t = 0 to θT at
t = T .
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Proof. Using Proposition 3.1, it is clearly sufficient to prove the existence of a function y ∈
C∞([0, T ]) satisfying (3.11)-(3.13). To do it, we shall need several lemmas. The first one comes
from [15, Theorem 1.3.5].

Lemma 3.4. Let a0 ≥ a1 ≥ a2 ≥ · · · > 0 be a sequence such that a :=
∑∞

j=0 aj < ∞. Then

there exists u ∈ C∞0 (R) such that

u ≥ 0,

∫
R
u(x)dx = 1, Supp u ⊂ [0, a],

and |u(k)(x)| ≤ 2k(a0a1 · · · ak)−1, ∀k ≥ 0, ∀x ∈ R.

The following lemma improves slightly Lemma 3.4 as far as the estimates of the derivatives
are concerned.

Lemma 3.5. Let a0 ≥ a1 ≥ a2 ≥ · · · > 0 be a sequence such that a :=
∑∞

j=0 aj <∞. Then for

any δ > 0, there exist v ∈ C∞0 (R) and M > 0 such that

v ≥ 0,

∫
R
v(x)dx = 1, Supp v ⊂ [0, a],

and |v(k)(x)| ≤Mδk(a0a1 · · · ak)−1, ∀k ≥ 0, ∀x ∈ R.

Proof of Lemma 3.5: For any given k0 ∈ N, let

κ := a
(
(k0 + 1)ak0 +

∑
k>k0

ak
)−1

,

and

ãk :=

{
κak0 if 0 ≤ k ≤ k0,
κak if k > k0.

Since the sequence (ak)k is nonincreasing and the series
∑

k≥0 ak is convergent, it follows from

Pringsheim’s theorem (see [14]) that

kak → 0 as k → +∞.
Therefore, we may pick k0 ∈ N so that

κ >
2

δ
·

Note that
∑

k≥0 ãk = a. Pick a function v ∈ C∞0 (R) as in Lemma 3.4 and associated with the

sequence (ãk)k≥0; that is,

v ≥ 0,

∫
R
v(x)dx = 1, Supp v ⊂ [0, a],

and |v(k)(x)| ≤ 2k(ã0ã1 · · · ãk)−1, ∀k ≥ 0, ∀x ∈ R.
Then, for any k ≥ k0,

|v(k)(x)| ≤ (κak0)−(k0+1)2kκ−(k−k0)(ak0+1 · · · ak)−1

≤ κ−1(
2

κ
)k
a0a1 · · · ak0
ak0+1
k0

( k∏
i=0

ai
)−1

.
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Thus

|v(k)(x)| ≤M1δ
k(a0 · · · ak)−1,

where

M1 := κ−1a0a1 · · · ak0−1

ak0k0

·

Finally, for 0 ≤ k ≤ k0 and x ∈ R

|v(k)(x)| ≤ 2k(κak0)−(k+1) ≤M2δ
k(a0 · · · ak)−1

with

M2 := sup
0≤k≤k0

(
2

δ
)k
a0a1 · · · ak
(κak0)k+1

·

We conclude that

|v(k)(x)| ≤Mδk(a0 · · · ak)−1, ∀k ≥ 0, ∀x ∈ R
with M := sup(M1,M2). �

Corollary 3.6. For any sequence (ak)k≥1 satisfying a1 ≥ a2 ≥ · · · > 0 and
∑

k≥1 ak < ∞ and

for any δ > 0, there exists a function ϕ ∈ C∞0 (R) with Supp ϕ ⊂ [−a, a], 0 ≤ ϕ ≤ 1, ϕ(p)(0) = δ0
p

and

|ϕ(k)(x)| ≤ Cδk(a1 · · · ak)−1 ∀k ≥ 0, ∀x ∈ R,
with the convention that a1 · · · ak = 1 if k = 0.

Indeed, there exist by Lemma 3.5 a function v ∈ C∞0 (R) and a number C > 0 such that

v ≥ 0,

∫
R
v(x)dx = 1, Supp v ⊂ [0, a],

and |v(k)(x)| ≤ Cδk(a1 · · · ak+1)−1, ∀k ≥ 0, ∀x ∈ R.

Note that v(k)(a) = 0 ∀k ≥ 0. Let

ϕ(x) :=

∫ a−|x|

−∞
v(s)ds.

Clearly, ϕ ∈ C∞0 (R), 0 ≤ ϕ ≤ 1, Supp ϕ ⊂ [−a, a], ϕ(j)(0) = δ0
j , and

|ϕ(k)(x)| ≤ C δk−1

a1 · · · ak
≤ C ′ δk

a1 · · · ak
∀k ≥ 1, ∀x ∈ R.

Proposition 3.7. Pick any sequence (ak)k≥0 satisfying 1 = a0 ≥ a1 ≥ a2 ≥ · · · > 0 and

a :=
∑
k≥1

ak <∞,

pap +
∑
k>p

ak ≤ Apap ∀p ≥ 1,

for some constant A ∈ (0,+∞). Let Mq := (a0 · · · aq)−1 for q ≥ 0. Then for any sequence of
real numbers (dq)q≥0 such that

|dq| ≤ CHqMq ∀q ≥ 0, (3.14)
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for some H > 0 and C > 0, and for any H̃ > ee
−1
H, there exists a function f ∈ C∞(R) such

that

f (q)(0) = dq, ∀q ≥ 0, (3.15)

|f (q)(x)| ≤ CH̃qMq ∀q ≥ 0, ∀x ∈ R. (3.16)

Proof. We follow closely [28]. Let mq := 1/aq for q ≥ 0, so that Mq = m0 · · ·mq. For any given
h > 0, we set ãk := h−1ak for all k ≥ 0, so that

h−1a =
∑
k≥1

ãk,

pãp +
∑
k>p

ãk ≤ Apãp = Ap/(hmp) ∀p ≥ 1.

By Corollary 3.6 applied to the sequence (ãq)q≥1, there is a function ϕ ∈ C∞0 (R) such that

Supp ϕ ⊂ [−h−1a, h−1a], 0 ≤ ϕ ≤ 1, ϕ(j)(0) = δ0
j and

|ϕ(j)(x)| ≤ C(δh)jMj ∀j ≥ 0.

Set ζ0(x) = ϕ0(x) := ϕ(x). Applying for any p ∈ N∗ Corollary 3.6 to the sequence

âk :=

{
ãp if 1 ≤ k ≤ p,
ãk if k ≥ p+ 1,

we may also pick a function ϕp ∈ C∞(R) with ϕp ⊂ [−Ap/(hmp), Ap/(hmp)], 0 ≤ ϕp ≤ 1,

ϕ
(j)
p (0) = δ0

j and

|ϕ(j)
p (x)| ≤

{
C(δhmp)

j if 0 ≤ j ≤ p,
C(δh)jmp

p
Mj

Mp
if j > p.

We set ζp(x) := ϕp(x)x
p

p! , so that ζ
(j)
p (0) = δpj . To estimate ζ

(j)
p for p ≥ 1 and j ≥ 0, we

distinguish two cases.
(i) For 0 ≤ j ≤ p, we have

|ζ(j)
p (x)| ≤

j∑
i=0

(
j
i

)
|ϕ(i)
p (x)

xp−j+i

(p− j + i)!
|

≤ C

j∑
i=0

(
j
i

)
(δhmp)

i

(
A

hmp

)p−j+i pp−j+i

(p− j + i)!

≤ C
Mj

Mp
(
A

h
)p

j∑
i=0

(
j
i

)
(δh)i

(
h

A

)j−i mj+1 · · ·mp

mp−j
p

pp−j+i

(p− j + i)!

≤ C
Mj

Mp
(
Ae

h
)p

j∑
i=0

(
j
i

)
(δh)i

(
h

Ae

)j−i( p

p− j + i

)p−j+i
where we used Stirling’s formula and the fact that the sequence (mi)i≥0 is nondecreasing in the

last inequality. Elementary computations show that the function x ∈ [0, p] →
(

p
p−x

)p−x
∈ R



REACHABLE STATES FOR THE HEAT EQUATION 13

reaches its greatest value for x = p(1− e−1), and hence(
p

p− j + i

)p−j+i
≤ e

p
e .

We conclude that

|ζ(j)
p (x)| ≤ CMj

Mp
(
Ae1+e−1

h
)p
(
δh+

h

Ae

)j
. (3.17)

(ii) For j > p, we have

|ζ(j)
p (x)| ≤

j∑
i=j−p

(
j
i

)
|ϕ(i)
p (x)

xp−j+i

(p− j + i)!
|

≤ C
∑

j − p ≤ i ≤ j
and i ≤ p

(
j
i

)
(δhmp)

i

(
A

hmp

)p−j+i pp−j+i

(p− j + i)!

+C
∑

j − p ≤ i ≤ j
and i ≥ p + 1

(
j
i

)
(δh)imp

p

Mi

Mp

(
A

hmp

)p−j+i pp−j+i

(p− j + i)!
=: CS1 + CS2.

We infer from the computations in the case 0 ≤ j ≤ p that

S1 ≤ C
Mj

Mp
(
Ae1+e−1

h
)p
(
δh+

h

Ae

)j
.

For S2, we notice that

Mi

Mp
mj−i
p =

Mj

Mp

mj−i
p mp+1 · · ·mi

mp+1 · · ·mj
≤ Mj

Mp

where we used again the fact that the sequence (mj)j≥0 is nondecreasing. Thus

S2 ≤ C
Mj

Mp
(
Ae

h
)p

∑
j − p ≤ i ≤ j
and i ≥ p + 1

(
j
i

)
(δh)i

(
h

Ae

)j−i( p

p− j + i

)p−j+i

≤ C
Mj

Mp
(
Ae1+e−1

h
)p
(
δh+

h

Ae

)j
.

We conclude that (3.17) is valid also for j > p. Clearly, (3.17) is also true for p = 0 and j ≥ 0.
Let the sequence (dq)q≥0 and the number H be as in (3.14). Pick δ > 0 and h > 0 such that

h = (1 + δ)Ae1+e−1
H,

and

δh+
h

Ae
= (1 + δ)(δAe+ 1)ee

−1
H < H̃.
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Let f(x) :=
∑

p≥0 dpζp(x). Then f ∈ C∞(R), and for all x ∈ R and all j ≥ 0

|f (j)(x)| ≤
∑
p≥0

|dpζ(j)
p (x)|

≤ C
∑
p≥0

(HpMp)
Mj

Mp
(
Ae1+e−1

h
)p
(
δh+

h

Ae

)j
≤ C

∑
p≥1

(1 + δ)−pH̃jMj

≤ CH̃jMj .

Thus (3.16) holds, and (3.15) is obvious.
To ensure that the support of f can be chosen as small as desired, we need the following

Lemma 3.8. Let −∞ < T1 < T2 <∞, 1 < σ < s, and let f ∈ Gs([T1, T2]) and g ∈ Gσ([T1, T2]);
that is

|f (n)(t)| ≤ C
n!s

Rn
∀t ∈ [T1, T2], ∀n ≥ 0, (3.18)

|g(n)(t)| ≤ C ′
n!σ

ρn
∀t ∈ [T1, T2], ∀n ≥ 0, (3.19)

where C,C ′, R and ρ are some positive constants. Then fg ∈ Gs([T1, T2]) with the same R as
for f ; that is, we have for some constant C ′′ > 0

|(fg)(n)(t)| ≤ C ′′n!s

Rn
∀t ∈ [T1, T2], ∀n ≥ 0. (3.20)

Proof. From Leibniz’ rule and (3.18)-(3.19), we have that

|(fg)(n)(t)| =

∣∣∣∣∣∣
n∑
j=0

(
n
j

)
f (j)(t)g(n−j)(t)

∣∣∣∣∣∣ ≤ CC ′
n∑
j=0

(
n
j

)
j!s(n− j)!σ

Rjρn−j
. (3.21)

We claim that (
n
j

)
j!s(n− j)!σ

Rjρn−j
≤ C̃ n!s

2n−jRn
· (3.22)

Indeed, (3.22) is equivalent to

j!s−1(n− j)!σ−1 ≤ C̃(
ρ

2R
)n−jn!s−1 (3.23)

and to prove (3.23), we note that, since 1 < σ < s,

j!s−1(n− j)!σ−1 = (n− j)!σ−s(j!(n− j)!)s−1 ≤ C̃(
ρ

2R
)n−jn!s−1

for some constant C̃ > 0 and all 0 ≤ j ≤ n. It follows from (3.21)-(3.22) that

|(fg)(n)(t)| ≤ 2CC ′C̃
n!s

Rn
∀t ∈ [T1, T2], ∀n ≥ 0.

�
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Multiplying f by a cutoff function g ∈ C∞0 (R) with g(x) = 1 for |x| < a/2, Supp (g) ⊂ [−a, a],
and g ∈ Gσ([−a, a]) for some 1 < σ < 2, we can still assume that Supp f ⊂ [−a, a]. The proof
of Proposition 3.7 is complete. �

We apply Proposition 3.7 with dq = c2q for all q ≥ 0, a0 = 1, ap = [2p(2p − 1)]−1 for p ≥ 1,

so that Mp = (2p)!, H = R−2, H̃ ∈ (ee
−1
H, (R′/R)2). Let f be as in (3.15)-(3.16), and pick

g ∈ Gσ([0, T ]) with 1 < σ < 2, g(i)(0) = 0 for all i ≥ 0, g(T ) = 1, and g(i)(T ) = 0 for all i ≥ 1.
Set finally

y(t) = f(t− T )g(t), t ∈ [0, T ].

Since by (3.16)

|f (i)(t)| ≤ CH̃ i(2i)! ≤ C (4H̃)ii!2√
i+ 1

∀t ∈ R,

we infer from Lemma 3.8 that

|y(i)(t)| ≤ C(4H̃)ii!2 ≤ C
√
i+ 1H̃ i(2i)! ≤ C(

R′

R
)2i(2i)! ∀i ∈ [0, T ],

i.e. (3.13) holds. The properties (3.11) and (3.12) are clearly satisfied. The proof of Theorem
3.3 is complete. �

The following result, proved by using the complex variable approach, gives a Borel interpola-
tion result without loss, but for a restricted class of sequences (dn)n≥0.

Theorem 3.9. Let (dn)n≥0 be a sequence of complex numbers such that

|dn| ≤M
(2n)!

R2n
∀n ∈ N (3.24)

for some constants M > 0 and R > 1, and such that the function

g(z) :=
∑
n≥0

dn+1

n!(n+ 1)!
zn, |z| < R2/4, (3.25)

can be extended as an analytic function in an open neighborhood of R− in C with

|g(n)(z)| ≤ C|g(n)(0)| ∀z ∈ R−, ∀n ∈ N (3.26)

for some constant C > 0. Let −∞ < T1 < T2 < ∞. Then there exists a function f ∈
C∞([T1, T2],C) such that

f (n)(T1) = 0 ∀n ≥ 0, (3.27)

f (n)(T2) = dn ∀n ≥ 0, (3.28)

|f (n)(t)| ≤M ′ (2n)!

R2n
∀n ≥ 0, ∀t ∈ [T1, T2] (3.29)

for some M ′ > 0 and the same constant R > 1 as in (3.24).

Proof. Applying a translation in the variable t, we may assume that T2 = 0 without loss of
generality. Let

f(t) = d0 +

∫ −∞
0

e−ξ/tg(ξ)dξ, t < 0.
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By (3.26), f is well defined and

|f(t)− d0| ≤ C|g(0)

∫ −∞
0

e−ξ/tdξ| = C|tg(0)|,

so that f(0−) = d0. Applying Lebesgue dominated convergence theorem and a change of vari-
ables, we infer that

f ′(t) =

∫ −∞
0

e−ξ/tξt−2g(ξ)dξ =

∫ ∞
0

e−sg(ts)sds.

We obtain by an easy induction that for n ≥ 1 and t < 0

f (n)(t) =

∫ ∞
0

e−sg(n−1)(ts)snds. (3.30)

Thus f ∈ C∞((−∞, 0]), and using (3.25) we obtain

f (n)(0) = dn ∀n ∈ N. (3.31)

On the other hand, we have by (3.24), (3.26) and (3.30)-(3.31) that

|f (n)(t)| ≤ C|f (n)(0)| ≤MC
(2n)!

R2n
·

Multiplying f by a function g ∈ Gσ([T1, 0]) with 1 < σ < 2 such that g(n)(T1) = g(n)(0) = 0 for
n ≥ 1, g(T1) = 0, and g(0) = 1, we infer from a slight modification of the proof of Lemma 3.8
that fg satisfies (3.27)-(3.29). The proof of Theorem 3.9 is complete. �

Remark 3.10. (1) Theorem 3.9 shows that for certain sequences (dn)n≥0, Borel Theorem
can be established without any loss in the factor R. It requires the (quite conservative)
assumption (3.26). Recall (see [30]) that for any open set Ω ⊂ C, one can find a function
g ∈ H(Ω) which has no holomorphic extension to any larger region.

(2) Condition (3.26) is satisfied e.g. for g(z) := exp(z). This corresponds to the sequence
dn = n! for all n ≥ 0.

(3) Condition (3.26) is also satisfied for

g(z) := (z − z0)−k,

when k ∈ N∗ and z0 ∈ C+ := {z = x+ iy, x > 0}. Indeed,

g(n)(z) = (−1)n
k(k + 1) · · · (k + n− 1)

(z − z0)k+n

and hence

|g(n)(z)| ≤ |g(n)(0)|, ∀z ∈ R−, ∀n ∈ N,
since |z − z0| ≥ |z0| for z ∈ R− and n ∈ N.

Corollary 3.11. Let T > 0 and

θT (x) :=
∑
n≥0

dn
x2n

(2n)!
(3.32)
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with a sequence (dn)n≥0 as in Theorem 3.9. Take (T1, T2) = (0, T ), and pick a function f as in

Theorem 3.9. Then the control input h(t) :=
∑

n≥0
f (n)(t)
(2n−1)! is Gevrey of order 2 on [0, T ], and it

steers the solution θ of (3.1)-(3.3) from 0 at t = 0 to θT at t = T .

As an example of application of Corollary 3.11, pick any ζ = reiθ ∈ C with r > 1/2 and
|θ| < π/4, and let

g(z) := ζ−2(1− z

ζ2
)−2 =

∑
n≥0

dn+1

n!(n+ 1)!
zn

where

dn :=
(n!)2

ζ2n
·

Then (3.24)-(3.26) hold with C = 1, any R ∈ (1, 2|ζ|), and some M > 1. Thus the state θT
given in (3.32) is reachable from 0 in time T . Note that the radius of convergence of the series
in (3.32) can be chosen arbitrarily close to 1.

3.2. Dirichlet control. Let us turn now our attention to the Dirichlet control of the heat
equation. We consider the control system

φt − φxx = 0, x ∈ (0, 1), t ∈ (0, T ), (3.33)

φ(0, t) = 0, φ(1, t) = k(t), t ∈ (0, T ), (3.34)

φ(x, 0) = φ0(x), x ∈ (0, 1). (3.35)

We search a solution in the form

φ(x, t) =
∑
i≥0

x2i+1

(2i+ 1)!
z(i)(t) (3.36)

where z ∈ G2([0, T ]). The following result is proved in exactly the same way as Proposition 3.1.

Proposition 3.12. Assume that for some constants M > 0, R > 1, we have

|z(i)(t)| ≤M (2i+ 1)!

R2i+1
∀i ≥ 0, ∀t ∈ [0, T ]. (3.37)

Then the function φ given in (3.36) is well defined on [0, 1]× [0, T ], and

φ ∈ G1,2([0, 1]× [0, T ]). (3.38)

With Proposition 3.12 at hand, we can obtain the following

Theorem 3.13. Pick any φT ∈ G1([0, 1]) written as

φT (x) =
∑
i≥0

c2i+1
x2i+1

(2i+ 1)!
(3.39)

with

|c2i+1| ≤M
(2i+ 1)!

R2i+1
(3.40)
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for some M > 0 and R > R0. Then for any T > 0 and any R′ ∈ (R0, R), one can pick a
function z ∈ G2([0, T ]) such that

z(i)(0) = 0 ∀i ≥ 0, (3.41)

z(i)(T ) = c2i+1 ∀i ≥ 0, (3.42)

|z(i)(t)| ≤M ′(R
′

R
)2i+1(2i+ 1)! ∀t ∈ [0, T ], ∀i ≥ 0. (3.43)

Thus, the control input k(t) :=
∑

i≥0
z(i)(t)
(2i+1)! is Gevrey of order 2 on [0, T ] by Proposition 3.12,

and it steers the solution φ of (3.33)-(3.35) from 0 at t = 0 to φT at t = T .

Proof. Pick R̃ and R̃′ such that

R0 < R̃′ < R′ < R̃ < R and
R̃′

R̃
<
R′

R
·

Then, from (3.40), we have that for some constant M̃ > 0:

|c2i+1| ≤ M̃
(2i)!

R̃2i
·

From the proof of Theorem 3.3, we infer the existence of z ∈ C∞([0, T ]) such that (3.41)-(3.42)

hold and such that we have for some M̃ > 0

|z(i)(t)| ≤ M̃(
R̃′

R̃
)2i(2i)! ≤ M̃(

R′

R
)2i(2i)! ∀t ∈ [0, T ], ∀i ≥ 0. (3.44)

Then (3.43) follows from (3.44) by letting M ′ := M̃R/R′. �

3.3. Two-sided control. Let (α0, β0), (α1, β1) ∈ R2 \ {(0, 0)}. We are concerned here with the
control problem:

ψt − ψxx = 0, x ∈ (−1, 1), t ∈ (0, T ), (3.45)

α0ψ(−1, t) + β0ψx(−1, t) = h0(t), t ∈ (0, T ), (3.46)

α1ψ(1, t) + β1ψx(1, t) = h1(t), t ∈ (0, T ), (3.47)

ψ(x, 0) = 0, x ∈ (−1, 1). (3.48)

Then the following result holds.

Theorem 3.14. Let T > 0 and R > R0. Pick any ψT ∈ H(D(0, R)). Then one may find
two control functions h0, h1 ∈ G2([0, T ]) such that the solution ψ of (3.45)-(3.48) belongs to
G1,2([−1, 1]× [0, T ]) and it satisfies

ψ(x, T ) = ψT (x) ∀x ∈ [−1, 1]. (3.49)

Proof. Since ψT ∈ H(D(0, R)), ψT can be expanded as

ψT (z) =
∑
i≥0

ci
zi

i!
for |z| < R
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where ci := ψ
(i)
T (0) for all i ≥ 0. Pick any R′ ∈ (R0, R). It follows from the Cauchy inequality

(see e..g [35]) that

|ci| ≤ sup
|z|≤R′

|ψT (z)| i!
R′i

=: M
i!

R′i
·

Let

θT (x) :=
∑
i≥0

c2i
x2i

(2i)!
and φT (x) :=

∑
i≥0

c2i+1
x2i+1

(2i+ 1)!
for x ∈ (−R′, R′).

Let y (resp. z) be as given by Theorem 3.3 (resp. Theorem 3.13), and let

ψ(x, t) := θ(x, t) + φ(x, t) =
∑
i≥0

x2i

(2i)!
y(i)(t) +

∑
i≥0

x2i+1

(2i+ 1)!
z(i)(t), for x ∈ [0, 1], t ∈ [0, T ].

It follows from Theorems 3.3 and 3.13 that ψ ∈ G1,2([0, 1] × [0, T ]). Note that the function θ
(resp. φ) can be extended as a smooth function on [−1, 1] × [0, T ] which is even (resp. odd)
with respect to x. Thus θ, φ, ψ ∈ G1,2([−1, 1] × [0, T ]). Define h0 and h1 by (3.46) and (3.47),
respectively. Then h0, h1 ∈ G2([0, T ]), and ψ solves (3.45)-(3.48) together with

ψ(x, T ) = θT (x) + φT (x) = ψT (x), ∀x ∈ [−1, 1].

�

Remark 3.15. (1) The control functions h0, h1 take complex values if the target function
ψT does on (−1, 1) (i.e. if at least one ci ∈ C). If, instead, ψT takes real values on
(−1, 1), then we can as well impose that both control functions h0, h1 take real values by
extracting the real part of each term in (3.45)-(3.47).

(2) For any given a ∈ R+, let

ψT (z) :=
1

z2 + a2
for z ∈ D(0, |a|).

Then ψT ∈ H(D(0, |a|)), and for |a| > R0, we can find a pair of control functions
(h0, h1) ∈ G2([0, T ])2 driving the solution of (3.45)-(3.48) to ψT at t = T . If (α0, β0) =
(0, 1), then it follows from Theorem 3.3 that we can reach ψT on (0, 1) with only one
control, namely h1 (letting ψx(0, t) = 0). Indeed, both conditions (3.9) and (3.10) are
satisfied, for ψT is analytic in H(D(0, |a|)) and even. Similarly, If (α0, β0) = (1, 0), then
it follows from Theorem 3.13 that we can reach xψT (x) on (0, 1) with solely the control
h1.

On the other hand, if |a| < 1, then by Theorem 2.1 there is no pair (h0, h1) ∈ L2(0, T )2

driving the solution of (3.45)-(3.48) to ψT at t = T .

4. Further comments

In this paper, we showed that for the boundary control of the one-dimensional heat equation,
the reachable states are those functions that can be extended as (complex) analytic functions
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on a sufficiently large domain. In particular, for the system

ψt − ψxx = 0, x ∈ (−1, 1), t ∈ (0, T ), (4.1)

ψ(−1, t) = h0(t), t ∈ (0, T ), (4.2)

ψ(1, t) = h1(t), t ∈ (0, T ), (4.3)

ψ(x, 0) = ψ0(x) = 0, x ∈ (−1, 1), (4.4)

the set of reachable states

RT := {ψ(., T ); h0, h1 ∈ L2(0, T )}

satisfies

H(D(0, R0)) ⊂ RT ⊂ H({z = x+ iy; |x|+ |y| < 1})

where R0 := e(2e)−1
> 1.2.

Below are some open questions:

(1) Do we have for any R > 1

H(D(0, R)) ⊂ RT ?

(2) Do we have

RT ⊂ H(D(0, 1))?

(3) For a given ρ0 > 1 and a given (di)i≥0, can we solve the interpolation problem (1.15)
with a loss ρ ≤ ρ0? or without any loss?

(4) Can we extend Theorem 1.1 to the N−dimensional framework?

As far as the complex variable approach is concerned, it would be very natural to replace in
Laplace transform the integration over R− by an integration over a finite interval. The main
advantage would be to remove the assumption that the function g in we don’t need to assume
that the function g in (3.25) be analytic in a neighborhood of R−. Unfortunately, we can see
that with this approach the loss cannot be less than 2. For the sake of completeness, we give in
appendix the proof of the following results concerning this approach. The first one asserts that
the loss is at most 2+ for any function, and the second one that the loss is at least 2+ for certain
functions.

Theorem 4.1. Let (an)n≥2 be a sequence of complex numbers satisfying

|an| ≤ C
n!

Rn0
, ∀n ≥ 2 (4.5)

for some positive constants C,R0. Pick any R ∈ (0, R0) and let

G(x) :=

∫ R

0
φ(t) exp(−t/x)dt, x ∈ (0,+∞), (4.6)

where the function φ is defined by

φ(z) :=
∑
n≥2

an
zn−1

(n− 1)!
, |z| < R0. (4.7)
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Then G(n)(0+) = an n! for all n ≥ 2, and we have

|G(n)(x)| ≤ C ′(n!)2(2/R)n, ∀x ∈ (0,+∞) (4.8)

for some constant C ′ = C ′(R) > 0

Theorem 4.2. Let R0 > R > 0 and pick any p ∈ N \ {0, 1} and any C ∈ R. Let (an)n≥2 be
defined by

an =

 C
p!

Rp
if n = p,

0 if n 6= p.

Let G and φ be as in Theorem 4.1. Then there does not exist a pair (Ĉ, R̂) with Ĉ > 0, R̂ > R,
and

|G(n)(x)| ≤ Ĉ(n!)2(2/R̂)n, ∀x ∈ (0, R). (4.9)

Let us conclude this paper with some remarks. A step further would be the derivation of
some exact controllability result with a continuous selection of the control in appropriate spaces
of functions. This would be useful to derive local exact controllability results for semilinear
parabolic equations in the same way as it was done before for the semilinear wave equation,
NLS, KdV, etc. To date, only the controllability to the trajectories was obtained for semilinear
parabolic equations. The corresponding terminal states are very regular. Indeed, as it was
noticed in [2, 24, 27], the solution of (4.1)-(4.4) with h0 = h1 ≡ 0 but ψ(., 0) = ψ0 ∈ L2(0, 1) is
such that

ψ(., t) ∈ G
1
2 ([0, 1]), 0 < t ≤ T.

In particular, ψ(., T ) is an entire (analytic) function (that is, ψ(., T ) ∈ H(C)). More precisely,
the link between the Gevrey regularity and the order of growth of the entire function is revealed
in the

Proposition 4.3. Let T > 0 and f ∈ Gσ([0, T ]), σ ≥ 0, and set

g := inf{s ≥ 0; f ∈ Gs([0, T ])},
ρ := inf{k > 0, ∃r0 > 0, ∀r > r0, max

|z|=r
|f(z)| < exp(rk)}.

Assume g < 1. Then f is an entire function of order ρ ≤ (1− g)−1. If, in addition, ρ ≥ 1, then
ρ = (1− g)−1.

For instance, a function which is Gevrey of order 1/2 (and not Gevrey of order less than 1/2)
is an entire function whose order is ρ = 2. Thus, when dealing with reachable states, a gap in
the Gevrey regularity (between 1/2 and 1) results in a gap in the order of growth of the entire
function (between 2 and ∞). It follows that a local exact controllability for a semilinear heat
equation in a space of analytic functions (if available) would dramatically improve the existing
results, giving so far only the controllability to the trajectories, as far as the regularity of the
reachable terminal states is concerned.
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Finally, the exact controllability to large constant steady states of the dissipative Burgers
equation

ζt − ζxx + ζζx = 0, x ∈ (−1, 1), t ∈ (0, T ), (4.10)

ζ(−1, t) = h0(t), t ∈ (0, T ), (4.11)

ζ(1, t) = h1(t), t ∈ (0, T ), (4.12)

ζ(x, 0) = ζ0(x), x ∈ (−1, 1), (4.13)

was derived in [9] from the null controllability of the system (4.1)-(4.4) (with 0 6= ψ0 ∈ L2(−1, 1))
and Hopf transform ζ = −2ψx/ψ. It would be interesting to see whether Hopf transform could
be used to derive an exact controllability result for (4.10)-(4.13). Another potential application
of the flatness approach (which yields explicit control inputs) is the investigation of the cost of
the control (see [23]).

Appendix

4.1. Proof of Theorem 4.1. Pick any n ≥ 2 and set Gn(x) := G(x)−
∑n

p=2 apx
p. It is clear

that

G(n)(x) = ann! +G(n)
n (x) ∀x > 0.

Since xp = 1
(p−1)!

∫ +∞
0 tp−1 exp(−t/x)dt, we have, with the series defining φ,

Gn(x) =

∫ R

0
φn(t) exp(−t/x) dt︸ ︷︷ ︸

=Ln(x)

−
∫ +∞

R
ξn(t) exp(−t/x) dt︸ ︷︷ ︸

=Kn(x)

where φn(t) :=
∑

p≥n+1
aptp−1

(p−1)! and ξn(t) :=
∑

2≤p≤n
aptp−1

(p−1)! . Thus

G(n)(x) = ann! + L(n)
n (x)−K(n)

n (x). (4.14)

By Cauchy formula, we have

L(n)
n (x) =

∫ R

0
φn(t)∂nx [exp(−t/x)]dt =

n!

2iπ

∫ R

0

∫
Γ

φn(t) exp(−t/z)
(z − x)n+1

dzdt,

K(n)
n (x) =

∫ ∞
R

ξn(t)∂nx [exp(−t/x)]dt =
n!

2iπ

∫ ∞
R

∫
Γ

ξn(t) exp(−t/z)
(z − x)n+1

dzdt,

where Γ is any (smooth) closed path around z = x and not around the essential singularity 0.
Consider the following family of circles centered at x and with radius (1− ε)x (with 0 < ε < 1):

Γε :=
{
x+ x(1− ε)eiθ | θ ∈ [−π, π]

}
.

Letting ε↘ 0, we infer from Lebesgue dominated convergence theorem that

L(n)
n (x) = n!

2πxn

∫ R

0

∫ π

−π
φn(t) exp

(
− t

2x

)
exp

(
i

(
t

2x
tan(θ/2)− nθ

))
dθ dt,

K(n)
n (x) = n!

2πxn

∫ +∞

R

∫ π

−π
ξn(t) exp

(
− t

2x

)
exp

(
i

(
t

2x
tan(θ/2)− nθ

))
dθ dt.
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Since |ξn(t)| ≤ C
∑n

p=2(p/R0)(t/R0)p−1, we have for any t ≥ R

|ξn(t)| ≤ (C/R0)(t/R)n−1
n∑
p=2

p(R/R0)p−1 ≤ (C/R0)(t/R)n−1(1−R/R0)−2.

Consequently

|K(n)
n (x)| ≤ C n!RR0

(R0−R)2xn

∫ +∞

R
(t/R)n−1 exp

(
− t

2x

)
dt/R.

With
∫ +∞
R (t/R)n−1 exp

(
− t

2x

)
dt/R ≤ (n− 1)!(2x/R)n, we obtain

|K(n)
n (x)| ≤ C RR0

(R0−R)2
n!(n− 1)!(2/R)n. (4.15)

On the other hand, we have

|L(n)
n (x)| ≤ n!

xn

∫ R

0

∑
p≥n+1

|ap|
tp−1

(p− 1)!
exp

(
− t

2x

)
dt

≤ Cn!

xn

∫ R

0

∑
p≥n+1

p
tp−1

Rp0
exp

(
− t

2x

)
dt

=
CRn!

R0

∑
p≥n+1

∫ 1

0
pτp−1(R/R0)p−1x−n exp

(
−Rτ

2x

)
dτ.

Since x−n exp
(
−Rτ

2x

)
≤ C
√
n
(

2n
eRτ

)n
, we obtain

|L(n)
n (x)| ≤ CRn!

R0

(
2n

eR

)n ∑
p≥n+1

∫ 1

0
pτp−1−n(R/R0)p−1 dτ.

Combined with∑
p≥n+1

∫ 1

0
pτp−1−n(R/R0)p−1 dτ =

∑
p≥n+1

p

p− n
(R/R0)p−1 ≤ (n+ 1)(R/R0)n

1−R/R0
,

this yields

|L(n)
n (x)| ≤ CR

R0−Rn!(n+ 1)
√
n
(n
e

)n( 2

R0

)n
. (4.16)

From (4.14), (4.15) and (4.16) and Stirling formula, we conclude that there exists some con-
stant C ′ > 0 such that

|G(n)(x)| ≤ C ′(n!)2(2/R)n, ∀x ∈ (0,+∞).

4.2. Proof of Theorem 4.2. With this choice of the sequence (an)n≥2, we have (after some
integrations by parts)

G(x) = ap

∫ R

0

tp−1

(p− 1)!
exp(−t/x)dt = apx

p + P (x)e−R/x
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where P (x) is a polynomial function with real coefficients and of degree p. For n > p, the

derivative of order n of G(x) and of P (x)e−R/x coincide. Letting g(x) = P (Rx)e−1/x, we have

that P (x)e−R/x = g(x/R) and hence for n > p

G(n)(x) = R−ng(n)(x/R).

To conclude, we need the following lemma, which is of interest in itself.

Lemma 4.4. Let F 6= 0 be an holomorphic function without singularity in the closed disk of
radius x∗ > 0 centered at 0. Assume also that F take real values on the real segment [−x∗, x∗].
Consider the C∞ function g : x ∈ [0, x∗] 7→ F (x)e−1/x ∈ R. Then there exists a number C > 0
such that

|g(n)(x)| ≤ C
(

1

2

)n
(2n)!, ∀n ∈ N, ∀x ∈ [0, x∗]. (4.17)

Moreover, there does not exist a pair (C ′, R′) with C ′ > 0 and R′ ∈ (0, 1
2) such that

|g(n)(x)| ≤ C ′
(
R′
)n

(2n)!, ∀n ∈ N, ∀x ∈ [0, x∗]. (4.18)

Proof of Lemma 4.4. Since g is an holomorphic function without singularity in a neighborhood
of the real segment [x∗/2, x∗], we infer from Cauchy formula that for some constants K, r > 0
we have

|gn)(x)| ≤ K

rn
n!, ∀n ∈ N, ∀x ∈ [x∗/2, x∗].

Therefore, it is sufficient to prove the lemma for x ∈ (0, x∗/2]. (Note that all the derivatives of
g vanish at x = 0.)

Take x ∈ (0, x∗/2]. By the Cauchy formula

g(n)(x) =
n!

2iπ

∫
Γ

g(z)

(z − x)n+1
dz

where Γ is a closed path around z = x, but not around the essential singularity 0, and inside
the disk of radius x∗ and centered at 0. Consider the following family of circles centered at x
and of radius (1− ε)x with ε tending to 0+:

Γε =
{
x+ x(1− ε)eiθ | θ ∈ [−π, π]

}
.

We have that

g(n)(x) =
n!

2π(1− ε)nxn

∫ π

−π
F
(
x+ x(1− ε)eiθ

)
e

−1

x(1+(1−ε)eiθ) e−inθdθ. (4.19)

Since
−1

x(1 + (1− ε)eiθ)
=
−1

x

1 + (1− ε) cos θ − i(1− ε) sin θ)

1 + (1− ε)2 + 2(1− ε) cos θ

we have, for each θ ∈ (−π, π) and x ∈ (0, x∗/2),

lim
ε7→0+

−1

x(1 + (1− ε)eiθ)
=
−1

2x
+ i

sin θ

2x(1 + cos θ)
=

1

2x
(−1 + i tan(θ/2)).

Moreover

∀θ ∈ [−π, π],∀ε ∈ [0, 1/2], ∀x ∈ [0, x∗/2],

∣∣∣∣F (x+ x(1− ε)eiθ
)
e

−1

x(1+(1−ε)eiθ)

∣∣∣∣ ≤ ‖F‖∞
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where ‖F‖∞ = sup|z|≤x∗ |F (z)|. Using Lebesgue’s dominated convergence theorem, we can take

the limit as ε tends to 0 in (4.19) to get

g(n)(x) =
n! exp

(
− 1

2x

)
2πxn

∫ π

−π
F
(
x
(

1 + eiθ
))

exp

(
i

(
tan(θ/2)

2x
− nθ

))
dθ. (4.20)

Consequently

|g(n)(x)| ≤ ‖F‖∞
n! exp

(
− 1

2x

)
xn

But the maximum of x 7→ x−n exp
(
− 1

2x

)
for x > 0 is reached at x = 1/(2n), and thus

max
x∈[0,x∗]

|g(n)(x)| ≤ ‖F‖∞n!

(
2n

e

)n
.

Since n! ∼
√

2πn(n/e)n, we have that (2n)! ∼
√

4πn(2n/e)2n, and hence

n!

(
2n

e

)n
∼
(

1

2

)n+1/2

(2n)!.

This gives (4.17) with a constant C > 0 that depends linearly on ‖F‖∞.
For x = 1/(2n) ≤ x∗/2, we have

g(n)

(
1

2n

)
=
n!
(

2n
e

)n
2π

∫ π

−π
F

(
1 + eiθ

2n

)
exp (in (tan(θ/2)− θ)) dθ.

For n large we can evaluate this oscillatory integral by using the stationary phase method.
Since F takes real values on [−x∗, x∗], we have that F (n)(0) ∈ R for all n ∈ N and hence that

F (z) = F (z) for |z| < x∗. It follows that∫ π

−π
F
(

1+eiθ

2n

)
exp (in (tan(θ/2)− θ)) dθ = 2<

{∫ π

0
F
(

1+eiθ

2n

)
exp (in (tan(θ/2)− θ)) dθ

}
.

Since F is holomorphic in a neighborhood of 0, there exist an integer r ≥ 0 and a holomorphic

function Q such that F
(

1+eiθ

2n

)
=
(

1+eiθ

2n

)r
Q
(

1+eiθ

2n

)
where Q(0) 6= 0. (Note that Q(0) ∈ R.)

As far as the integral
∫ π

0 F
(

1+eiθ

2n

)
exp (in (tan(θ/2)− θ)) dθ in concerned, we readily see that

the phase φ(θ) = tan(θ/2) − θ is stationary at only one point on [0, π], namely θ̄ = π/2. We
have φ′(θ̄) = 0 and φ′′(θ̄) = 1 > 0. Thus we can write the following asymptotic approximation∫ π

0
F

(
1 + eiθ

2n

)
exp(inφ(θ))dθ = Q(0)

(
1 + i

2n

)r(√ 2π

nφ′′(θ̄)
exp

(
i(nφ(θ̄) + π/4)

)
+ o(1/

√
n)

)

=
Q(0)

2r/2nr

(√
2π

n
exp (i(n(1− π/2) + (r + 1)π/4)) + o(1/

√
n)

)
for n large, see e.g. [4, page 279] or [15]. Then there exist two functions of n vanishing at
infinity, η and µ, such that

g(n)

(
1

2n

)
= 2

Q(0)

2r/2nr

√
π

n

(
1 + η(n)

)(1

2

)n
(2n)!

(
cos (n(1− π/2) + (r + 1)π/4) + µ(n)

)
.
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If we could find R′ ∈ (0, 1
2) and C ′ > 0 such that for all n ∈ N and all x ∈ [0, x∗/2], |g(n)(x)| ≤

C (R′)n (2n)!, then we would have∣∣∣∣2√π(1 + η(n)
)(

cos

(
n(1− π

2
) +

(1 + r)π

4

)
+ µ(n)

)∣∣∣∣ ≤ C ′2r/2

Q(0)
nr+1/2(2R′)n.

Since limn7→+∞ n
r+1/2(2R′)n = 0, we would obtain a contradiction to the fact that the set of

limit points of the sequence cos
(
n(1− π

2 ) + (1+r)π
4

)
is [−1, 1]. This completes the proof of

Lemma 4.4. �
Let us go back to the proof of Theorem 4.2. Apply Lemma 4.4 with x∗ = 1 and F (x) = P (Rx).

If there exists a pair (Ĉ, R̂) with Ĉ > 0, R̂ > R and such that

|G(n)(x)| ≤ Ĉ(n!)2(2/R̂)n, ∀x ∈ (0, R),

then, setting R̂ = ρR with ρ > 1, we obtain that for all x ∈ (0, 1) = (0, x∗) and all n ∈ N

|g(n)(x)| = Rn|G(n)(Rx)|

≤ Ĉ(n!)2

(
2

ρ

)n
≤ Const.

√
n(2n)!

22n

(
2

ρ

)n
≤ Const.

√
n(2n)!

(2ρ)n

≤ C ′(R′)n(2n)!

for some C ′, R′ with (2ρ)−1 < R′ < 2−1 and C ′ > 0. But this is not possible, according to
Lemma 4.4. The proof of Theorem 4.2 is achieved. �

4.3. Proof of Proposition 4.3. We introduce some notations borrowed from [21]. If an in-
equality f(r) < g(r) holds for sufficiently large values of r (i.e. for all r > r0 for some r0 ∈ R),

we shall write f(r)
as
< g(r) (“as” for asymptotic).

Let f(z) =
∑∞

n=0 cnz
n be an entire function (f ∈ H(C)). Let Mf (r) := max|z|=r |f(z)|. Then

the order (of growth) of the entire function f is

ρ = inf{k > 0; Mf (r)
as
< exp(rk)} ∈ [0,∞].

The following results will be used thereafter.

Lemma 4.5. [21, Lemma 1 p. 5]. If the asymptotic inequality

Mf (r)
as
< eAr

k
(4.21)

is satisfied, then

|cn|
as
<

(
eAk

n

)n
k

(4.22)

Lemma 4.6. [21, Lemma 2 p. 5]. If the asymptotic inequality (4.22) is satisfied, then

Mf (r)
as
< e(A+ε)rk ∀ε > 0. (4.23)
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Let f be as in the statement of Proposition 4.3. Then for all s ∈ (g, 1), there are some
constants C = C(s) > 0 and R = R(s) > 0 such that

|f (n)(t)| ≤ C (n!)s

Rn
∀t ∈ [0, T ]. (4.24)

Let cn := f (n)(0)/n! for all n ∈ N. Then the series
∑∞

n=0 cnz
n converges for all z ∈ C (since

s < 1), and we have for all z ∈ [0, 1]

f(z) =

∞∑
n=0

cnz
n (4.25)

(see [30, 19.9]). Thus f can be extended as an entire function by using (4.25) for z ∈ C. Set

k := (1− s)−1.

It follows from (4.24) and Stirling formula that

|cn| ≤ C[(n !)1−sRn]−1 ≤ C ′
( e
n

)n
k

[n
1−s
2 Rn]−1 as

<

(
eAk

n

)n
k

for some positive constants C,C ′, and A. We infer from Lemma 4.6 that

Mf (r)
as
< e(A+ε)rk as

< er
k+ε ∀ε > 0,

and hence ρ ≤ k = (1− s)−1. Letting s↘ g, we obtain

ρ ≤ (1− g)−1. (4.26)

Assume in addition that ρ ≥ 1. We infer from the definition of ρ that

Mf (r)
as
< er

ρ+ε ∀ε > 0.

Pick any ε > 0 and let k := ρ+ ε > 1. It follows from Lemma 4.5 that

|cn|
as
<

(
eAk

n

)n
k

and hence

|cn| ≤ C
(n!)−1/k

Rn
∀n ∈ N

for some positive constants C and R. It follows that for all t ∈ [0, T ] and q ∈ N

|f (q)(t)| = |
∑
n≥q

n!

(n− q)!
cnz

n−q|

≤ C
∑
p≥0

(p+ q)!1−k
−1

p!

|z|p

Rp+q

≤ C2ksq!s
∑
p≥0

(2s|z|)p

p!k−1
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where we have set s := 1−k−1 and used the inequality (p+q)! ≤ 2p+qp!q!. Since k > 0, the series
in the last inequality is convergent, and we infer that f ∈ Gs([0, T ]). Thus g ≤ s = 1− (ρ+ε)−1.
Letting ε↘ 0, we obtain that g ≤ 1− ρ−1. Combined with (4.26), this yields ρ = (1− g)−1. �

Remark 4.7. Note that we can have 0 = ρ < (1− g)−1 = 1 (pick e.g. any polynomial function
f ∈ C[z]).
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[16] L. Hörmander, The analysis of linear partial differential operators. II. Berlin Heidelberg New York, Springer

1983.
[17] A. Lastra, S. Malek, J. Sanz, Continuous right inverses for the asymptotic Borel map in ultraholomorphic

classes via a Laplace-type transform, J. Math. Anal. Appl. 396 (2012), 724–740.
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[33] V. Thilliez, Extension Gevrey et rigidité dans un secteur, Studia Math. 117 (1995), no. 1, 29–41.
[34] V. Thilliez, Division by flat ultradifferentiable functions and sectorial extensions, Results Math. 44 (2003),

no. 1-2, 169–188.
[35] E. C. Titchmarsh, The Theory of Functions, Oxford University Press, 1986.
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