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Abstract: To detect curvilinear structures in natural images, we propose a novel ranking
learning system and an abstract curvilinear shape inference algorithm based on graph theory. We
analyze the curvilinear structures as a set of small line segments. In this work, the rankings of
the line segments are exploited to systematize the topological feature of the curvilinear structures.
Structured Support Vector Machine is employed to learn the ranking function that predicts the
correspondence of the given line segments and the latent curvilinear structures. We first extract
curvilinear features using morphological profiles and steerable filtering responses. Also, we propose
an orientation-aware feature descriptor and a feature grouping operator to improve the structural
integrity during the learning process. To infer the curvilinear structure, we build a graph based on
the output rankings of the line segments. We progressively reconstruct the curvilinear structure
by looking for paths between remote vertices in the graph. Experimental results show that the
proposed algorithm faithfully detects the curvilinear structures within various datasets.

Key-words: Curvilinear structure extraction, Inference of structured data, Ranking learning,
Graphical model, Shape simplification
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Inférence de structures curvilinéaires basée sur
l’apprentissage d’une fonction de classement et la théorie

des graphes
Résumé : Pour détecter des structures curvilinéaires dans les images naturelles, nous pro-
posons un nouveau système d’apprentissage et un algorithme d’inférence de formes curvilinéaires
abstraites, basé sur la théorie des graphes. Nous analysons les structures curvilinéaires comme
un ensemble de segments. Dans ce travail, les poids de ces segments sont utilisés pour en
déduire les caractéristiques topologiques des structures curvilinéaires. Structured Support Vec-
tor Machine est utilisée pour apprendre la fonction de poids qui prédit la correspondance de
l’ensemble de segments donné avec les structures curvilináires sous-jacentes. Nous extrayons
d’abord les propriétés curvilinéaires en utilisant des profils morphologiques. Pour déduire la
structure curvilinéaire, nous construisons un graphe basé sur les poids calculés des segments.
Nous reconstruisons progressivement la structure en calculant des chemins entre paires de som-
mets distants dans le graphe. Les résultats expérimentaux montrent que l’algorithme proposé
détecte correctement les structures curvilinéaires dans le cas de données très variées.

Mots-clés : Extraction de structure curvilinéaire, Inférence de structure de données, appren-
tissage, modèle de graphes, simplification de forme
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(a) Input (b) Segmentation (c) Centerlines

(d) Coarse structure (e) Fine structure (f) Proposed

Figure 1: Comparing with the segmentation ((b), [BRLF13]) and the centerline detection ((c),
[SLF14]) methods, the proposed algorithm is able to organize the topological importance of the
curvilinear structure. We represent different levels of detail in the latent curvilinear structure
using the minimum number of pixels.

1 Introduction
Many computer vision algorithms have been proposed to analyze underlying curvilinear struc-
tures (also called line networks) of the image data. Although human can intuitively perceive
the curvilinear structures, most of the previous works on the curvilinear structure modeling
are developed for specific applications. For instance, [FNVV98] and [SAN+04] developed blood
vessel detection algorithms to aid diagnosis of vascular diseases. Neuroimage scientists have
attempted to analyze shape of the curvilinear objects in microscopic images ([BBC+11]). In
remote sensing, road network extraction algorithms have been explored in order to interpret the
geographical information ([HRF+07, LDZ05, VCB+10]). Furthermore, [CGMN10] formulated
an image segmentation problem following the Markov Random Field (MRF) property to detect
irregular shape of the road cracks.

In this paper we have an ambitious goal to automatically detect different types of curvilinear
structure which is latent in natural images. It is a challenging task because the geometry of
the line networks varies depending on the application. Also, a curvilinear structure could be
hidden under the background textures, so that the information from an individual pixel often
fails to interpret the topology. More specifically, curvilinear features corresponding to high
gradient magnitudes are obtained via convolution filters ([FA91, Per95, JU04]); however the
filtering responses are insufficient to discern linear structure from undesirable high-frequency
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Inference of Curvilinear Structure 4

components due to the lack of shape interpretation. On the other hand, graphical models such
as [GTFF10, TBA+13, JTZ15] define spatial constraints in a local configuration to take the
structural information into account. However, the models become over constrained to describe
complex shaped line networks. Recently, machine learning algorithms have been involved to
detect curvilinear structure. [BRLF13] applied a boosting algorithm to obtain an optimal set of
convolution filter banks. [SLF14] developed a regression model to detect centerlines by learning
the scale (width) of the tubular structures with the non-maximum suppression technique.

Assume that the entire curvilinear structure can be decomposed into many straight line seg-
ments. We learn a ranking function that predicts the shape similarity between individual line
segments and the latent curvilinear structure. We propose an orientation-aware curvilinear fea-
ture descriptor for the learning system, which consists of the morphological profiles and steerable
filtering responses. In this work Structured Support Vector Machine (SSVM) is employed to ob-
tain weight coefficients for the proposed feature descriptor using the training dataset. To infer
the structural information, we build an undirected and weighted graph based on the output
rankings of the line segments. We then reconstruct the coarse curvilinear structure by explor-
ing paths of vertices maximizing their distance in the graph. Unlike the previous approaches
such as segmentation of the curvilinear structure ([BRLF13]) and centerline detection ([SLF14]),
the proposed algorithm can provide the topological importance level of the curvilinear structure
(see Fig. 1). Our experiments demonstrate that the proposed algorithm localizes the curvilinear
structure with a high accuracy comparing to the state-of-the-art methods.

1.1 Related work
Curvilinear structure extraction: In early vision, researchers design convolution filters

to separate curvilinear structure from the background texture ([FA91, Per95, JU04]). The main
idea behind such filter design is to create simple line shape templates in order to extract fea-
tures showing high gradient magnitudes with a locally consistent orientation. However, these
image filtering responses are unable to discern linear structures from undesirable high-frequency
components, e.g.,noise and edges. Enhancement filtering (EF) algorithm proposed by [FNVV98]
analyzes the eigenvalues of the Hessian matrix of the image to evaluate local tubularity score.
Optimally Oriented Flux (OOF) measures the amount of gradient flow at the boundaries to find
the continuous linear structure ([LC08]). Morphological operator also highlights the curvilinear
structure by collecting pixels according to the recursive structural similarity ([TA07]).

On the other hand, the graphical models exploit image-based evidence with geometric shape
constraints to improve the detection performances. For instance, tree structure can be used to
reinterpret complex line networks. [GTFF10] looked for a path between singular points corre-
sponding to intersections of the latent curvilinear structure. [TBA+13] formulated a large linear
programming problem to constrain the diverse cases of the local interaction on the line networks.

Furthermore, curves can be approximated by multiple straight line segments. Stochastic
models specify the distribution of line objects with pairwise interaction terms ([LDZ05, JTZ15]).
Reversible Jump Markov chain Monte Carlo sampler proposed by [Gre95] has been involved to
optimize the probability density. However, due to the sensitivity of the parameter setup, the
stochastic models are less practical for a large amount of varied datasets.

In recent years, machine learning algorithms have been favoured for designing optimal filter
banks to extract curvilinear features ([RL12, BRLF13]). While a threshold value should be set
to reconstruct the centerline of the curvilinear structure from the filtering scores, it is difficult to
find the value which would be suitable for different types of applications. To address this issue,
[SLF14] proposed a regression model of distance transform to predict the scale of the curvilinear
structure and localize centerlines.
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Inference of Curvilinear Structure 5

Figure 2: Overview of the curvilinear feature descriptor generation (Sec. 3) and ranking learning
system (Sec. 4)

Learning structured information: We want to extract the structured information of
the line networks that appear within homogeneous background textures. Since the information
embedded in a single pixel is limited to infer the latent structure, Markov Random Fields ([GG84,
Bes86]) or Conditional Random Fields (CRF, [LMP01, KH06]) based models have been developed
to enforce the label consistency on the pre-organized output space. e.g., neighborhood pixels
are assumed to have the same label with the probability when minimizing the cost function.
However, the topology of the curvilinear structure composed of line objects is too intricate to
be applicable with such design approaches. It is also impossible to specify the topology of the
complex line networks with a few parameters. Instead, we employ a machine learning framework,
SSVM proposed by [TJHA05], to obtain undiscovered distribution which contains the structured
relation of input-and-output pairs. The SSVM is often comparable with the graphical models
which contain the pairwise structure. Therefore, the SSVM framework is favoured to solve
computer vision problems, such as object segmentation by [BYVG11, LLSF12, KYNK14], pose
estimation algorithm by [YR11], and multi-class classification by [MBZT12]. In this work, we use
the SSVM framework to train a ranking function that predicts the compatibility with tokenized
line segments and the latent curvilinear structures. Finally, the structured output rankings of the
line segments are used to estimate the local orientation and to reconstruct the latent curvilinear
structures as an ensemble of high ranked line segments.

1.2 Contributions
To apply a learning system, we need an accurately annotated ground truth for training datasets,
where the ground truth is manually labeled to classify pixels on the curvilinear structure by
human experts. It is difficult to secure enough quantity of training datasets in that the manual
segmentation of curvilinear structure is time consuming work. To address this problem, we
evaluate a line segment using the shape similarity measure whether it belongs to the latent
curvilinear structure. We minimize corruptions of the learning process due to the erroneous
annotations.

We also study the graph theory for shape simplification of the complex curvilinear structure.
Although the centerline is able to encode the scale of the curvilinear structure, it is insufficient
to interpret the topological level of the curvilinear structure. The structured output rankings
of the line segment are used to draw the latent curvilinear structure in the order of topological
importance. Thus, we create a weighted graph to reconstruct the curvilinear structure with
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Inference of Curvilinear Structure 6

consideration for such topological order. We search for the longest path which minimizes the
cumulative rankings of the line segments on the path. Recall the Fig. 1 to compare with the result
of curvilinear structure segmentation ([BRLF13]), centerlines detection ([SLF14]), and proposed
method.

The main contributions of this work are summarized as follows:
• We propose an orientation-aware curvilinear feature descriptor for the ranking learning

system;
• We learn a ranking function to predict the correspondence between line segments and

curvilinear structure;
• We reconstruct the curvilinear structure with topological order based on graph theory; and
• We test and validate the proposed algorithm on numerous datasets containing micro and

macro scales of curvilinear structure in the nature.
The rest of the paper is organized as follows: Sec. 2 provides the outline of our method. Sec. 3

proposes an orientation aware curvilinear feature descriptor. Sec. 4 explains how we learn the
ranking function. Sec. 5 develops a graphical model for inference of curvlinear structure. Sec. 6
shows experimental results on different types of datasets. Finally, Sec. 7 concludes this work.

2 Overview
In this section, we define notations to represent curvilinear structures, and provide an overview
of the proposed algorithm. Assume that an image I contains a curvilinear structure. We denote
the latent curvilinear structure g : I 7→ {0, 1} for any pixel x:

g(x) =

{
0 if x is on the curvilinear structure,
1 backgrounds. (1)

This function is also employed to create a ground truth map, which is manually labeled, for the
machine learning system and the performance evaluations.

Instead of classifying each pixel whether it belongs to the curvilinear structure, we gather
line segments that agree with the latent curvilinear structure of the given image data. Hence,
the proposed algorithm aims to find a set of line segments s ⊆ S highly corresponding to the
curvilinear structure. We define a line segment s ∈ S as tuple of the center coordinate x, fixed
length `, fixed thickness τ , and quantized orientations θ. That is s = (x, `, τ, θ) ∈ I × R2 × A,
where A is set of elements in [0, 2π[.

In this work, to train a ranking function with SSVM, we propose a novel curvilinear feature
descriptor φ : S 7→ RN that assigns a feature vector φ(s) ∈ RN to each line segment s, where
N denotes the dimension of the feature space. Specifically, the feature descriptor consists of the
morphological profiles φM to detect expected length of the structure and the steerable filtering
responses φS to accentuate directional properties (Sec. 3.1). To take into account the directional
information of each line segment, we propose an orientation-aware feature vector φ′(s) that
permutes the elements in the steerable feature vector of φS(s) according to orientation θ of
the given line segment s (Sec. 3.2). Also, we design a spatial neighborhood system for the line
segments to improve the consistency of output ranking values (Sec. 3.3). A model parameter w ∈
RN is obtained via machine learning system (SSVM), which determines the relative importance
of elements in the curvilinear feature vectors. The output rankings of line segments y ∈ Y
are associated to the plausibility for each line segment s to belong to the ground truth map
g. For example, a higher ranking is assigned the given line segment if it fits well to the latent
curvilinear structure (Sec. 4). Fig. 2 summarizes the process how we learn a model parameter of
the proposed curvilinear feature descriptor with the given training dataset.

RR n° 8789



Inference of Curvilinear Structure 7

Figure 3: Example
of the feature maps
of the morphological
profile φM with differ-
ent length parameters
L ∈ {50, 100, 150, 200}
and those of the
steerable filtering
responses φS with
variable orientations
θ ∈ {0◦, 45◦, 90◦, 135◦}.
The model parameters,
which define the relative
weights of those feature
maps, are obtained via
the ranking learning
system. The higher
ranking scores (denoted
by red color) correspond
to the latent curvilinear
structure.

With the rankings of the line segments, we build an undirected and weighted graphG = (V,E)
to infer the curvilinear structure with a set of elementary paths on the graph G. Finally, we
iteratively reconstruct the curvilinear structure by collecting paths between remote vertices in
the graph (Sec. 5).

3 Orientation-Aware Curvilinear Feature

3.1 Feature extraction
This section is devoted to compute the curvilinear feature descriptors that are used for the inputs
of the ranking learning system. The evidence of being the curvilinear structure is measured
by the homogeneity of the pixel intensities and the directional responses on the path. We
extract curvilinear features using the morphological profiles φM : S 7→ R4 and the steerable filter
responses φS : S 7→ R24. Fig. 3 depicts an example of the curvilinear feature maps.

Before applying the filtering operations, we normalize the training and test images to remove
the effects of various illumination factors:

Ĩ =
1

1 + e−
I−β
α

, (2)

where α = max(I)−min(I) represents the range of intensity values, and β = E[I] is the sample
mean of the image.

To obtain the morphological profile, we apply the path opening operator ([TA07]) with dif-
ferent length parameters L. The path opening operator brightens pixels belonging to the linear
shaped objects while it removes other types of structural elements. As the length parameter of
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the path opening operator is increased, we obtain a map which emphasizes longer sequence of
pixels in the image.

The steerable filtering responses are associated with the directional characteristics of the given
line segment. Let fθ be a steerable filter that accentuates orientation θ. The steerable feature
map is computed by the convolution of fθ and normalized image Ī. We construct the baseline
steerable filtering feature vector by stacking such steerable filtering responses with increasing
order of orientation. That is

φS(x) =
[ (

fθ1 ∗ Ĩ
)

(x),
(
fθ2 ∗ Ĩ

)
(x), · · · ,

(
fθk ∗ Ĩ

)
(x)
]ᵀ
, (3)

where θ1 < θ2 < · · · < θk and k = |A| is the number of quantized orientations.

Figure 4: Steerable filter banks fθ to compute curvilinear feature maps

In this work, we use 4 different length parameters to create the morphological profiles and
24 filter banks to build the steerable feature maps. Specifically, the steerable filter banks consist
of 3 basis kernels with respect to 8 different orientations. Fig. 4 shows the steerable filter banks
which are employed in this work.

Finally, the feature vector of the given line segment φ(s) is generated by the concatenation
of the feature vector of φM(s) and φS(s). We accumulate the values of the feature maps on the
line segment feature and rescale those values according to length of the line segment `:

φ(s) =
[
φM(s), φS(s)

]ᵀ
=

1

`

∑
x∈s

[
φM(x), φS(x)

]ᵀ
. (4)

3.2 Permutation of feature maps
As the result of ranking learning system, we will obtain a model parameter w that determines
the relative importance of each element in the feature vector. If the training set consists of a
particular orientation, the corresponding parameter has a larger value than others. However,
such situation can induce an over-fitting. To ease this issue, we also exploit the own directional
information of the line segments. For this purpose, we permute the order of elements in the
baseline steerable feature vector φS(s) according to the orientation of the given line segment s.

Let Pθi be a permutation matrix that shuffles the order of the feature vector according to
the given orientation θi:

Pθi =
[
ei, e(i+n)◦k, e(i−n)◦k, · · · , e(i+bk/2c)◦k

]ᵀ
,

n = 1, 2, · · · , bk/2c − 1, (5)

where ei denotes a row vector with 1 in the i-th element and 0 in the others. We define a circular
modulation operator ◦ which is given by:

i ◦ k = ((i− 1) mod k) + 1. (6)

RR n° 8789



Inference of Curvilinear Structure 9

Figure 5: The baseline steerable feature vector φS(si) is created by steerable filtering responses
(fθ ∗ I) as the increasing order of orientation. To take into account the direction of line segment
si, we multiply permutation matrix Pθi to the baseline φS(si).

For instance, Pθ4 for k = 8 is defined as

Pθ4 =



e4
e5
e3
e6
e2
e7
e1
e8


=



0, 0, 0, 1, 0, 0, 0, 0
0, 0, 0, 0, 1, 0, 0, 0
0, 0, 1, 0, 0, 0, 0, 0
0, 0, 0, 0, 0, 1, 0, 0
0, 1, 0, 0, 0, 0, 0, 0
0, 0, 0, 0, 0, 0, 1, 0
1, 0, 0, 0, 0, 0, 0, 0
0, 0, 0, 0, 0, 0, 0, 1


.

To compute the orientation-aware feature vectors φ′(s), we apply the permutation matrix Pθ
to re-order the elements of the baseline feature vector φ(s). For a better understanding, we give
a toy example how to shuffle the baseline feature vector for the given orientation. Suppose that
the orientation of line segments s2 and s5 are associated with θ2 and θ5, respectively. Then, the
orientation-aware feature vectors φ′(s2) and φ′(s5) are given by

φ′(s2) =
[
φM(s2), Pθ2φS(s2)

]ᵀ
,

φ′(s5) =
[
φM(s5), Pθ5φS(s5)

]ᵀ
.

Now the elements of the orientation-aware feature vectors are aligned in the order of dominant
directional response for the given line segments. Therefore, the model parameter w of the learning
system properly works to measure compatibility of input line segments and the given image data.
Fig. 5 compares the baseline feature vector to the orientation-aware feature vector for the given
line segment si.

3.3 Spatial grouping of the features
To improve segmentation performance, the piecewise smoothness assumption on the image grid
is often used, e.g., 8-connected neighboring pixels have the same label with a high probability.
While the thin line structure has the internal similarity, such prior model also encourages back-
ground textures to be classified as the same segment so that it produces discontinuities on the
curvilinear structure. Instead, we propose a new topology to consider the neighborhood system
of line segments. The proposed neighborhood system is designed to realize a smoothly connected
curvilinear structure. Thus, to enhance the spatial coherence of the output rankings, the neigh-
boring set consists of shifted line segments to the extendable direction and shifted-and-rotated
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Inference of Curvilinear Structure 10

(a) (b) (c) (d)

Figure 6: The topology of the spatial feature grouping is depicted in (a), where the corresponding
weighting factors ωj , j ∈ Ni of the neighboring line segments are denoted in blue colored numbers.
The spatial grouping of the curvilinear features is able to improve the local consistency of the
output rankings. Given image (b) is corrupted by irregular background textures. We visualize
the output rankings: (c) is obtained without spatial feature grouping, whereas (d) shows the
output rankings with the proposed spatial feature grouping.

line segments with a small curvature. (see Fig. 6 (a)). We define the spatial grouping operator
φ̄ as:

φ̄(si) =

∑
j∈Ni

ωjφ
′(sj)∑

j∈Ni
ωj

, (7)

where Ni denotes the neighboring set of the line segment si and ωj is the corresponding weight
factor (Fig. 6 (a) details the values of ωj used in this work).

Fig. 6 compares the output rankings obtained by individual feature vector and spatially
grouped feature vector. When we learn a ranking function without the spatial feature grouping
operation, the output rankings are less reliable due to the corrupted background texture. On
the other hand, the output rankings with the spatial feature grouping increase the rankings of
line segments corresponding to the latent curvilinear structures.

4 Learning
In this section, we briefly review the ranking learning system based on SSVM ([TJHA05]).

Our goal is to learn a function h : S 7→ Y that predicts structured output rankings of the
line segments. For the setup of machine learning system, a training dataset D = {(si, yi)}Ki=1 is
required which consists of the input-and-output pairs. Assume that we have a list of line segments
s = {s1, . . . , sK} ⊆ S and the relevant ranking values y = {y1, . . . , yK} ⊆ Y, yi ∈ [0, 1]. The line
segments s for training are independently sampled from the images of the training dataset. To
determine the corresponding rankings y of the input line segments is a tricky part in this work.
Recall that the function g that represents a binary map to classify pixels on the latent curvilinear
structure. We use the binary map as the ground truth of the curvilinear structure. However, the
ground truth g cannot encode the shape information of the line segments (length, orientation,
and thickness). In other words, line segments proposed at the x could be irrelevant with the
true curvilinear structure due to the shape information although a pixel is on the curvilinear
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0◦ 22.5◦ 45◦ 67.5◦ 90◦ 112.5◦ 135◦ 157.5◦

F1 0.56 0.78 0.51 0.30 0.27 0.22 0.19 0.26
y 0.44 0.22 0.49 0.70 0.73 0.78 0.81 0.74

Figure 7: Example of the evaluation of the given line segment si and corresponding ground truth
patch gi. Blue and red pixels show superfluous and missed areas, respectively, whereas green
pixels paint the agreed area of line segment and ground truth.

structure by g(x) = 0. We evaluate the shape dissimilarity between the given line segments si
and the corresponding patch of the ground truth map gi:

yi = 1− score(si, gi). (8)

Many options are available to compute the function score. In this work, we employ F1 measure
which is defined as

score(si, gi) = F1(si, gi) =
2PiRi
Pi +Ri

, (9)

where Pi and Ri denote precision and recall, respectively, which are associated with the line
segment si. Fig. 7 shows an example that computes the shape similarity score of a line segment
and the corresponding ground truth patch. If si lies on the true curvilinear structure gi, the
corresponding ranking value yi is closer to 0; whereas si is on a non-curvilinear structure, yi is
set to 1.

We use a joint feature map of input-and-output pairs Ψ(s,y) : S × Y 7→ RN to obtain
structured output rankings. A scoring function F : S × Y 7→ R is defined as the inner product
of the joint feature vector and a model parameter w. For a given line segment, a prediction
ŷ = h(s;w) is performed by finding rankings that maximize the scoring function:

ŷ = argmax
y∈Y

F (s,y;w) = wᵀΨ(s,y). (10)

We define the joint feature map Ψ(s,y) to obtain the decreasing order of rankings among input
line segments:

Ψ(s,y) =
∑
ij

yij
(
φ̄(si)− φ̄(sj)

)
, (11)

where the ranking matrix yij indicates the pairwise order of the objects si and sj in terms of
shape dissimilarity measure (8). In other words,

yij =

{
+1 if yi > yj ,
−1 otherwise.

The parameter of the learning system w ∈ RN is obtained by minimizing the following
constrained objective function:

min
w,ξ≥0

1

2
wᵀw +

C

K

n∑
i=1

ξi (12)

s.t. ∀y′,y′ 6= y : wᵀΨ(s,y) ≥ wᵀΨ(s,y′) + ∆(y,y′)− ξ (13)
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Inference of Curvilinear Structure 12

where the first term of (12) penalizes the complexity of the solution (regularization) and the
second term measures the relaxed loss of the system to fit the parameter into training data
(regression). C controls the relative importance between two terms. ∆(y,y′) is a loss function
that counts the number of incorrectly ranked pairs. To solve this optimization problem, we use
the cutting plane algorithm proposed in [TJHA05].

We have obtained a ranking function h(s;w) that arranges the line segments as the order of
correspondence with the underlying curvilinear structure. Specifically, the linear combination of
the model parameter w and the proposed feature descriptor φ̄(s), ŷ = wᵀφ̄(s), is used to evaluate
the line segment s. At each pixel grid, we create k line segment candidates, where k denotes the
number of orientations. We then estimate the local orientation using the ranking function:

î = argmax
i∈{1,...,k}

wᵀφ̄(s(θ ← θi)), then θmax = θî, (14)

where s(θ ← θi) denotes a candidate of the line segment which updates its orientation for θi
whereas the rest of parameters (center locations, length, and thickness) are fixed. Moreover, the
ranking function is employed to indicate a pixel on the curvilinear structures. For this purpose,
the output rankings are computed at each pixel grid using the line segment maximizing local
orientation responses by (14).

5 Inference
In this section, we aim to develop a graphical model to infer the topology of the curvilinear
structure. The main motivation to represent the curvilinear structure as a graph is to use an
optimal number of pixels to reconstruct the curvilinear structure without redundancies. Also,
we want to see the topological features of the structure in different levels of detail.

For the sake of convenience, we recall several terminologies related to graph theory before
developing the proposed algorithm. We consider the graph G = (V,E) where V is the set of
pixels. Each pixel being given its image coordinates, and pixels u = (i, j) and v = (m,n) are
adjacent if and only if |i −m| ≤ 1 and |j − n| ≤ 1. Moreover, we assign a weight for each edge
{u,v} ∈ E as w(u,v) = ‖u− v‖ ŷu+ŷv2 , where ‖u− v‖ denotes the Euclidean distance between
pixel coordinates of u and v. ŷu and ŷv are the output rankings at u and v, respectively. A path
P in the graph G is a sequence of distinct vertices such that consecutive vertices are adjacent.
The length of P is the sum of the weight of its edges, and the distance dist(u,v) between two
vertices u and v is the minimum length of a path from u to v. The eccentricity ecc(v) denotes
the maximum distance from the node v to a node u ∈ V , i.e., ecc(v) = maxu∈V dist(u,v). The
diameter diam(G) of G equals maxv∈V ecc(v), i.e., it is the maximum distance between two
nodes in G.

Intuitively, to infer the topology of the curvilinear structure, we look for long shortest paths
in the subgraph G′ of G induced by the nodes with high rankings. More precisely, our algorithm
computes a diameter of G′, i.e.,a shortest path P with length diam(G′), this path P is added in
the curvilinear structure inference, then the path P is contracted into a single node (equivalently,
the weight of all edges of P become 0), and the process is repeated while the diameter of
the subgraph is larger than pre-defined path length ˆ̀. The entire procedure is summarized in
Algorithm 1.

The first part of the algorithm is to extract the subgraph G′ from the whole set of pixels. This
subgraph should contain the curvilinear structure and be relatively small for an efficient compu-
tation. For this purpose, from the training datasets, we first compute the average proportion ρ
of pixels being part of the curvilinear structure. Then, the binary segmentation map is induced
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(a) Input (b) Output rankings

(c) 4.16% (d) 8.72% (e) 14.78%

Figure 8: Binary segmentation maps are built depending on statistics of the output rankings.

by ρ|I| pixels according to the output rankings, related to a high ranking. However, due to the
noises and the choice of a small ρ, the binary segmentation map may be disconnected so that
some parts do not reflect the connected components of the curvilinear structure. Also, the binary
segmentation map only encodes the center coordinates of the line segments (see Fig. 8) while the
output rankings contain the shape information of the line segments. To overcome these issues,
we disjoint the binary segmentation map into line segments, and compute the dissimilarity scores
(8) between these line segments and the corresponding patches of the binary segmentation map.
We fill up areas corresponding to the line segments with those of dissimilarity scores. Specifically,
for overlapping areas between adjacent line segments, we assign the average value of theirs (see
Fig. 9). Thus, the subgraph G′ is built upon a subset of pixels V ′ ⊂ V which corresponds to the
dissimilarity score map. We also update the weights of for each edge {u,v} ∈ E in the subgraph
as w(u,v) = ‖u − v‖ buŷu+bvŷv2 , where bu and bv denote the dissimilarity scores at u and v,
respectively.

The time-consuming part of the proposed algorithm is the computation of a diameter of
G′. Rather than computing all pair distances (which requires a linear number of application of
Dijkstra’s Algorithm), we use an efficient heuristic algorithm called 2-sweep algorithm proposed
by [CDHP01]. The 2-sweep algorithm randomly picks a vertex t in G′, then performs Dijkstra’s
algorithm from t to find a node u at the maximum distance from t, i.e., dist(u, t) = ecc(t).
Then, it computes (using Dijkstra’s algorithm) a path from u to a node v at the maximum
distance from u. The length of the second path (from u to v) is a good estimation of diam(G′).
Note that this algorithm is able to compute the exact diameter if the graph has tree structure.
Topologically speaking, most of latent curvilinear structures are very close to trees, so that the use
of the 2-sweep algorithm is well adapted. For a better understanding, we schematically explain
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Algorithm 1

Require: G′ = (V ′, E′) ∼ an undirected and weighted subgraph of the image G;
and ˆ̀∼ a minimum length of the curvilinear structure

Ensure: P ∼ a set of vertices corresponding to the curvilinear structure
1: P ← ∅
2: longest_path_length ← |V ′|
3: while do
4: Compute the longest path Q in G′ using 2-sweep algorithm
5: longest_path_length ← |Q|
6: if longest_path_length< ˆ̀ then
7: break
8: P ← P ∪Q
9: w(u,v)← 0,∀u,v ∈ Q, All edge weights on the path Q become 0

the intermediate steps of the proposed curvilinear structure inference algorithm in Fig. 10.

6 Experimental results
In this section, we first discuss the parameters of the proposed algorithm and datasets. We
then compare the quantitative and qualitative results of the proposed algorithm and those of
competing models proposed by [FNVV98], [LC08], [BRLF13], [SLF14], and [JTZ15].

6.1 Parameters and Datasets
The proposed algorithm requires few parameters to compute the curvilinear feature descriptor φ
to define physics of the line segment (length ` and thickness τ), and to train a ranking function
via SSVM. For the morphological profiles φM , we apply the path opening operator 4 times with
different length parameters L. We linearly increase such length parameters by adding κ from
the minimum length L∗. Thus, L ∈ {L∗ + nκ|n = 0, 1, 2, 3}. In the case that the curvilinear
structure appears darker than surrounding pixels, we invert the input images before applying
the morphological operation. This is because the path opening operator assumes pixels on the
curvilinear path to be brighter than neighboring pixels. For the steerable features φS , we perform
convolution of the steerable filters with the normalized input images. The steerable filter banks
consist of 3 basis kernels with k = 8 different orientations, where the size of the filters is 21× 21
(see Fig. 4). To build the basis kernels, we superpose the elongated Gaussian kernels using
different aperture and smoothing factors. The aperture value determines the space between the
Gaussian kernels with respect to the minor axis. We control the aperture size of the Gaussian
kernels as {6, 3, 1} to take into account the thickness of the curvilinear structure. The smoothing
factor of the outer kernels σo is set to 2.5 and those of inner kernels σi is set to 1.5. The
elongation factor λ is fixed as 2.5 for all. Note that the steerable filters are symmetric with
respect to the major axis. Also, we assume that the length of line segment should be larger than
its thickness, ` > τ , and these two values depend on the dataset. For SSVM training, we sample
500 positive and negative query line segments, respectively, for every training image. C which
controls the relative importance of regularization and regression terms in (12) is set to 0.01 for
all datasets. We choose the set of parameters for the SSVM training via 3-fold cross validation
which maximizes the average F1 score of the training set.

We test our curvilinear structure model on the following public datasets:
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(a) Binary segmentation map (b) Dissimilarity score map

Figure 9: A binary segmentation map is created by thresholding output rankings at a determin-
istic value, where the value is obtained by the statistics of pixels on the curvilinear structure from
the training dataset. While the structured output rankings contain the shape information of the
line segments, we cannot exploit such useful information based on the binary segmentation map.
The dissimilarity score map is generated by reaggregation of the binary segmentation map. For
each pixel on the binary segmentation map, we introduce the shape information which is already
embedded in the output rankings. Then, we compute dissimilarity scores of the disassembled
line segments and the binary segmentation map. Finally, we fill areas corresponding to the line
segments with the dissimilarity scores.

• DRIVE [SAN+04]: The dataset consists of 40 retina scan images with manual segmenta-
tion by ophthalmologists to evaluate the blood vessel segmentation algorithms. We use 20
images for the training and 20 images for the test, respectively. We build the morphological
profiles with (L∗, κ) = (40, 10) and use (`, τ) = (5, 3).

• RecA [JTZ15]: We collect electron microscopic images of RecA proteins on DNA which
contain filament structure. We use 4 training images and 2 test images. We set (L∗, κ) =
(40, 10), and (`, τ) = (5, 3), respectively.

• Aerial [SLF14]: The dataset contains 14 remote sensing images of road networks. We
select 7 images for the training and 7 images for the test, respectively. (L∗, κ) is set to
(50, 50) and each line segment consists of ` = 15 and τ = 4.

• Cracks [CGMN10]: Images of the dataset correspond to road cracks on the asphalt sur-
faces. We use 6 images to train and test the algorithms on different 6 images. Parameters
for the morphological profiles (L∗, κ) are set to (10, 5), and the physics of line segments
(`, τ) are set to (5, 3).

To create subgraph G′ for the curvilinear structure inference, we compute the average propor-
tion of pixels ρ on the curvilinear structure by observing the training images. We find ρ values
for DRIVE, RecA, Aerial and Cracks dataset as 8.63%, 4.99%, 8.16%, and 4.3%, respectively.
The minimum path length ˆ̀ is adaptively set to 40, 30, 80, and 30 for DRIVE, RecA, Aerial and
Cracks dataset, respectively, to obtain the best performance.

Fig. 11 shows sample images from the datasets. The topology of the latent curvilinear struc-
ture is varied while we compare it within the same dataset. Especially, Cracks dataset consists of
difficult images due to the rough surfaced background textures. Also, the normalization operation
(2) is necessary to remove irregular illumination factors on the datasets.
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(a) (b) (c) (d) (e) (f)

Figure 10: Toy example of the proposed curvilinear structure inference algorithm: (a) input
image contains a curvilinear structure which is denoted by gray color; (b) subgraph G′ is induced
from the structured output rankings; (c) and (d) show the intermediate processes of the 2-sweep
algorithm starting from node t to find a diameter of the subgraph; (e) we assign 0 weight for all
edges on the path; and (f) we repeat the process and add branches if the path length is larger
than pre-defined length ˆ̀.

6.2 Evaluations
The proposed algorithm progressively reconstructs the curvilinear structure by adding a long
path on the subgraph. Fig. 12 and Fig. 13 show the intermediate steps of the proposed graph
inference algorithm for Drive and Aerial dataset, respectively. Unlike the previous models, the
proposed algorithm is able to show different levels of detail for the latent curvilinear structure.
Such information to visualize shape complexity of the curvilinear structure cannot be retrieved
by tuning the threshold. In practice, a few number of iterations is required to converge the
algorithm and each step to find a long path takes less than milliseconds for the computation.
For the experiments, we use a PC with a 2.9 GHz CPU (4 cores) and 8 GB RAM.

We visually compare the performance of the proposed algorithm with the competing algo-
rithms. Fig. 14, 15, 16, and 17 show the results from DRIVE, RecA, Aerial, and Cracks dataset,
respectively. Although the proposed algorithm is the most suitable to show the topological im-
portance level of the curvilinear structures, its intermediate result (dissimilarity score map) is
comparable to the results of curvilinear segmentation algorithms.

For the quantitative evaluation, we provide precision-and-recall curve of the proposed algo-
rithm (dissimilarity score map) and the state-of-the-art models in Fig. 18. Moreover, Table 1
summarizes the mean average precision (MAP) scores corresponding to Fig. 18 for each dataset.
We plot the curves by adjustment of the threshold value to represent the curvilinear structure.
The dissimilarity score map, which is an intermediate result of the proposed algorithm, is used
to plot Fig. 18 and Table 1. The measure of true positive is sensitive for the misalignment; there-
fore, we consider surrounding pixels of the detection results as the true positive if a predicted
point is falling into the ground truth with a small radius. To provide the average performance
of each dataset, we compute the interpolated average precision values at the fixed recall values,
where the method is detailed in [MRS08]. However, the evaluation with precision and recall
is unable to measure the structural features. We also provide the average proportion of pixels
to represent the curvilinear structures and the corresponding F1 scores in Fig. 19 and Table 2.
The graph shows that the proposed algorithm efficiently draw the curvilinear structures using
smaller number of pixels than the other algorithms. The proposed algorithm achieved the best
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F1 scores for all datasets except the Drive dataset. It is because the proposed algorithm use the
fixed thickness τ to describe line segments whereas the images of Drive dataset consists of blood
vessels with varied thicknesses. The performance could be improved if we consider the thickness
of the line segment as a learnable variable.

It is worth to mention the over-fitting problem in curvilinear segmentation task based on
machine learning. Manual segmentation (ground truth) contains many errors around boundaries
and minutiae components. Also, the number of training data employed in this work is relatively
small due to the difficulties of making the accurate annotations. Specifically, since RecA dataset
has only four training images, there is a high risk of over-fitting to the training set. It is
remarkable that the proposed algorithm shows good performance for all datasets without over-
fitting problem when compared to other learning based algorithms [BRLF13, SLF14].

7 Conclusions
This paper proposed a curvilinear structure reconstruction algorithm based on the ranking learn-
ing system and graph theory. The output rankings of the line segments corresponded to the
plausibility of the latent curvilinear structure. Using an optimal number of pixels, the proposed
algorithm provided different levels of detail during reconstruction of the curvilinear structure.
More precisely, we learned a ranking function based on SSVM with the proposed orientation-
aware curvilinear feature descriptor. The weighted average of curvilinear feature groups improved
the consistency of the output rankings. In this paper, we invented a novel graphical model that
infers the curvilinear structure according to the topological importance. The proposed algo-
rithm looked for remote vertices on the subgraph which is induced from the output rankings.
Across the various types of datasets, our model showed good performances to reconstruct the
latent curvilinear structure with a smaller number of pixels comparing to the state-of-the-art
algorithms.
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Figure 11: Sample images from the datasets employed in our work. Images are cropped to show
the latent curvilinear structures clearly. Top to bottom: DRIVE, RecA, Aerial, and Cracks.
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(a) Ground truth (b) # 1 (c) # 3 (d) # 5 (e) # 7

(f) # 12 (g) # 16 (h) # 20 (i) # 28 (j) # 36

Figure 12: Intermediate steps of the curvilinear structure reconstruction for a retina image. We
iteratively reconstruct the curvilinear structure according to topological importance orders. As
the iteration goes on, detail structures (layer) appear.

(a) Ground truth (b) # 1 (c) # 2 (d) # 3 (e) # 4

(f) # 5 (g) # 6 (h) # 7 (i) # 8 (j) # 9

Figure 13: Intermediate steps of the curvilinear structure reconstruction for a road network
image.
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(a) Input (b) Ground truth (c) [FNVV98] (d) [LC08] (e) [BRLF13]

(f) Output rankings (g) [SLF14] (h) [JTZ15] (i) Dissimilarity scores (j) Structure inference

Figure 14: Experimental results on DRIVE dataset

(a) Input (b) Ground truth (c) [FNVV98] (d) [LC08] (e) [BRLF13]

(f) Output rankings (g) [SLF14] (h) [JTZ15] (i) Dissimilarity scores (j) Structure inference

Figure 15: Experimental results on RecA dataset
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(a) Input (b) Ground truth (c) [FNVV98] (d) [LC08] (e) [BRLF13]

(f) Output rankings (g) [SLF14] (h) [JTZ15] (i) Dissimilarity scores (j) Structure inference

Figure 16: Experimental results on Aerial dataset

(a) Input (b) Ground truth (c) [FNVV98] (d) [LC08] (e) [BRLF13]

(f) Output rankings (g) [SLF14] (h) [JTZ15] (i) Dissimilarity scores (j) Structure inference

Figure 17: Experimental results on Crack dataset
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Table 1: Mean Average Precision (MAP) scores of each dataset for quantitative evaluation.
Boldfaced numbers are used to indicate the best performance in each test.

[FNVV98] [LC08] [BRLF13] [SLF14] Proposed
(dissimilarity scores)

DRIVE 0.61 0.73 0.83 0.68 0.67
RecA 0.55 0.33 0.70 0.64 0.77
Aerial 0.38 0.25 0.88 0.89 0.76
Cracks 0.074 0.14 0.37 0.36 0.25
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Figure 18: Precision-and-recall curve of the curvilinear structure segmentation algorithms for
each dataset. We plot the curve by controlling threshold values for each algorithm: [FNVV98],
[LC08], [BRLF13], [SLF14] and dissimilarity scores of the proposed algorithm.
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Table 2: F1 scores and the average proportion of the pixels being a part of curvilinear structure
(%) are computed. Boldfaced numbers are used to show the best F1 score in each test. Gray
colored cells in this table denote the algorithm using the minimum number of pixels to represent
the curvilinear structure.

[FNVV98] [LC08] [BRLF13] [SLF14] [JTZ15] Proposed
DRIVE 0.33 / 37.09% 0.43 / 19.60% 0.50 / 12.67% 0.55 / 5.41% 0.59 / 0.97% 0.36 / 1.07%
RecA 0.33 / 16.14% 0.21 / 29.82% 0.45 / 9.39% 0.50 / 5.47% 0.57 / 0.35% 0.59 / 0.35%
Aerial 0.32 / 22.19% 0.25 / 29.51% 0.53 / 9.76% 0.55 / 0.83% 0.47 / 0.46% 0.59 / 0.57%
Cracks 0.056 / 28.64% 0.085 / 33.00% 0.23 / 32.13% 0.27 / 17.12% 0.12 / 0.34% 0.38 / 0.17%
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Figure 19: We analyze the relationship between the average proportion of pixels to draw the
curvilinear structure and the corresponding F1 score for each dataset.
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