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Abstract—In this paper, we discuss several Coordinated Multi-
Point (CoMP) schemes proposed for LTE-Advanced systems.
We investigate their benefits in a multi-antenna beamforming
system where multiple cells may share their resources and jointly
coordinate their transmissions to improve the performanceat cell
edge and the overall system capacity. We evaluate the system
performance by combining flow-level analysis with numerical
results from LTE-Advanced network simulator. We show that the
intra-site coordination brings significant gains in beamforming
systems, especially with the joint transmission scheme where the
user throughput and the system capacity are improved.

Index Terms-Coordinated Multi-point transmission, LTE-
Advanced, Flow-level modeling, Queuing theory, Simulations.

I. I NTRODUCTION

LTE-Advanced is the current development trend of mobile
communications, with a performance in terms of peak data
rates expected to reach the values of 1 Gb/s in downlink and
500 Mbit/s in uplink. This is enabled with the introduction of
advanced radio technologies such as enhanced multiple-input
multiple-output transmission techniques. However, inter-cell
interference remains a very limiting factor, especially inthe
context of high resource reuse and complex cellular structures.

Several interference mitigation techniques have been in-
vestigated in order to overcome this problem of inter-cell
interference [1]. A promising candidate that is investigated in
this paper is the Coordinated multi-point (CoMP) transmission
technique [2]. The CoMP feature has been introduced in
release 11 of LTE/LTE-Advanced systems [3] in order to
improve cell-edge throughput and system capacity. It can be
seen as an evolution of multiple-input multiple-output (MIMO)
technique which enables multiple points to share their antennas
and to coordinate with each other in such a way that the
transmission signals from/to other points do not interfereor
can even be converted into a useful signal, especially at the
cell edge where performance may be degraded [4], [5].

The CoMP transmission technique has been the focus of
many studies in 3GPP for LTE-Advanced networks (e.g. [6]
and references therein). In [7], several deployment scenar-
ios and operational challenges were addressed. System-level
performance has been conducted in [8]. Although such finite
buffer simulations provide useful insights into the efficiency
of coordination schemes, they are computationally intensive,
especially when stability issues are addressed. Hence, the

analytical methods are more interesting, especially when con-
sidering dynamic settings with flow arrivals and departures.

In this work, we analyze the flow level performance of
the downlink CoMP transmission technique. We estimate the
potential benefits on average and at cell edge in comparison to
a classical transmission without cell coordination. This paper
is organized as follows. First, we introduce the principle of
CoMP transmissions in section II. In section III, we present
the network layout. We introduce in section IV the blind
beamforming system as a reference; then we provide flow-level
analysis of the coordinated beamforming, basic and enhanced
joint transmission schemes in sections V, VI and VII, respec-
tively. Performance results under a variety of realistic network
settings are provided in section VIII. Finally, conclusions and
further work are drawn in section IX.

II. PRINCIPLE

The main idea of CoMP is as follows: when a user is
in the cell-edge region, it may receive several strong signals
from neighboring cells in addition to that from the serving
cell. Given that, if the transmitted signals are coordinated by
either silencing some or letting simultaneous transmissions, the
downlink performance can be increased significantly. Indeed,
this coordination enables to reduce interference or even to
convert it into a useful signal in order to improve not only
the users’ experience but also the overall downlink system
performance.

Two main techniques are possible for downlink CoMP:
Coordinated beamforming/scheduling and Joint process-
ing/transmission.

• Coordinated beamforming/scheduling (CB/CS) : The
scheduling and beamforming decisions to serve one or
multiple users are taken within a CoMP set (i.e. the cells
involved into the CoMP transmission). However, the data
is only available and transmitted by a single cell (i.e. with
best channel conditions).

• Joint processing/transmission (JP/JT): The idea of joint
processing/transmission is described by the the simulta-
neous transmission of data from multiple cells to a single
user on the same time/frequency resource. This technique
is similar to the multi-flow transmission proposed for
HSPA+ systems [9].



Fig. 1. System model.

These schemes have high potential to improve users’ experi-
ence and the overall system capacity by reducing interference
and increasing the signal strength. However, implementation
issues are still constraining [7] (e.g. due to feedback require-
ments for inter-site CoMP ).

III. N ETWORK LAYOUT

We consider a homogeneous single-layer beamforming sys-
tem. We assume that each BS can provideN spaced beams per
sector (i.e. fixedcodebook) and that each MS associates to its
preferred beamthat provides the best signal (i.e. maximum
received power). An illustration is given in figure 1 with
N = 4 beams andK = 3 sectors.

Note that it is out of our scope to investigate the optimal
beamforming weights as done in several studies for downlink
CoMP (e.g. [10] and references therein).

We propose in the following a flow-level analysis of intra-
site coordination using coordinated beamforming and joint
transmission schemes where there are no concerns about data
availability or signaling overhead and latency between cells,
since all operations are done locally within the same site.

IV. B LIND BEAMFORMING

As a reference, we start by investigating the blind beam-
forming (BB) system in the presence ofN serving beams per
sector.

We consider only elastic traffic. We assume that data
flows arrive according to a Poisson process of intensityλ̂k

in sector k. Each flow stays in the system as long as the
corresponding data have not been successfully transmitted
to the User Equipment (UE). Flow sizes are assumed to be
independent and exponentially distributed with meanσ bits,
although all our results are approximately insensitive to the
flow size distribution beyond the mean.

We consider an arbitrary setC of classes of UEs indexed
by i to reflect the different radio conditions (i.e., locations)in
the considered site andCk the subset relative to sectork with
k ∈ {1, ..,K}. All UEs of the same class have approximately
the same location and thus the same serving BS and the same
data rate when scheduled. We denote byC̃n,k the classes of
users covered by beamn of sectork with n ∈ {1, .., N} in
the presence ofN serving beams. Since class-i flows arrive
at rateλi, the corresponding load is:

ρi =
λiσ

Ri

,

where Ri denotes the transmission rate at class-i with a
beamforming system.

A. Blind scheduling algorithm

We consider a centralized scheduler per radio site. Accord-
ing to a blind beamforming system, the scheduler selects a
user at random in each sector. This latter is served alone and
blocks all other users in the corresponding sector.

Although such Round Robin-based scheduler is simple and
does not take into account the radio channel conditions, it
remains a good approximation of any opportunistic scheduler
like proportional fair (e.g. [11]) when the channel variations
are limited or too fast to be exploited.

B. Flow-level analysis

We denote byBn,k(t) the total number of users in beam
n of sectork at time t and ~B(t) the corresponding vector.
Whenever~B(t) = ~b, the scheduler selects a user in beamn
of sectork a fraction of time of:

φn,k(~b) =
bn,k
|bk|

,

where|bk| denotes the total number of users in sectork.
The arrival rate per beam̃λn,k is expressed by

λ̃n,k =
∑

i∈C̃n,k

λi,

and the harmonic mean transmission rate:

R̃n,k =

∑

i∈C̃n,k
pi

∑

i∈C̃n,k

pi

Ri

,

with
∑

i∈Ck

pi =
∑

i∈Ck

λi/λ̂k = 1.

The queuing system is described by the following transition
rates of the Markov process~B(t) from state~b to state~b′:

q(~b,~b′) =







λ̃n,k for ~b′ = ~b+ ~en,k ,

φn,k(~b)
R̃n,k

σ
for ~b′ = ~b− ~en,k,

(1)

where~en,k denotes the unit vector on componentn, for n ∈
{1, .., N} andk ∈ {1, ..,K}.

The system corresponds to three independent multi-class
processor sharing queues with total loadρ̂k =

∑N

n=1
ρ̃n,k

where

ρ̃n,k =
λ̃n,kσ

R̃n,k

. (2)

Under the stability condition in each sector expressed by
∀k ∈ K, ρ̂k < 1, we deduce the stationary distribution
describing the number of flows in the system:

π(~b) =

K
∏

k=1

(1− ρ̂k)
|bk|!

∏N
n=1

bn,k!

∏

n

ρ̃
bn,k

n,k , (3)

Using Little’s law, we derive the mean durationτi of class-i
flows:

τi =
E(bn,k)

λi

.



With the mean number of class-i flows given by:

E(bn,k) =
ρi

1− ρ̂k
,

we deduce theflow throughput(in bit/s) in beamn of sector
k defined as the radio of the mean flow size (in bits) to the
mean flow duration (in s):

˜γn,k = R̃n,k(1− ρ̂k), (4)

Then the mean throughput in the sectork is given by:

γ̂k = R̂k(1− ρ̂k). (5)

V. COORDINATED BEAMFORMING

When coordinated beamforming is enabled, users are se-
lected under additional constraints in order to avoid high
interference states caused by serving cell-edge users.

A. Fixed coordinated beamforming

A way of ensuring less intra-site interference is by activating
the same beam in each sector. The scheduler selects a user in
beamn of sectork a fraction of time of:

φn,k(~b) =

∑K

k=1
bn,k

|b|
,

where|b| denotes the total number of users in the whole site.
The system corresponds to a set ofN × K coupled

processor-sharing queues with state-dependent service rates.
The queuing system can be described by a Markov process
whose transition rates are given by:

q(~b,~b′) =







λ̃n,k for ~b′ = ~b+ ~en,k ,

φn,k(~b)
R̃′

n,k

σ
for ~b′ = ~b− ~en,k,

(6)

whereR̃′
n,k refers to the transmission rate in beamn of sector

k when coordinated beamforming is performed.
This Markov process is reversible and equivalently, the

queuing system corresponds to a Whittle network. The sta-
tionary distribution of the Markov process~B(t) is given by:

π(~b) = π(~0)

(

b̄
∑K

k=1
b1,k, ...,

∑K

k=1
bN,k

) 3
∏

k=1

N
∏

n=1

ρ̃
bn,k

n,k ,

under the stability condition verified in each sectork:

N
∑

n=1

ρ̃n,k < 1,

whereρ̃n,k denotes the load per beam defined in (2).
For illustration purpose, we restrict the number of beams

to N = 2 per sector and we suppose that all beams have the
same load such that̃ρn = ρ̃, ∀n ∈ {1, .., N}. We deduce
the stationary distribution of the Markov process such that:

π(0) =
(−1 + 2ρ̃)5

(1− 4ρ̃+ 10ρ̃2 − 12ρ̃3 + 6ρ̃4)
.

The flow throughput of users covered by beamn is then
given by:

γ̃n = R̃′
n

(1− 6ρ̃+ 18ρ̃2 − 32ρ̃3 + 30ρ̃4 − 12ρ̃5)

3− 6ρ̃+ 12ρ̃2 − 12ρ̃3 + 6ρ̃4
(7)

B. Flexible coordinated beamforming scheme

A more advanced coordinated beamforming scheme will
avoid high interference states while optimizing the scheduling
opportunities. Indeed, with aflexible scheme, a minimum
separation between active beams is ensured without having
a fixed scheduling scheme. Accordingly, the scheduler selects
a user in beamn of sectork a fraction of time of:

φ1,k(~b) =
b1,k
|b|

+
|b| − |bk| − bN,k−1

|b|
×

b1,k
|bk|

,

φN,k(~b) =
bN,k

|b|
+

|b| − |bk| − bN,k+1

|b|
×

bN,k

|bk|
,

φn,k(~b) =
bn,k
|bk|

, ∀n ∈ {1, .., N} \ {1, N},

The system corresponds to a set ofN × K coupled
processor-sharing queues with state-dependent service rates.
The queuing system can be described by the Markov pro-
cess whose transition rates are given in (6) by replacing
the fractions of timeφn,k by their corresponding values.
This Markov process is no more reversible. Therefore, the
stationary distribution of the number of active flows can not
be derived analytically. The performance of such process
is deduced numerically by resolution of the corresponding
Markov process.

VI. BASIC JOINT TRANSMISSION SCHEME

The basic joint transmission technique enables a user in
the overlapping area between two cells to be jointly and
simultaneously served by both.

We suppose that the site is divided into six zones:
• Non-coordination zones where users are served exclu-

sively by a uniqueBS notedZ1, Z2 andZ3.
• Coordination zones where users are served simultane-

ously by twoBSs notedZ12, Z23 andZ31.
We denote byC̄12 ⊂ C the set of classes in zone12; UEs

of classi ∈ C̄12 are served simultaneously by BS 1 and 2 at
rateR′

i. The setsC̄1 = C1 \ C̄12 andC̄2 = C2 \ C̄12 define zones
1 and 2 of sectors 1 and 2, respectively, where UEs are not
subject to coordination; UEs of classi ∈ C̄j are served by BS
j at rateRi, for j ∈ {1, 2}.

Let ~Z(t) be the vector of the number of flows in each zone.
When ~Z(t) = ~z, the considered scheduler selects UEs in zone
1 a fraction of time:

φ1(~z) =
z1 + z23

|z|
+

z2
|z|

z1 + z3
z1 + z3 + z31

+
z3
|z|

z1 + z2
z1 + z2 + z12

(8)

and UEs in zone 12 a fraction of time:

φ12(~z) =
z12
|z|

+
z3
|z|

z12
z1 + z2 + z12

, (9)



where|z| denotes the total number of users in the whole site.
We obtain (9) for instance by observing that a UE in zone
12 is either selected first by the scheduling algorithm, with
probability z12/|z|, or after the selection of a UE in zone3,
with probability z3/|z|; in the latter case, only UEs in zones
1, 2 or 12 can be selected in the same timeslot. Expression (8)
can be derived in the same way, and the timeslot allocation in
the other zones follow by symmetry.

The system corresponds to a set of six coupled processor-
sharing queues with state-dependent service rates. The analyt-
ical performance in terms of flow throughput can be deduced
from our previous work on multi-flow transmission for HSPA+
systems [12] . We obtain:

∀n, C̃n ⊂ C1, γ̃n ≈ R̃n(1− ρ̄1 − ρ̄31 − ρ̄12)

∀n, C̃n ⊂ C12, (10)

γ̃n ≈ R̃′
n

(1− ρ̄12)

1 +
ρ̄1 + ρ̄31

1− ρ̄1 − ρ̄12 − ρ̄31
+

ρ̄2 + ρ̄23
1− ρ̄2 − ρ̄12 − ρ̄23

,

under the stability condition:

ρ̄1 + ρ̄12 + ρ̄31 < 1,

ρ̄2 + ρ̄12 + ρ̄23 < 1,

ρ̄3 + ρ̄31 + ρ̄23 < 1.

Note thatR̃′
n denotes the transmission rate in beamn when

joint transmission is performed.

VII. E NHANCED JOINT TRANSMISSION SCHEME

Considering an enhanced scheme where coordination is only
performed when resources are available. Indeed, each sector
can transmit data to a cell-edge user located in an adjacent
sector while scheduling its own users. This means that only
beams involved in the JT will be blocked and leaves the
possibility for another user to be scheduled in a given sector.

We consider the same system model and notations ex-
cept that we now differentiate between zone 12, consisting
of classes in the coordination region served by BS 1, and
zone 21, consisting of classes in the coordination region
served by BS 2, and so on for all the coordination zones.
We denote byzj the number of users in zonej for j ∈
{12, 1, 21, 2, 23, 3, 32, 13, 31} and byyk the total number of
users in sectork. ~Z and~Y refer to their corresponding vectors,
respectively.

According to the enhanced JT scheme, the service in each
coordination zone depends on the state of the other zones.
We propose to decouple the system by replacing the state-
dependent service rates in each zone by their mean. Accord-
ingly, the system behaves as three independent multi-class
processor-sharing queues. The queuing system is describedby
the following transition rates of the Markov process~Z(t)

q(~z, ~z′) =















λ̄j for ~z′ = ~z + ~ej , ∀j

φj(~z)
R̄j

σ
for ~z′ = ~z − ~ej , j = {1, 2, 3}

φj(~z)
β̄R̄j

σ
for ~z′ = ~z − ~ej , ∀j \ {1, 2, 3}

with φj(~z) =
zj
yk
, and whereλ̄j and R̄j denote the arrival

rate and the transmission rate per zonej. The termβ̄ refers
the coordination gain obtained by averaging over all possible
states of neighboring sectors, it is expressed in zone 12 by :

β̄12 =
R̄′

12

R̄12

[P (Y2 = 0) + E(
Z23

Y2

|Y2 > 0)] + E(
Z21

Y2

|Y2 > 0)

+
1

2

(

1−
R̄′

12

R̄12

)

E(
Z32

Y3

|Y3 > 0)[P (Y2 = 0, Y3 > 0)

+ E(
Z2

Y2

|Y2 > 0)],

and so on for the other zones. Indeed, a UE in zone 12 benefits
from coordination if both sector2 and sector3 are empty. If
sector 2 is empty and UEs in zones 12 and 32 are scheduled,
we assume that BS 2 selects to coordinate users in zone12 or
in zone32 uniformly at random, hence the factor1

2
. However,

when sector2 is not empty, coordination can be performed
when a UE in zone32 is scheduled or when a UE in zone2
is scheduled and BS 2 selects to coordinate UEs in zone12.

VIII. N UMERICAL RESULTS

We present in this section a numerical analysis where the
developed models take as input realistic rates from an LTE-
advanced system simulation.

TABLE I
SIMULATION PARAMETERS

Parameter Value

Site layout 19 hexagonal tri-sector sites
Inter-site distance 500 m
Cell radius 350 m
System bandwidth 10 MHz
Carrier frequency band 2.6 GHz
Propagation environment urban coverage
Propagation model Hata model
Path loss exponent 3.5
Number of antenna at terminals 1
Number of antennas per sector 4
Antenna configuration and spacing Linear array,λ/2

Antenna gain model G(θ)−min[12( θ

θ3dB

2
, Am)

(3GPP model) θ3dB = 30◦, Am = 20

A. Achievable rates with intra-site coordination

Considering the system parameters summarized in table
I, we calculate the peak transmission rates (i.e. stand-alone
throughput) achievable at different positions of the reference
site on the basis of 100 independent network states using the
Shannon formula given by:

Ri = W log(1 + SINRi),

with W denotes the system bandwidth. The transmission rates
are given in table II and table III under several intra-site
coordination schemes and in two network settings: i) a network
with ideal beams and ii) a network with non-ideal beams where
the direction of each beam is perturbed uniformly at random
of [−25o, 25o] around the original direction.

We first note that the blind beamforming enables to achieve
higher transmission rates compared to a classical system with-
out beamforming since the transmitted energy of such system



TABLE II
PEAK DATA RATES (IN MBIT /S) WITH IDEAL BEAMS

Scenario Average rate Cell edge rate
Without beamforming 3.14 1.29
Blind beamforming 6.24 2.17
Fixed coordinated beamforming 6.27 2.17
Flexible coordinated beamforming 6.28 2.19
Basic joint transmission 6.36 2.19
Enhanced joint transmission 6.25 2.46

TABLE III
PEAK DATA RATES (IN MBIT /S) WITH NON-IDEAL BEAMS

Scenario Average rate Cell edge rate
Without beamforming 2.71 1.05
Blind beamforming 5.67 2.25
Fixed coordinated beamforming 6.16 2.44
Flexible coordinated beamforming 6.22 2.46
Basic joint transmission 6.32 2.44
Enhanced joint transmission 6.25 2.46

is confined into directional beams. We see also that the gains
of intra-site coordination either with coordinated beamforming
or joint transmission are too limited in a network with ideal
beams since the intra-site interference is naturally avoided with
ideal beams. However, in a network with non-ideal beams, we
see that the coordinated beamforming either with a fixed or a
flexible scheme enables to achieve an improvement of10% in
transmission rates compared to the blind beamforming since
the intra-site interference is better controlled. With thebasic
JT scheme, the peak rates are improved by12% on average
and20% at cell edge. The enhanced JT achieves less data rates
compared to the basic JT due to the presence of a second user
that shares the same resource.

B. Performance results

For various traffic intensities, we plot in figure 2 the
performance of several CoMP schemes. Results are obtained
by simulation of106 jumps of their corresponding Markov
process in terms of mean throughput.
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(d) With non-ideal beams
Fig. 2. Mean throughput vs. traffic intensities with fully loaded neighbors.

The first observation we can make is that there are no gains
from intra-site coordination in a network with ideal beams
since the intra-site interference is naturally avoided. However,
with non-ideal beams, we notice that the performance gains of

intra-site coordinated beamforming are limited in comparison
to a blind beamforming system. The flexible coordinated
beamforming enables to better improve the average through-
put, especially at low loads, by avoiding to serve two cell-
edge users. Besides, we see that the basic joint transmission
enables to achieve higher throughput at low loads, but makes
the system instable at high loads. However, the enhanced joint
transmission provides an improvement on average throughput
and in system stability since each sector can coordinate its
neighbors’ transmissions without blocking its own users.

IX. CONCLUSION

Throughout this paper, we investigated several CoMP
schemes by combining flow-level analysis with network simu-
lations. We evaluated the performance in terms of average user
throughput achievable under different traffic intensities. Re-
sults with non-ideal beams showed that intra-site coordination
achieves significant gains over the blind beamforming system,
and particularly the enhanced joint transmission scheme which
improves the throughput as well as the system stability since
each sector can help its neighbors while serving its own
users. This can not the case with ideal beams, since intra-site
interference is naturally avoided.

As future work, we intend to investigate the performance of
CoMP transmission in a multi-user environment with enhanced
physical-layer considerations.
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