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Abstract—In this paper, we assess the performance of inter-
cell coordination in the presence of mobility. This performance
depends primarily on the resource allocation scheme. Indeed,
a scheduling strategy which may seem efficient when users are
static can lead to bad performance when users are mobile. Several
scheduling policies are investigated. Their performance critically
depends on their ability to predict users’ mobility. The results
are based on the analysis of flow-level traffic models.
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I. INTRODUCTION

Inter-cell interference is one of the key challenges faced in
mobile communication systems. It restricts the re-usability of
the radio resource and limits spectral efficiency. Since the days
of GSM, various techniques are used to cope with interference.
Coordinated MultiPoint (CoMP) [1], [2], a main feature on
the LTE-A roadmap, is mentioned as a promising approach to
mitigate its effects through the coordination of multiple cells.

In this paper, we focus on joint processing (JP) schemes,
which can be achieved through two main techniques: joint
transmission (JT) and dynamic point selection (DPS). JT
consists in transmitting data simultaneously from multiple
cells to a single user; DPS consists in dynamically selecting
the best transmitting cell in the coordination cluster and in
muting the other cells. Under both JT and DPS, all cells of
the coordination cluster are involved in the transmission and
thus not available for other users. Thus there is a tradeoff
between the performance of cell-edge users and the ability
of the network to process all traffic.

It is well known that CoMP schemes are only advantageous
for cell-edge users [3]. It has recently been shown that they can
also be detrimental for cell-edge users at high load, due to the
inefficient utilization of radio resources [4]. Their efficiency in
fact depends critically on the scheduling strategy. It is proposed
in [5], [6] to allocate a dedicated frequency band to cell-edge
users in order to perform CoMP operations. In [7], the authors
propose a joint proportional fairness scheduling algorithm that
treats cell-center and cell-edge users equally without any fre-
quency band partitioning. The scheduling algorithm may also
depend on the clustering technique, from static clusters with
centralized scheduling [8] to dynamic clusters with distributed
scheduling [9].

It is common to assume static users in the performance
evaluation of CoMP schemes. We show in this paper that

mobility has a strong impact on the performance of CoMP
schemes. A scheduling strategy which may seem efficient
when users are static can lead to bad performance when users
are mobile. This is a rather surprising result since mobility is
generally thought as improving throughput performance, see
for instance [10], [11], [12], [13], [14], [15], [16]. We study the
impact of mobility on the performance of CoMP under several
scheduling strategies. The results are based on the analysis of
flow-level traffic models.

The rest of the paper is organized as follows. In the
next section, we present the reference model under various
scheduling schemes in the absence of mobility. We then
analyze the impact of mobility and conclude the paper.

II. REFERENCE MODEL

We first present the reference model in the absence of
mobility under various scheduling schemes: a static allocation,
the proportional fair allocation and two prioritization strategies.

A. Cellular network

We consider a cluster composed of K coordinated cells,
where each cell is modeled by two main zones: a non-
coordination zone and a coordination zone, which is part of the
global coordination zone of the cluster. The non-coordination
zones k = 1, ...,K, as illustrated by Figure 1, are those where
users are typically close to the cell center, experience good
radio conditions and thus served only by their own serving
base station. The coordination zone (k = 0) is that where users
are close to the cell edge, suffer from bad radio conditions and
receive signals from the K coordinated cells. This corresponds
to the JT scheme. In fact, the model applies to the DPS scheme
as well since the K coordinated cells are involved in the
transmission in both cases; only the transmission rates achieved
by the coordination depend on the JP scheme, either JT or DPS.

We model each zone k by a set of Nk regions. In each
region, radio conditions are supposed to be homogeneous and
thus users are served at the same physical data rate on the
downlink. We model each region by a queue with a specific
service rate corresponding to the physical data rate in this
region. Consequently, the considered cluster can be viewed
as a set of

∑K
k=0Nk queues with K coupled processors. The

simple case of two coordinated cells and one region in each
zone is illustrated by Figure 1. Figure 2 shows an example of
radio resource sharing between CoMP and non-CoMP users.



Fig. 1. A simple model with two coordinated cells.

Fig. 2. Resource allocation between CoMP and non-CoMP users.

B. Traffic model

We consider elastic traffic only, corresponding to data
transfers. Specifically, we assume that new data flows are
generated in region i of zone k at the random times of a
Poisson process of intensity λik. We denote by λk =

∑
i λik

the total flow arrival rate in zone k and by λ =
∑

k λk the total
flow arrival rate in the coordination cluster. The probability that
a new data flow is generated by a user in zone k is pk = λk/λ
while the probability that a new flow in zone k is generated by
a user in region i is pik = λik/λk. Physically, pk corresponds
to the relative area of zone k compared to the area of the
cluster, while pik represents the relative area of region i of
zone k compared to the area of zone k, assuming uniform
traffic distribution in the cell.

We use a flow-level model where each data flow is viewed
as a fluid of random volume to be transmitted. The volumes
have an exponential distribution with mean σ (in bits). When
region i of zone k is served, flows are completed at rate µik in
the absence of fast fading, corresponding to the physical rate
µikσ (in bit/s).

We denote by Xik(t) the number of active flows in region i
of zone k at time t and by Xk(t) =

∑
iXik(t) the total number

of active flows in zone k. The vector X(t) = (Xik(t))ik
defines a Markov process of dimension

∑
kNk. The load of

region i in zone k is ρik = λik/µik. The total load of zone k
is given by ρk =

∑
i ρik = λk/µk, where µk is the weighted

harmonic mean service rate:

µk =
1∑

i pik/µik
.

The resources of each cell are shared between CoMP users
(in coordination zone k = 0) and non-CoMP users (in non-
coordination zones k = 1, . . . ,K), as illustrated by Figure
2. The actual service rate in zone k is modulated by φk, the
fraction of time spent by the scheduler on users in zone k. This
depends on the system state x and on the scheduling policy.

For work-conserving policies, we have

∀k : xk > 0, φk(x) + φ0(x) = 1. (1)

We focus on how to allocate resources between CoMP and
non-CoMP users’ data flows. In each zone, users are assumed
to share the allocated radio resources equally, independently
of their radio conditions. However, when the network operates
under an opportunistic scheduler which exploits the fast fading,
a rate gain [10] should be taken into account in each region
of each zone. Note that this gain depends on the number of
flows in the considered region.

A necessary condition for the ergodicity of the Markov
process X(t) is ρ < 1 in the absence of mobility, with

ρ = ρ0 + max
k=1,...,K

ρk,

that is ρ < λ/µ with

µ =

(
p0
µ0

+ max
k=1,...,K

pk
µk

)−1
.

The sufficient stability condition depends on the scheduling
policy. We shall see in the following sections that mobility
may increase or decrease the stability region, depending on
the scheduling strategy.

C. Throughput metrics

We measure performance in terms of mean throughputs in
the different zones. In any state x such that xik > 0, each user
in region i of zone k has throughput µikσφk(x)/xk. Now the
distribution seen by users in region i of zone k is the size-
biased distribution [17]:

πik(x) ∝ xikπ(x).

We denote by Eik the corresponding expectation. The mean
throughput of users in region i of zone k is then given by

γik = Eik

(
µikσφk(X)

Xk

)
=
E(µikσφk(X)Xik

Xk
)

E(Xik)
. (2)

By the traffic conservation equation

λik = E

(
µikφk(X)

Xik

Xk

)
, (3)

we deduce
γik =

λikσ

E(Xik)
. (4)

This is the ratio of the traffic intensity in region i of zone k
to the mean number of data flows in this region. Observe that,
by Little’s law, this is also the ratio of mean flow size σ to
mean flow duration in region i of zone k.

By a similar argument, we obtain the mean throughput in
zone k,

γk =
λkσ

E(Xk)
, (5)

and the mean throughput in the cluster,

γ =
λσ

E(
∑

kXk)
. (6)

This is the harmonic mean of the mean throughputs γk
weighted by pk, for k = 0, 1, . . . ,K.



D. Static allocation

A simple strategy consists in allocating a fixed fraction
of resources to CoMP and non-CoMP users’ data flows, as
proposed by 3GPP in [5], [6]: a CoMP frequency sub-band
is introduced to perform CoMP operation, so that all users
selected to be served in CoMP mode use this pre-configured
frequency sub-band. CoMP users’ data flows are allocated
some fixed fraction φ0 of the resources of each coordinated
cell while non-CoMP users’ data flows in cell k are allocated
the fraction φk = 1−φ0 of the considered cell radio resources.

The corresponding Markov process X(t) is reversible, with
stationary distribution

π(x) =

K∏
k=0

(1− ρk/φk)

φxk

k

(
xk

x1 k, . . . , xNkk

)
ρx1 k

1 k . . . ρ
xNkk

Nkk
,

provided ρ0 < φ0 and ρk < 1 − φ0 for all k = 1, . . . ,K.
Observe that this condition may be more restrictive than the
natural stability condition ρ < 1.

From (5), the mean throughput in zone k is

γk = φkµkσ(1− ρk/φk).

Observe that the mean throughput in zone k decreases linearly
from the physical rate φkµkσ to 0 when the load of the cor-
responding zone increases from 0 to φk. Indeed, the stability
condition of zone k is ρk < φk.

E. Proportional fairness

Under proportional fairness [18], resources are shared so
as to maximize

K∑
k=0

xk log φk.

We get
φ0(x) =

x0∑K
k=0 xk

and φk(x) = 1− φ0(x) for all k and all x such that xk > 0.

We generalize the model presented in [4] for K = 2
coordinated cells to any K ≥ 2. The stationary distribution
of the Markov process X(t) is:

π(x) = π(0)

(
x0 + x1 . . .+ xK

x0

)

×
K∏

k=0

(
xk

x1 k, . . . , xNkk

)
ρx1 k

1 k . . . ρ
xNkk

Nkk
,

under the stability condition ρ < 1, with

π(0) =
(1− ρ0 − ρ1)(1− ρ0 − ρ2) . . . (1− ρ0 − ρK)

(1− ρ0)K−1
.

By (5)–(6), we deduce the mean throughput in the non-
coordination zone k,

γk = µkσ(1− ρ0 − ρk),

and the mean throughput in the coordination zone,

γ0 = µ0σ

(
K∑

k=1

1

1− ρ0 − ρk
− K − 1

1− ρ0

)−1
.

F. Priority to non-CoMP users

Under this policy, non-CoMP users in each cell are sched-
uled first and are allocated all the radio resources whenever
active; CoMP users wait untill resources in all coordinated
cells become available. The stability condition is:

ρ0 <

K∏
k=1

(1− ρk), (7)

which is more restrictive than the natural stability condition
ρ < 1. This is due to the fact that some cells may be idle
when serving non-CoMP users.

The mean throughput in non-coordination zone k is

γk = µkσ(1− ρk).

There is no explicit expression for the mean throughput in the
coordination zone.

G. Priority to CoMP users

Under this policy, CoMP users are scheduled first and are
allocated all radio resources whenever active. Non-CoMP users
are served only when there are no active CoMP users. The
stability condition is the natural condition ρ < 1. Since CoMP
users are not affected by non-CoMP users, we have

E(X0) =
ρ0

1− ρ0
.

By (5), the mean throughput in the coordination zone is:

γ0 = µ0σ(1− ρ0).

Applying known results of queuing theory [19], the mean
number of flows in non-coordination zone k is

E(Xk) =
ρk

1− ρ0

(
1 +

ρk + ρ0µk/µ0

1− ρk − ρ0

)
We deduce the mean throughput in non-coordination zone k,

γk = µkσ
(1− ρk − ρ0)(1− ρ0)

(1− ρk − ρ0) + ρk + ρ0µk/µ0
.

Observe that the mean throughput of CoMP users is
positive whenever ρ0 < 1 while the mean throughput of non-
CoMP users in zone k is positive whenever ρ0 + ρk < 1.

H. Numerical results

Figure 3 compares the throughput performance of the four
policies for K = 2 coordinated cells. We assume that there
is only one region in each zone with p0 = p1 = p2 = 1/3,
µ1 = 2, µ2 = 3/2 and σ = 1. This is the case of δP = 12dB:
the threshold for the difference in the received power between
the cooperating cells, and a 50% coordination gain. We take
φ0 = 1/2 for the static allocation (SA). Observe that pro-
portional fairness (PF) outperforms the three other strategies.
The priority to CoMP (Pri-C) strategy largely outperforms the
priority to non-CoMP (Pri-NC) strategy at high load. In terms
of stability, the Pri-NC strategy is the worst. This is due to
the fact that prioritizing Non-CoMP users adversely affects the
stability condition of CoMP users. The SA policy benefits from
low complexity at the expense of degraded performance. The
maximum load is approximately equal to 0.77 under the Pri-
NC scheme and to 0.88 under the SA scheme, in accordance
with the presented results.



0 0.5 1 1.5 2 2.5 3
0

0.5

1

1.5

2

Load ρ

T
hr

ou
gh

pu
t

SA
PF
Pri-C
Pri-NC

(a) Mean throughput of non-CoMP users
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Fig. 3. Throughput performance for two coordinated cells without mobility.

III. IMPACT OF MOBILITY

In this section, we add mobility to the previous model. We
use the same mobility model as in [10]. Users move from a
non-coordination zone of a cell to a non-coordination zone of
another cell through the coordination zone, as shown in Figure
4 for two coordinated cells.

A. Mobility model

1) Inter-zone mobility: We assume that each user in region
Nk of non-coordination zone k moves to region N0 of the
coordination zone and vice versa after exponential durations,
at respective rates νk,0 and ν0,k. In state x, the total mobility
rate from non-coordination zone k to the coordination zone 0
and from coordination zone 0 to non-coordination zone k are

Fig. 4. A simple model with two coordinated cells and mobility.

equal to xNkk νk,0 and xN00 ν0,k, respectively.

2) Intra-zone mobility: We assume that in each zone k,
each user in region i moves to region i − 1 (for i > 1) and
to region i + 1 (for i < Nk) after exponential durations, at
respective rates ν(k)i,i+1 and ν(k)i,i−1. In state x, the total mobility
rate from region i to region i + 1 and from region i + 1 to
region i (for i < Nk) in zone k are xik ν

(k)
i,i+1 and xi+1 k ν

(k)
i+1,i,

respectively. The probability that a user is in region i of zone
k (for k > 0) then satisfies

qik ∝
ν0,k
νk,0

Nk−1∏
j=i

ν
(k)
j+1,j

ν
(k)
j,j+1

,

while the probability that a user is in region i of zone k = 0
satisfies

qi 0 ∝
N0−1∏
j=i

ν
(0)
j+1,j

ν
(0)
j,j+1

.

Note that
K∑

k=0

Nk∑
i=1

qik = 1.

The probability that a user is in zone k is then given by:

qk =

Nk∑
i=1

qik.

It is worth noting that, for mobile users, the traffic con-
servation equation (3) no longer applies: the traffic arriving in
region i of zone k is not equal in general to the traffic served
in region i of zone k. Thus the mean throughput in region i
of zone k is given by (2) but not by (4). Similarly, the mean
throughput in zone k is given by

γk =
E
(∑

i µikσφk(X)Xik

Xk

)
E(Xk)

, (8)

but not by (5). Now the overall traffic conservation equation
in the cluster still applies so that the mean throughput in the
cluster is still given by (6). It is still the arithmetic mean of
the mean throughputs γk weighted by the probability p′k that
an active user is in zone k, given by

p′k =
E(Xk)∑K
j=0E(Xj)

for all k = 0, 1, . . . ,K.



B. Stability condition

The stability condition follows from the limiting regime of
infinite mobility where ν(k)i,i+1, ν

(k)
i+1,i →∞ for all i < Nk and

k ≥ 0, and νk,0, ν0,k →∞ for all k > 0 [12]. In this regime,
the mean service rate in zone k becomes

µ̄k =
∑
i

qikµik/qk.

The overall mean service rate is

µ̄ = (1− φ0)

K∑
k=1

µ̄k + φ0µ̄0

under the SA scheme,

µ̄ = (1− q0)

K∑
k=1

µ̄k + q0µ̄0

under the PF scheme,

µ̄ =

K∑
k=1

µ̄k

under the Pri-NC scheme, and

µ̄ = µ̄0

under the Pri-C scheme. The stability condition under the four
schemes is

ρ < µ̄/µ.

Note that in the absence of inter-zone mobility, the stability
condition is:

ρ <

(
p0
µ0

+ max
k=1,...,K

pk
µk

)
min

k=0,...,K

φkµ̄k

pk

under the SA scheme,

ρ <

(
p0
µ0

+ max
k=1,...,K

pk
µk

)(
p0
µ̄0

+ max
k=1,...,K

pk
µ̄k

)−1
under the PF and Pri-C schemes, and

µ0

µ̄0
ρ0 <

K∏
k=1

(
1− µk

µ̄k
ρk

)
,

under the Pri-NC scheme, with

µ̄k =
∑
i

qikµik,

and

qik ∝
Nk−1∏
j=i

ν
(k)
j+1,j

ν
(k)
j,j+1

.

C. Throughput in light traffic

The performance in light traffic (that is, when ρ→ 0) is the
same for all policies except the static allocation: a user when
alone in the system is always allocated all radio resources.
For instance, we consider that there is only one region in each
zone. The probability that a user in non-coordination zone k
moves to the coordination zone before leaving the system is

αk,0 =
νk,0

µk + νk,0
.

Similarly, the probability that a user in the coordination zone
moves to non-coordination zone k before leaving the system
is

α0,k =
ν0,k

µ0 + ν0
,

where

ν0 =

K∑
j=1

ν0,j .

The mean duration of a flow initiated in a non-coordination
zone is

Tk =
1

νk,0 + µk

+
αk,0

1−
∑K

j=1 α0,jαj,0

 1

ν0 + µ0
+

K∑
j=1

α0,j

νj,0 + µj

 ,
while the mean duration of a flow initiated in the coordination
zone is given by:

T0 =
1

1−
∑K

j=1 α0,jαj,0

 1

ν0 + µ0
+

K∑
j=1

α0,j

νj,0 + µj

 .
We deduce the mean duration of a flow initiated in the cluster,

T =

K∑
k=0

pkTk,

and the average throughput in light traffic γ = σ/T.
Under the SA policy, we get the mean throughput similarly by
replacing µk by φkµk (∀k ≤ K).

D. Numerical results

Consider the same scenario of two coordinated cells as
in the previous section, with ν01 = ν10 = ν02 = ν20 = 1.
The results are obtained by the numerical evaluation of the
stationary distribution of the Markov process X(t) and shown
in Figure 5.

We observe that inter-zone mobility improves the mean
throughput in the cluster for all strategies except for the Pri-C
strategy. Under this strategy, mobility leads to a throughput
degradation both for non-CoMP users and for CoMP users.
This is due to the fact that non-CoMP users may then suffer
from bad radio conditions (served with CoMP mode) leading
to extra waste of resources. Based on this observation, the
following conclusion may be drawn: it is not worth losing a
resource to serve a CoMP user if that user is moving to the
center and could benefit from better channel conditions. The
strategy of prioritizing non-CoMP users proves to be the best
strategy when users move. This can be explained by the fact



that prioritizing Non-CoMP users gives the chance to cell-
edge users to move and to be served in better radio conditions
where coordination is not required. However, according to
the numerical and analytical results the PF strategy remains
a good compromise in a network where the users’ mobility
cannot be predicted. In accordance with the presented results,
the maximum loads are approximately equal to 1.07, 1.23,
1.55 and 0.6 under the SA, PF, Pri-NC and Pri-C strategies,
respectively. This shows that in terms of stability Pri-NC is
the best strategy while Pri-C is the worst.
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Fig. 5. Throughput performance for two coordinated cells with mobility
(solid line) and without mobility (dashed line).

IV. CONCLUSION

This paper studies the impact of mobility on the perfor-
mance of cell coordination, showing the critical impact of

the scheduling strategy. By prioritizing CoMP users, mobility
surprisingly incurs a throughput degradation. The proportional
fairness strategy is a good compromise when the mobility of
users is not known a priori. However, when mobility can be
predicted accurately, it is better to prioritize non-CoMP users.
Following this conclusion, we plan to consider more advanced
scheduling strategies in the future. We shall also consider other
CoMP techniques such as coordinated beamforming [20].
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