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SPECTRAL ANALYSIS OF A MODEL FOR QUANTUM FRICTION

STEPHAN DE BIEVRE, JEREMY FAUPIN, AND BAPTISTE SCHUBNEL

ABSTRACT. An otherwise free classical particle moving through an extended spatially homo-
geneous medium with which it may exchange energy and momentum will undergo a frictional
drag force in the direction opposite to its velocity with a magnitude which is typically pro-
portional to a power of its speed. We study here the quantum equivalent of a classical
Hamiltonian model for this friction phenomenon that was proposed in [11]. More precisely,
we study the spectral properties of the quantum Hamiltonian and compare the quantum and
classical situations. Under suitable conditions on the infrared behaviour of the model, we
prove that the Hamiltonian at fixed total momentum has no ground state except when the
total momentum vanishes, and that its spectrum is otherwise absolutely continuous.

1. INTRODUCTION

Many classical systems (e.g. a ball in a (viscous) fluid, a classical charged particle emit-
ting Cerenkov radiation, or an electron interacting with its own radiation field) experience a
phenomenon of energy dissipation due to a drag force exerted on the system as a result of its
interaction with its environment. A typical example is the phenomenon of linear friction, in
which the center of mass g(t) € R? of the system obeys the effective dynamical equation

mq(t) = —y4(t) = VV(q(t)), (1.1)

where V' € C'(R?) is an exterior potential, m is the mass of the system, and v > 0 is
a phenomenological friction coefficient that finds its origin in the interaction between the
system and its environment. In a confining potential with a unique global minimum, the
particle will come to rest at this minimum. If the potential is linear, V(q) = —F - ¢, the
particle reaches a limiting velocity which is proportional to the applied field, a phenomenon
directly related to Ohm’s law. If the exterior potential vanishes identically, the center of mass
of such a system will come to rest exponentially fast with rate v/m at some point in space.
Note that in these situations, the energy lost by the particle is transferred to the environment,
but the phenomenological equation above does not describe this energy transfer since it does
not deal with the dynamical variables of the medium. Similar phenomena occur when the

friction force is of the form —~|q(t) k% for some k > 1. The situation is very different with

radiation damping. In that case, the drag force vanishes unless the particle accelerates [34]
and in absence of an external potential V the particle will reach a non-vanishing asymptotic
velocity.

It is of interest to understand under what circumstances the interaction with an environ-
ment will lead to a (linear) friction force, as opposed to, notably, radiation dissipation. For
a classical particle moving through a liquid or a gas, aspects of this question are addressed
n [12]. In [11], a classical polaron-type Hamiltonian model was introduced to describe linear
friction. In this model a particle is coupled to local vibrational modes of an environment
modeled by independent real fields 9 (y, z,t) at each point of space 2 € R? (here y € R? is a
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2 S. DE BIEVRE, J. FAUPIN, AND B. SCHUBNEL

coordinate used to label the degrees of freedom of the vibration fields). We shall occasionally
refer to these vibration fields as “membranes”.

FIGURE 1. The particle moves through vibrating membranes (real scalar fields) and
looses its energy in these independent membranes. This energy cannot be recovered
by the particle if the phase velocity ¢ of the vibrating waves is sufficiently large.

The equations of motion of the particle-field system are given by
Oy, x,t) — APy, a,t) = —pi(z)oa(y), (1.2)
mi(t) = =VV(q(t)) — /RM dydzpi(z — q(t))o2(y)(Vat))(y, 2, 1), (1.3)

where p; and o9 are “form factors” that describe the interaction between the particle and the
fields, with = € R%, y € R3. Precise conditions on p; and o9 will be given below. The constant
c is the phase velocity of the field waves. Note that the Laplacian in equation (1.2) only acts
on the y variables, implying that the vibration fields ¢ (y, z,t) for two different values of x
are not coupled. This is a crucial feature of the model, distinguishing it from models such as
the classical Nelson model or the Maxwell-Lorentz system that describe radiation damping
rather than friction [31, 32, 33, 34]. We will come back to this point below.

Introducing an appropriate phase space of initial conditions (see Section 2 below), it was
shown in [11] that the system (1.2)-(1.3) is a well-posed Hamiltonian dynamical system. In
addition, the asymptotic behavior of the solutions is studied for various potentials V. It is
in particular proven that, when V' = 0, the case we will address in this paper, and provided
the propagation speed c is large enough, ¢(t) — 0 and q(t) — ¢oo € R? as the time ¢ tends
to infinity. In other words, the particle comes to rest asymptotically and the fields acquire a
limiting configuration consisting of a Coulomb-type static field surrounding the particle and
a radiation field carrying of all the momentum of the system. This is in sharp contrast to the
situation in the classical Nelson model or the Maxwell-Lorentz system, where, when V' = 0,
the particle acquires a non-vanishing limiting velocity that depends on the initial condition
of the system, and in which it carries along a soliton-type field configuration [31, 32, 33, 34].

The purpose of our work (present and future) is to analyze the quantum version of the
above model with V' = 0, which is obtained by replacing the classical fields by quantized
fields, and the classical particle by a quantum particle. We expect that, asymptotically in
time, the quantum particle-field system will now converge to a “ground state” in which the
expectation value of the particle momentum vanishes, plus a radiation field carrying the total
momentum of the system. While a full proof of such a result is well beyond the present work,
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the spectral results obtained in this paper can be seen as a first step towards a proof of such
a statement, as we explain in Section 3.

The paper is organised as follows. In Section 2 we give some further information on the
dynamical properties of the classical model (1.2)-(1.3). In Section 3 we present the quantum
model we study as well as our main results, summarized in Theorem 3.1, and discuss their
interpretation. The rest of our paper is devoted to the proof of Theorem 3.1.

Acknowledgments. S.D.B. acknowledges the support of the Labex CEMPI (ANR-11-
LABX-0007-01). The research of J.F. is supported in part by ANR grant ANR-12-JS01-
0008-01. The research of B.S. is supported by “Region Lorraine”. The authors thank the
GDR Dynqua for its support.

2. THE CLASSICAL MODEL

To better understand the relevance of the quantum mechanical results obtained in this
paper, it is helpful to relate them to the properties of the classical system (1.2)-(1.3) which
has Hamiltonian

2

H(g,¢,p,m) = 2% +Vi(g)+ ;/ dydz(c*|Vy o (y, z)|* + |7 (y, z)[?)

R3+d
+/ dydzpi(z — q)o2(y)Y(y, z). (2.1)
R3+d
In Fourier variables, this same Hamiltonian reads

2

P 1 A N

Hibqmp) = 4+ V@ + 5 [ (@R OP + [k, &)
m 2 R3+d
+ [ dkdec€aan (€l )0, 6). (2.2)
R3+d

In what follows, we will put V = 0, ¢ = 1. We consider furthermore p; € C§°(R?) and o9 of
the form

Ga(k) = K" 2 pa(k). - 2(0) #0, (2:3)
with g € R and py € L2(R3). It was shown in [11] that, provided

(1+ ‘;)&2 € LA(R% dk), pu> —1,

the system (1.2)-(1.3) is well-posed in the sense of Hadamard. Namely, if we introduce
p = ¢, ™ = 1, and the finite energy space & = E x R? x L2(R3t?%) x RY, where E =
(C3°(R3+4), ||V, - |]2) is the completion of C(R3+?) under the norm ||V, - ||2, and where the
norm of any Y = (¢, q,7,p) € € is given by ||V = |[V¥|l2 + |g| + |72 + |p|, then for any
Yy € &, the system (1.2)—(1.3) has a unique solution Y () € Co(R, E). Moreover, the solutions
depend continuously on the initial data Y, and the Hamiltonian H in (2.1) is a constant of
the motion.

It is clear from the expression of the interaction Hamiltonian in (2.2) that the exponent u
in (2.3) controls the strength of the coupling of the particle to the low frequency modes of
the vibration fields. The larger u, the weaker the coupling to these modes. Note that the
extra term % in the exponent,which simply shifts the p axis, is notationally convenient in the

quantum model. Clearly, i = —2 corresponds to a critical value. Indeed, if pu = —%, 09 has a
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non-vanishing “charge” [ps o2(y) dy. If p > —%, this total charge vanishes, and the coupling

to the low frequency modes of the field is cut off by the factor \k|“+%. If p < —%, this total
charge is infinite and the coupling to the low frequency modes is enhanced.

We are now in a position to discuss the effect of u on the dynamics of the system. For that
purpose, it is instructive to first consider the situation where the particle moves through the
medium at constant velocity and to explicitly compute the drag force exerted by the medium
on the particle in that situation, following [11, 9]. We write f(v) = — fr(]v\)ﬂ—' for this drag

force, with
400
3 . .
fr(lvl) = (27T)2|v|/0 dw [62]*(Jv|w) K(w),
where
~ . 2 N R
K@) =vor [ an|deiwn)]| . K0)=0, Kw) <o,
Ra-1
is a smooth function of rapid decrease. Now suppose that, for some o € R,
- 2
w—0 we
Then
R i [T e o
’lllll}%] |’U|1+a = (2m)2Cq 0 dw w* K(w) = —7a < 0.

For the integral to converge (around w = 0) we need a > —1, which is also a necessary and
sufficient condition to guarantee for the drag force to vanish for v = 0. In the case where &9
is given by (2.3), we find that

a=2u+1, a+l=2(u+1).

So in that case
Fr(lv]) ~ —alve D).

Note that pu = —% corresponds to linear friction, and hence Ohmic behaviour of the system.
For higher p, the drag force is weaker at small speeds, for lower p it is stronger, a reflection
of the stronger coupling to low frequency modes. Provided the drag force is not too small,
we expect the particle to slow down and come to a complete stop as t — +o00. This intuition
comes from the study of the solutions to ¥(t) = —v(t)*, v(0) = vy > 0 for ¢ > 0, and with
k=2(p+1). If —3 < p, one easily checks the solutions satisfy v(t) — 0, as t = 4oc0. In
addition, if —% <pu<0,q(t) - go € R. And if 0 < p, g(t) — +o0: in these cases the
particle’s velocity tends so slowly to zero that it does not come to a stop at a finite distance
from its starting point. In [11], it was proven for the full model described by (1.2)—(1.3) that,
provided p = —% and some additional technical conditions are satisfied, the drag force will
slow the particle down until it stops: in other words ¢(t) — 0,¢(t) = g¢eo. It is clear that
the low velocity behaviour of the drag force is essential here and it would be of interest to
investigate if the result continues to hold for other values of u.

To put the spectral results on the quantum model obtained in this paper in perspective, it
is of interest to study the “momentum shells” of the classical model. The total momentum
of the system is

P (Y)=p— / dzdy w(z,y) Ve (z,y).

RdA+3
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The translational invariance of the model guarantees it is a constant of the motion. Let us
write ¥ p for the surface Pyt (Y) = P. It is proven in [9] that, for all P € R, and provided
-1 < p,
Ylenzfp H(Y)=Ey, where Ey= r}pelgH(Y) = uin H(Y). (2.4)
Here , ,
2 llon| |62 (%)
Ey=—g 5 /dek e < 0.

In other words, the global minimum of the Hamiltonian is reached on the zero momentum
shell. Moreover, the energy infimum is the same on all momentum shells, but not reached
on any other one. This phenomenon is directly linked to the fact that the dispersion relation
w(k) = |k| of the vibration fields does not depend on &. In other words, to the fact that the
membranes at different x are not coupled. It implies that one can create vibrational states
that carry arbitrary momentum, but very little energy.

The energy minimizers of the model are explicitly given by Y = (g,1,,0,0) € £ (=1 < p)
where 1), is the static field surrounding the particle at rest at position g:

Q&q(kvf) = —exp(i€ - q)ﬁl(’ig?;)(“f’).

These minimizers serve a asymptotic attractors of the dynamics. Note that they do not only
all have vanishing total momentum, but also vanishing particle and field momentum. They
are furthermore unique up to translational invariance.

A formal quantization of the above model can be readily performed using the usual second
quantization approach. First, one introduces the normal field variables

1 ) .
all€) = = (VelR(h,€) + ——f(k,6)).
o’ (k) = alk, )

and one easily verifies that

i

V/Ikle

2 1
2pTTL + 2 /RSer dkdc|k|a” (K, §)a(k, £)

- ¢12’ /R Akde ||~ 5 59, (1€))aa([k)a(k, €) + hec.,

H(a’ q’ a*7p) =

where we have used that 7 (k, &) = 7(—=¢&, —k), ¥(k,&) = ¥ (=&, —k) because the fields are real-
valued. The normal field variables satisfy the poisson bracket equations {«a(k, &), a*(k', &)} =
—id(k — ENo(¢ — &), {af(k,€),a*(K',€)} = 0, where the poisson bracket comes from the
symplectic form

A7 (07 = [ AT )7 (k. €) — 7R, 0/ (k)
To formally quantize H, one then just makes the substitutions

¢—=Q, p—=>-iVy  alk) —akg), o (k&) —a (k)

where a(k,§) et a*(k,£) are annihilation and creation “operators” on the symmetric Fock
space over L?(R3*?). To make this into a rigorous procedure, one chooses in the usual
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manner a new phase space for the field (different from the finite energy space E x L2(R%+3)
used above), given by D(w'/?) x D(w~/?), on which

0 —w!
=%

defines a dynamics-invariant complex structure and on which the map (¢, 7) — « is unitary
[14]. The quantum Hilbert space of the quantized vibration field, on which the quantum
Hamiltonian is defined as a self-adjoint operator, is then the Fock space over this space. We
note for later reference that the minima 1), defined above belong to this space iff p > —1/2.

Remark 2.1. (i) We have taken three dimensional membranes, but one could also consider
membranes in R"™. Forn > 3, there are fewer low frequency modes in the membranes, which is
similar to taking n = 3 and increasing p. Conversely, taking n < 3, one increases the number
of low frequency modes in the membranes, which corresponds to lowering . The treatment
of the spectral problems in this paper could be readily adapted to these situations.

(ii) We mention that the above friction phenomenon is related to Cerenkov radiation, which
occurs when a particle moves through a wave field at a speed higher than the propagation speed
of the waves. Such a particle is expected to loose energy through radiation and slow down to
the wave propagation speed. In the model considered here, the fact that the vibrational fields
are not coupled for different x means that the propagation speed in the x-direction vanishes
identically. Hence the particle always moves faster than the waves in this model, even when
going very slowly. Furthermore, if one couples the different membranes by adding a term
—?|0u(x,y)|? in the Hamiltonian, where ¢ could be different from c, one can notice that
the above drag force vanishes identically as long as the particle moves slower than the wave
propagation speed ¢ in the x-direction. We finally note that the slowing down of classical
particles due to a Cerenkov radiation type phenomenon has been investigated also in a model
for a heavy tracer particle moving through a Bose-Einstein condensate in [22].

3. THE QUANTUM MODEL

3.1. The total Hamiltonian. The Hilbert space associated with the physical system we
consider is given by

H = H, @ Hy,
where H,, := L2(R%, dgq) is the Hilbert space for the particle, and

[e.e] oo
He = T,(LA(R*)) = C o P @ L*(R*) ~ C o @ LIRETD,
=1 =1
is the symmetric Fock space over L2(R3+%). Here ®, denotes the symmetrized tensor product
and L2 denotes the subspace of L? composed of totally symmetric functions. It will often be
convenient to identify H with L2(R?, Hy).
We work in units such that the Planck constant & and the velocity of light ¢ are equal to
1. In H, we consider the Hamiltonian

H = H,®1Wy, +1y, ® Hf + H;, with H, :=—A, and (3.1)
Hi im dU(b) = [ wk)a(hEak, dkds,  wlk) =K, (3.2)

where H, is the kinetic Hamiltonian for the particle (whose mass is set equal to 1/2), with ¢
the position variable of the particle, and H; is the free Hamiltonian for the field. We work in
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the momentum representation, with & € R? the momentum variable of the field bosons and
¢ € R? the variable dual to z € R,
The interaction term in the quantum Hamiltonian is of the form

Hy = g®(hg) = g(a”(hg) + alhg)) = 9/ (hq(k,€)a” (k&) + hq(k, §)a(k, €))dkds,

R3+d

in analogy with the classical expression above. Here g € R is a coupling constant and
hg € L2(R3**4) is a coupling function given by

hq(&, k) == e8|k |# by (€) po(K). (3.3)

In what follows, we suppose p; € S(R?), where S(R?) denotes the Schwartz space of rapidly
decreasing functions on R, In addition, py € S(R3). Moreover we suppose that p; and po
are radial,

pi(x) = pi(lz]),  p2(y) = p2(lyl)-
We will always assume that pu > —1; depending on the result, more restrictive constraints on
w will be imposed.

Using standard estimates on creation and annihilation operators (see Lemma A.1) together
with the Kato-Rellich theorem, it is easy to verify that for any g € R, H defines a self-adjoint
operator with domain

D(H) = D(Hp X ]].7.[f —+ ]]-Hp X Hf).
In the sequel, to simplify notations, we will drop the tensor products with identities, writing
for instance H, = H, ® 13, and Hy = 1y, ® H;.

Note that the Hamiltonian (3.1)—(3.2) was studied in [10], when a confining potential V'
is added to the particle Hamiltonian. It is proven in [10] that the Hamiltonian then has a
ground state if u > —%. The confinement of the particle provides a form of compactness
that is exploited in the proof. In this paper, we put V = 0, and very different techniques are
needed to establish the results we obtain. Let us also point out that, using the argument in
Appendix B, it can be shown readily that in the model of [10] there is no ground state when
—1l<pu< —%.

3.2. Translation invariance and fiber decomposition. We define the total momentum
operator acting on ‘H by
Py = =iV, +dI'(§).
The physical system is translation invariant in the sense that H commutes with each compo-
nent of P,
[H, Piotj] =0, j=1,...,d.
This implies that H admits a direct integral decomposition,
® ® ®
H= H(P)dP = / HedP, H = H(P)dP, (3.4)
Rd Rd Rd
where for all P € R,
H(P) := (P —dr(€))* + dL'([k|) + g®(ho).

More precisely, defining the operator U : H — fﬂg?i He¢d P by

(U)(P) i= Fyyp (O 0 () = (27) 2 / e P=ATE) 9y (g)dg,
Rd
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where F,_,p denotes the usual Fourier transform in ‘H = L2(R?; Hy), one verifies that U is

unitary and that
®
UHU* = (P)dP.
R4

The relative bounds of Lemma A.1 together with the Kato-Rellich theorem show that for any
g € R, H(P) is a semi-bounded self-adjoint operator with domain D(H(P)) = D(dI'(£¢)? +
dI'(w(k))). Moreover any core for dI'(¢)? + dT'(w(k)) is a core for H(P).

Our aim is to analyse the spectrum of H(P) for any P € RY.

3.3. The uncoupled Hamiltonian at a fixed total momentum. Our analysis will be
perturbative. Without coupling, the spectrum of the Hamiltonian at a fixed total momentum
P € R? is explicit. Let

Ho(P) := (P — dI'(¢))> +dr'(|k|), P eR%
It is not difficult to verify that
7 (Ho(P)) = 0ess(Ho(P)) = ac(Ho(P)) = [0,00),  opp(Ho(P)) = {P?},  owe(Ho(P)) =0,

for any P € R% The eigenvalue P? is simple, associated to the Fock vaccuum Q € H;. In
particular we observe that the infinimum of the spectrum of Hy(P), equal to 0, is independent
of P, and that H(P) has a ground state if and only if P = 0.

3.4. Main results—Discussion. Our main results are summarized in Theorem 3.1. We
recall that we assume throughout that p; € S(R?) and that oy is of the form (2.3), with
€ R and py € S(R?), p2(0) # 0.

Theorem 3.1. The spectra of the family of Hamiltonians H(P) satisfy the following proper-
ties:

(i) Suppose that —1 < p. For all g € R, there exists E, < 0 such that, for all P € R,
o(H(P)) = oess(H(P)) = [Ey, 00), (3.5)

In particular, E; = inf o (H(P)) does not depend on P.
(ii) Suppose that —1/2 < p. There exists g. = g.(p) > 0 such that, for all 0 < |g| < g,

H(0) admits a unique ground state. (3.6)

In other words, Ey is a simple eigenvalue of H(0).
(iii) Suppose that 1/2 < p. There exists g. = g.(p) > 0 such that, for all 0 < |g| < g,

opp(H(0)) ={Eg},  0ac(H(0)) = [Eg,00),  0s(H(0)) = 0. (3.7)

Suppose in addition that p1 and pa never vanish and let vy, vo be such that 0 < v < 1vs.
Then there exists g = g.(p,v1,v2) > 0 such that, for all 0 < |g| < g and P € R?,
|P| € (v1,12),

opp(H(P)) =0,  0ac(H(P)) = [Eg,00), 0s(H(P)) = 0. (3.8)

In particular, for |P| € (vi,vs), the unperturbed eigenvalue P? disappears as the
coupling is turned on.
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o(H(P)) o(H(P))

g=0 1P| ’ g#0 |P]

FIGURE 2. Spectrum of H(P) if p > 1/2 and g = 0 (left) or g # 0 (right). The
grey shaded region represents the absolutely continuous part of the spectrum. If
g = 0, the infimum of the spectrum is equal to 0 for all P and it is an eigenvalue
if and only if P = 0; for all P # 0, P? is an eigenvalue of H(P) embedded in the
continuous spectrum. If g # 0, the infimum of the spectrum, E,, is negative for all
P, and independent of P. It is an eigenvalue if P = 0; for P # 0 (more precisely
|P| € (v1,12)), the spectrum is purely absolutely continuous.

We make the following remarks on the statement of Theorem 3.1. Part (i) of the theorem
is the quantum analog of statement (2.4) about the classical model; both hold for all —1 < p.
Note that it is valid for all ¢ € R. Part (ii) of the theorem, which only holds for larger n,
namely —% < W, is completed with the following result.

Proposition 3.2. Suppose that —1 < p < —1/2 and that p1(0) # 0. For all P € R? and

g € R\{0},
H(P) does not have a ground state. (3.9)

This should be compared to the observation made at the end of Section 2: the classical ground
states 1), belong to the phase space D(w'?) x D(w=1/2) iff > —%. This is therefore precisely
the same regime under which the quantum ground state exists in Fock space.

Note that we need to impose a smallness condition on the coupling constant to prove (ii).
This is due to the method that we employ, which is based on a suitable version of the spectral
renormalization group (see Section 3.5 below for more details).

Part (iii) of the theorem finally gives much more detailed information on the spectrum
of H(P). For technical reasons, we need % < p here. Under that condition, H(0) has no
other point spectrum than its ground state energy, and has otherwise absolutely continuous
spectrum. In addition, H(P) has no eigenvalues at all when P # 0, not even at the bottom of
its spectrum. Again, this is analogous to the classical situation, where the Hamiltonian does
not reach a minimum on the momentum shells ¥p when P # 0. The condition % < we
impose here, which is quite strong, comes from the need to control two commutators of H (P)
with the conjugate operator of the Mourre theory used in the proof. Exploiting interpolation
arguments, it might be possible to relax this infrared condition to —% < u at the cost of some
technical complications. The proof of (3.8), more specifically the absence of eigenvalues for
H(P), P # 0, is based on second order perturbation theory in the coupling constant g, and in
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particular on Fermi’s Golden Rule. As will appear in our proof, the second order term given
by Fermi’s Golden Rule vanishes if | P| — 0 or |P| — oco. This is the reason for the restriction
|P| € (v1,12) with 0 < v; < 1 in (3.8).

The above spectral properties of the Hamiltonian H (P) give an indication of the dynamical
behavior of the system at total momentum P. Indeed, if the interaction between the field
and the particle is turned off, the total energy of the system can be made arbitrary small
but positive by choosing a state in which the particle has arbitrary small momentum and
hence kinetic energy, whereas the field carries all the momentum P of the combined system,
while having arbitrary low energy. The state in which — on the contrary — the particle
carries all momentum and the field is in its ground state (the vacuum) corresponds to an
embedded eigenvalue of Hyp(P), but not at all to a state of minimal energy. If now the
interaction is turned on, one expects that — in analogy with the corresponding classical model
— starting from any initial state with total momentum P, the particle will slow down as
time goes to infinity, while transferring all its momentum to the field. This is indicated by
the fact that the spectrum of H(P) is purely absolutely continuous and in particular has no
embedded eigenvalue close to P2, the unperturbed eigenvalue. A complete understanding of
the asymptotic behaviour of the system at fixed total momentum would require developing a
full scattering theory for the system, a task well beyond the present paper. Some dynamical
information can nevertheless be obtained from our work here.

Indeed, the spectral statements (3.7) and (3.8) are consequences of a limiting absorption
principle that will be proven in Section 6. As another consequence of the latter, one can
prove local decay properties, precisely stated in (6.1) and (6.2) below. Loosely speaking, such
statements mean that, for initial states suitably localized in energy and total momentum,
some energy is carried away in the y-direction by the field.

Let us point out that the situation for this model is very different from what happens in
the Nelson model where the minimal energy state of the uncoupled system at fixed total and
not too large momentum P is an eigenstate of the system in which the particle carries all the
momentum, while the field is in its vacuum state and carries no momentum. In that case,
when the perturbation is turned on, the eigenstate survives and continues to represent a state
in which the particle moves ballistically with a non-zero momentum. It is then expected that
all initial states converge asymptotically to this state together with a radiation field [20, 23].
Nevertheless, Cerenkov radiation phenomena do occur in the Nelson model (as well as in the
Pauli-Fierz model of non-relativistic QED) in the energy-momentum region where the particle
propagates faster than the speed of light. In that region, the existence of Cerenkov radiation
is expected to manifest itself through similar spectral properties as the ones we obtained here.
Proving them remains however an open problem (but see [17] for preliminary results in this
direction).

3.5. Strategy of the proof. The proofs of (i), (ii) and (iii) in Theorem 3.1 are independent.
They rely on different mathematical tools.

To prove (i), we adapt localization techniques introduced by Dereziriski and Gérard in the
framework of scattering theory for quantum field theory models [15]. Roughly speaking, we
exploit the fact that to any state ¢ of the coupled particle-field system with total momentum
P, sufficiently localized in z-space, we can add one-quantum with wave function f localized
near infinity in z-space and with a momentum close to £ = —P and an energy close to 0.
Estimating various localization errors, we will then show that the state a*(f)y (which can be
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defined in a proper sense) has an energy arbitrary close to the energy of ¢ and a momentum
arbitrary close to 0. From this one can deduce that inf o(H (P)) = inf o(H (0)).

To prove (ii) (existence of a ground state for H(0)), we use a modified version of the
original spectral renormalization group method of [5, 6] that has been introduced recently in
[7]. It is based on an iterative application of the so-called smooth Feshbach-Schur map (see
Section 5.1 for mode details) that allows one to construct an isospectral sequence of effective
Hamiltonians acting on a Hilbert space with fewer and fewer degrees of freedom. At each step
of the iterative procedure, a Neumann series decomposition combined with Wick ordering is
performed, in order to rewrite the corresponding effective Hamiltonians as convergent series
of (generalized) Wick monomials. In this respect, it is important to be able to control suitable
norms of the derivatives of the Wick monomial kernels. To that end, we have developed in
this paper a further substantial modification of the method of [7] since we need to control not
only the first derivatives, but also the second derivatives of the Wick monomial kernels with
respect to the variable associated with the total momentum operator dI'(§). This is made
possible thanks to the rotation invariance of the original Hamiltonian H (0) and the fact that
the Feshbach-Schur map preserves rotation invariance. We mention that rotation invariance in
combination with the spectral renormalization group approach is also an important ingredient
in the work of Hasler and Herbst [29]. Yet both the purpose of [29] and the way rotation
invariance is used there are very different from the situation studied here.

We note that simpler methods for proving the existence of a ground state in various quan-
tum field theory models exist. The method of [24] and [28] uses a compactness criterion
that is not satisfied in the present model. Another method, due to Pizzo [36], has proven to
be efficient in several different contexts but, again, it does not seem to be applicable in our
setting, at least in any straightforward way.

The proof of (iii) is based on the conjugate operator theory of Mourre [35]. More precisely,
we use an extension of the Mourre theory developed in [25, 26] that allows for a non self-
adjoint conjugate operator and a commutator between the Hamiltonian and the conjugate
operator that is not controllable by the Hamiltonian itself. We obtain absence of singular
continuous spectrum in this manner and in addition, use the techniques of [19] to show that
the unperturbed eigenvalue of H(P) at P? is unstable because Fermi’s Golden Rule holds.

To prove Proposition 3.2 we adapt a simple argument due to Dereziniski and Gérard [16]
(see Appendix B).

4. PROOF OF (i): LOCALIZATION OF THE SPECTRUM OF H(P)

In this section we prove (3.5). We use a partition of unity in Fock space as introduced in [15].
Here we define it as follows. Let jo € C3°(R;[0,1]), jo =1 on [0, 1], and jo € C*(R;[0,1]) be
defined by the relation jg + j2 = 1. Let x = iVe. We define the (bounded) operators jo and
joo in L2(R3+4 dkd€) by ju = ju(|z|/R), where # stands for 0 or co. Here R > 1 is a (large)
parameter. The operators ju should be thought of as operating in the one-boson sector of
the quantized field: they approximately localize the field excitations into the corresponding
regions. We will need their second quantized versions, that we now construct. For that
purpose, we introduce

J =130 @ joo : LAR3, dkde) — L2(R3*?, dkdé) @ L2(R319, dkdf),
which is easily seen to be an isometry. This induces an operator

L(j) : He = To(L2(R¥T, dkd)) — Ts(L* (R, dkd€) & L (R, dkd¢)),
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where we recall that for any operator b from a Hilbert space h; to another Hilbert space bho,
the second quantization of b, I'(b) : T's(h1) — I's(h2), is defined by

T(H)Q =9, T(b)|gy =b®--@b 1> 1

The operator
U : T (L*(R3 dkde) @ L2(R3T, dkd€)) — Hy @ Hi,

defined by UQ = Q@ Q and Udf(f @ g)U* = a*(f) @ 1 + 1 ® af(g) (where af stands for a or
a*) is unitary. Composing with I'(j), we arrive at the the following definition

f(J) =UT(j) : Ht — He @ Hs.

It is not difficult to verify that I'(j) is an isometry.
Using standard properties of the operators I'(j) we obtain the decomposition stated in the
following lemma. The proof is deferred to Appendix A.

Lemma 4.1. Let > —1, g € R, P € R?. Then
H(P) = (I(§)*(—dl(§) ®1 +1® (P—dr(¢)r(G)’
+ () (Ar([k) @ T+ 1@ dU([k))TG) + 906" (2(oho) © L+ 1 & @(josho)) T (J)-
Now we proceed to the proof of (3.5).
Theorem 4.2. Let 1 > —1 and g € R. There exists B, < 0 such that
o(H(P)) = [Eg, ),
for all P € R.

Proof. Let E4(P) := inf o(H(P)). We prove that E,(P) = E,4(0) for all P € R%. Let ¢ > 0,
and let p. € D(H(0)) C Hy, ||pe]| = 1 be such that

[(H(0) = Eg(0))e|| < e (4.1)
Let C:=D(€2) N D(|z|) N D(|z|7') c L2(R3*9, dkd¢). Since one can verify that
Fan(C) := {(go(o)7 oM .Y eT4(C), ™ =0 for all but finitely many n}

is a core for Hy(0), and hence also for H(0), we can assume without loss of generality that
@e in (4.1) is such that ¢. € T'gy(C). The latter insures that . € D(dT(€)?) N D(dL(|x])) N
D(dT(|z|~1)) N D(N), which we will need in the proof. Here N is the number operator on
Fock space.

Let jo € C3°(R;[0,1]) be such that supp(jo) C [0,1] and jo = 1 on [0,1/2]. As above the
notation jo stands for the bounded operator jo(|z|/R). We claim that

|(H(©) ~ By(@)TGoliel| < <+ SI@RE? + N +dr(af ™) + D, (42

where C' is a positive constant. To prove (4.2), we commute I'(jo) through H (0), using
Appendix A. Since I'(jo) is a contraction, it follows from (4.1) and Lemma A.3 that

((0) = B, 0)T Gy | < &+ [[(H(0). TGl
< e SEPE + N + dD(] ™) + D]

Now let &:p € L%(R% d¢) be an approximation of the delta function §(¢ — P) given by
O¢=p = Foe(¢'T "R ¥x(|2|/R)) where x € C3°(R), [[x]|L2 = 1 and supp(x)Nsupp(jo) = 0.
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We define similarly O o 1= = R3n(R|k|) € L2(R3,dk), with supp(n) C [0,1] and ||n|2 = 1.
Letting P —— (55 POp 0)§2, one verifies using the previous definitions that

(P = dT(€)3w|| S BY, [|AT(w(k))dmoll < B (4.3)

In other words, d, is a one-boson state of the field, which, viewed as an element of H(P) = H;
has very small particle kinetic energy, as well as field energy, provided R is large. In addition,
it lives in an annular region far from the origin in z-space. By construction, since all the
excitations in the state F(jo)gps are localized in the region where jo = 1 and since those in the
state 0o are localized in the region where joo = 1, we have that (I'(jo)g:) ® 6 € Ran(I(j)).
Therefore, applying Lemma 4.1, we deduce that

Ey(P)|ITGo)eelI* < (T(G)* (T Go) =) & doo), H(P)T ()*(( (Jo) =) @ dsc))
= (TG (TGo)pe) ® o), (G (- dT(€) @1 + 1@ (P —dI(£)))T(j))
rG)* ((T(Jo Pe) @ doo))

+((C(0)¢=) ® dso, (AT([K]) ® T+ L @ dT(|K])) (P([o)pe) @ dec))

+ 9((T(o)e) ® doo, (P(ioho) @ 1+ 1 ® D(josho)) (T (o)ps) ® boc)),

2

(4.4)

where we used that I'(j)I'(j)* is the projection onto the closure of Ran(I'(j)). Likewise, since
all the excitations in the state dT'(¢)T'(jo)we remain localized in the region where jo = 1 and
since those in dI'(¢§ )500 remain localized in the region where jo, = 1, we have as before that
(=€) @1 +1® (P —dl(€)))(T(o)e:) ® doo € Ran(T'(j)). Therefore the first term in the
right-hand side of the previous equality reduces to

(TG ((CGo)ps) © dso), (PG)*(—dT(€) ® T +1® (P —dT(€)))TG)) TG (TGo)e:) © dso))
= ((C(o)pe) @ dos, (— dT(€) @1 +1® (P —dT(€)))*((CGo)pe) © bo0)).

Introducing this into (4.4) and reorganizing terms, we arrive at
Ey(P)|TGo)e:l* < (T(Go)pe, H(O)T (o)) — 2(T(Jo) e, AT (E)T (Jo)pe) - (Foos (P — dL'(€))doc)
+ITGo)e Il (P — AT (€))dooI* + 1T (o) = |* (oo, AT (K1) dsc)
+ 9(TGo)ee @ ((Go — Dho)TGo)ee) + 9| TG0}z | (oo, @ Gooh0)dsc). (4.5)

The first term on the right-hand side of the previous equation is controlled as follows: From
(4.2) and the fact that I'(jo) is a contraction, we obtain

(T Go)pe, HOTGo)p:) < Ey(0)ITGo)eel® + ¢ + &

7 I(dT(€)? + N +dT(Jz| ™) + 1)ge |-

Moreover, since . € D(dI'(|z|)), we can write

I8~ TGo))ell < 1T (R~ o)l < 1T (lel)el,

and hence, since E4(0) < 0 (because (§2, Hy(0)Q2) = 0 with € the Fock vacuum), we deduce
that

(T (Go)ws, H(O)T (Go) <)

< E,(0)(1 - %Ildl“(lw\)%\l) tet o (II(dF( )2+ N +dl(Jz]7h) + D)ee])) -
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To estimate the second term in the right-hand side of (4.5), we use again Lemma A.3, which
shows that

[(TGo) e, AT (E5)T (o)) | < 1AT(E7) e | + 1AL (&), T (o)l ol
C
< 10 ) el + N + D)gell,
for j =1,...,d. Together with (4.3), this gives

(D Go)e, ATET Go)ipe)Fecs (P — A(E)Fnc)| < 5 (3 140 )ell + 1N + Dl
J

The third and fourth term in the right-hand side of (4.5) are directly estimated by (4.3).
More precisely,

I Go) e 1%/ (P — dT (€)oo I < % and [T (jo)¢e|* (9o, AT ([K)dsc) < R™. (4.6)

Finally, since supp(jo — 1) C [1,00) and supp(jeo) C [l,00), the expression (3.3) of the
coupling function hy shows that

) Ch, . Cr
[Go —Wholliz < —.5  llischolliz < — -

T o " e N. (4.7)
Together with Lemma A.1 and the fact that N commutes with T'(jo), this yields
5 . 3 c 1
[(CGo)¢=, ((Go — 1)ho)T(Go)pe) | < L II(V2 + L] (4.8)
and
v 2| ,% . N C
HF(JO)QOEH ‘(6003(1>(Jooh0)5oo>‘ < E (4'9)

Putting together (4.5)—(4.9), we obtain
C C
Ey(P)(1 = ZlldT(j2])ee)* < Bg(0)(1 = 2T (|2)¢:[))* +
C
+ (L (D) + N+ d0 (™) + D)ee])).

R

Letting R — oo, next ¢ — 0, we conclude that E,(P) < E,4(0). The proof that E,(0) < Ey(P)
is analogous.

Denoting Ej := F,(0) = E,(P), for any P € R%, we have proven that o(H(P)) C [Ey, o).
In order to show that [E,, 00) C gess(H (P)), it suffices to construct a Weyl sequence associated
to A, for any A € [Ey, 00). The construction being standard (see e.g. [15]), the details are left
to the reader. O

5. PROOF OF ii): EXISTENCE OF A GROUND STATE FOR P =0
5.1. Preliminaries. We now look at the particular case where P = 0. Then
H(0) = dT(&)? + dT(|k|) + g®(ho). (5.1)

We prove that H(0) has a ground state if |g| is small enough and if the coupling is infrared
regular. To do so, we use a variant of the spectral renormalisation group method as developed
in [7]. The central result of this section is:
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Theorem 5.1. Let > —1/2. There is g. > 0 such that for all |g| < g., H(0) has a ground
state.

The main ingredient of our proof is the smooth Feshbach-Schur map. If z belongs to a
well-chosen open complex set, the Feshbach-Schur map maps H(0) — z to a new operator,
F(H(0) — 2,dT(€)? + dI'(|k|) — 2), which acts on a subspace of Hs with less degrees of
freedom. By restricting further the possible values of z at each step, it is possible to iterate
this transformation infinitely many times (see Section 5.3). The eigenvectors with eigenvalue
zero, if any, of the limiting operator are then easy to study. They can be used to reconstruct
the original eigenvectors of the operator H(0). Even if this technique is conceptually simple,
it necessitates a long exposition if one carries out all details. We will concentrate here on
presenting the key steps, emphasizing the new ingredients needed in order to adapt the general
construction to the model under study (see Section 3.5). We will present some additional
details in Appendix C (or refer to the literature if they can be inferred directly from existing
works).

The Feshbach-Schur map is constructed from the so-called “Feshbach-Schur” pairs.

Definition 5.2. Let x be a positive operator on a complex, separable Hilbert space H, with
0 < x < 1. Assume that x and X := /1 — x2 are both non-zero. Let H and T be two closed
operators on H with domains D(H) = D(T). Assume that x and X commute with T'. Let
W = H — T and define Hy, := T + xWx, Hy := T +XWX. The pair (H,T) is called a
Feshbach-Schur pair associated with x if

(i) Hy,T : D(T) N Ran(X) — Ran(x) are bijections with bounded inverses,

(ii) H§1XWX extends to a bounded operator on H.

If (H,T) is a Feshbach-Schur pair associated with x, the smooth Feshbach-Schur map is defined
by
Fy(T) : H— Fy(H,T) :=T + xWx — xWxHg 'XWx. (5.2)

The following result is taken from [4, 27].

Theorem 5.3. Let 0 < x < 1, and let (H,T') be a Feshbach-Schur pair associated with x. Let
V be a closed subspace of H such that Ran(x) C V. Suppose in addition that T : D(T)NV — V
and XT~'X(V) C V. Let Qy(H,T) := x — YH§1YWX~ Then the following holds true:

(i) H:D(H) — H is a bijection with bounded inverse iff F\,(H,T) :D(T)NV =V isa
bijection with bounded inverse.
(11) H is injective iff F\(H,T) is injective. More precisely,

Hyp=0,¢% €D(T), v # 0= F\(H,T)xy) =0, xyp # 0,
F(H,T)p=0,p € DT)NV,p# 0= HQ(H,T)p =0, Qy(H,T)p # 0.

Theorem 5.3 describes what is often presented as the “isospectral” property of the Feshbach-
Schur map. Note that the spectra of H and of Fy(H,T') are however not identical. We remark
that if T : D(T)NRan(Y) — Ran(y) is a bijection with bounded inverse and if | T~ !xW¥| < 1,
[XWT=1x|| < 1 and ||T-*XWx| < oo, then (H,T) is a Feshbach-Schur pair associated with
X (see [27]). We will use this criterion below (see the proof of Lemma 5.5).

We now concentrate on operators H,T' and y acting on Hy. Note that the Feshbach-Schur
map preserves unitary invariance in the sense of the following Lemma.
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Lemma 5.4. Let u : L2(R3*9) — L2(R3*Y) be a unitary operator and let U = T'(u) be the
lifting of u to H¢. Let (H,T) be a Feshbach-Schur pair of operators in Hg associated to x.
We assume that U*xU = x, U*TU =T, and U*HU = H. Then

U*F(H, TU = F\(H,T).

The proof Lemma 5.4 is straightforward. We will use it in the following manner. If H,T
and x are invariant under rotations in &-space, then F\(H,T) is invariant under rotations

in ¢-space as well. Indeed, if R : R? — R? is a rotation, one can consider the unitary map
ug : L2(R3F4) — L2(R3+9) defined by

(uRf)(kv 5) = f(k) Ré)? \V/(k’, é) € R3+d)

for all f € L?(R3*?). Clearly H(0) and hg in (5.1) (see also (3.3)) are invariant under
rotations in £-space in the sense that ugrho = ho and Ug H (0)U; = H(0), where Ur :=TI'(ur).
Therefore, if we use operators y that share this property, the sequence of operators obtained
by iterative applications of the Feshbach-Schur map will all be invariant under rotations in
&-space. This property is essential in Section 5.3 since it will permit us to control the leading
part of the operators H (")(z) that we obtain by the iterative application of the Feshbach-
Schur map. Remark that the rotation invariance in &-space is not satisfied when P # 0 since
in that case the original fiber Hamiltonian is not rotationally invariant. This explains why
the proof below breaks down when P # 0.

We now specify the operators x that are used in our analysis. Let x : R — [0,1] be a
smooth function such that x(z) =1 if x < 3/4, and x(x) = 0 if z > 1. We introduce

Xp = x(dL([k])/p),

for a suitably chosen parameter 0 < p < 1. We will first prove that (H(0) — z,dI['(£)? +
dI'(|k|) — z) is a Feshbach-Schur pair associated with x, if |g| is small enough and if z lies
in a small open ball centered at the origin. Then we explain how to recast the operator
Fy,(H(0)—z,dI'(£)*+dI(|k]) — z) into a Wick ordered form using Wick ordering. To shorten
notations, we set

Hy,(2) = dU()* +dT(k]) — 2 + X, HIX,- (5.3)

5.2. First decimation step. We introduce

M
B, = {(k,&) e R¥* | [k < p}, BM = {((k1,&), -, (kar,éar)) € RETOM | X "k | < p},
i=1
M,N) .__ p(M N
BMN) .= BIM) x BV,
We begin with proving that (H(0) — z,dI'(€)? + dI'(Jk|) — 2) is a Feshbach-Schur pair
associated to x.

Lemma 5.5. There exist Co > 0 (only depending on the coupling function hg) and g. > 0
such that, for all |g| < ge, p satisfying Cog®> < p < 1 and z € D(0,p/4), the pair (H(0) —
z,dl(€)% + dT(|k|) — 2) is a Feshbach-Schur pair associated with X .

Proof. Tt is easy to prove that [d['(&)% +dI'(|k|) — Z]|Ran(yp) is invertible with bounded inverse
using spectral calculus. Indeed,

P+ —2|>r—p/d>p/2,
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if 7 > 3p/4, and hence ||[d['(£)? + dT'(|k|) — Z]\}tlan(y )|| < 2/p. The bounded invertibility of
P

[H(0) = 2]|Ran(x,) is clear using the Neumann series expansion of its inverse. Indeed,

IH(©0) = =) ) | < 271 D (Cgp72)"

n=0
for some constant C' > 0 independent of g and p, where we have used the bounds (see Lemma
A1)

(@ (K]) + p)AT(E)? + dT(|K]) — 2t )l = O(1),

1(AT([k]) + p) =2 @ (o) (AT ([K) + p) 2] = O(p~2), (5.4)

and where we have inserted the operators (dI'(|k|) 4+ p)~/2 on the right and on the left of

the interaction ®(hp) in the Neumann series expansion; see e.g. [7] for more details. That

[H(0) — Z]\;{lan(y )qu)(ho)xp extends to a bounded operator is immediate, using (5.4) once
P

more. O

To verify that the Feshbach-Schur map can be applied again to F,(H(0) — z,d['(£)* +
dI'(|k|) — z) (see (5.2)) after restricting the possible values of z, it is useful to Wick order

HO)(2) : = By, (H(0) — 2,d0(€)* + dT([k]) — 2) 50

= (dF(|k\) +dr(€)* - Z) Lar(k)y<p + XpH1Xp — XpHIYp[HYp(Z)]rRlan(yp)YpHIXp
acting on
HO = Lar(ip<p(Hr)-
More precisely the resolvent [Hy, (2)]7! is expanded into a Neumann series, then the obtained
expression is Wick ordered using the pull-through formula

a(ky, &) f(AT(k]), dU(E)) = f(AU(IK]) + [k, AT(E) + &1)a(k, &), (5-5)

which holds for any measurable function f : R* — C. Lemma 5.7 below shows that H©)(z)
can indeed be rewritten as a convergent series of (generalized) “Wick monomials” on # ()
(see equation (5.9)).

To that end, we first need to recall the precise definition of the Wick monomials (see [7]
for more details). They are operators on H(®) (or on HU), see below) denoted by Wiy n(h),
that are defined in the sense of quadratic forms, for all M + N > 1, by

Wy (h) = ﬂdr(|k)<p/ a*(k1,61) - a* (km, &n)

RG+IM yR(B+IN

h(dF(|/€|), dF(g)v (khgl)a T (kMagM)7 (lglaél)a N (]%N;éN))

M N
a(ky, &) - alkn, &) [ [ dkad&s T ] dk;dés0arm <. (5.6)

i=1 j=1
The functions h : R x R? x RGFIM 5 RBTIN _, C in (5.6), M + N > 1 that will appear
below, are bounded measurable, symmetric in the M variables in RG+DM and the N variables
in RGTIN - An easy calculation shows that the operator norm of a Wick monomial can be

controlled by the norm of its kernel i, meaning that
M4+N

IWarn(B)|| < [7]lpM NG (4) 557 (5.7)
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if ||h||x < oo, where ||h|, is defined by

(.4, (k0D (1, ™) |
sup €ess sup

2l = |
7 (T‘,Z)E[Ovp]XRdK(IM’N)EB,()M’N) ‘kl‘N...|kM’M’k1’“...’kM‘M

L2(RAM+N))’ (5.8)

with the shorthands
(k, &)™) = ((ky, €1), ey (s €8)), (K, E) N o= (e, ©)D (k, €)M).

We observe that the norm introduced in (5.8) differs from the one considered in [3] or [7],
mainly because we have to control the kernels in the ¢ variable using an L?-norm, whereas
it is convenient to use an L°°-norm in the k variable. Nevertheless the proof of (5.7) is a
straightforward modification of [3, Theorem 3.1] (see also [7, Lemma 3.1]). Hence we do not
give the details.

Note that the Wick monomials depend on the parameter p. To state the next lemma, we
will furthermore need the following class of functions:

Definition 5.6. A function f : [0, p] x R¢ — C is said to be of class CV%(p) if

e f is continuous on [0, p] x RY,
e f(-,1) is C' on [0,p] for alll € RY,
e f(r,-) is C% on R? for all r € [0, p].

Lemma 5.7. There exists a positive constant Cg such that the following holds. Let v > 0.
There exists g. > 0 such that, for all |g| < g., p such that Cog?> < p <1 and z € D(0,p/4),

HOG) = Y widy(z) +E0(), (5.9)
M+N>0

where the series converges uniformly on D(0,p/4), ]S[)’)N(Z) = WM7N(w§\2)’N(z, ) and
EO0(2) := (Q, HO (2)Q).

The kernels
and the function £©) : D(0, p/4) — C satisfy the following properties:

e For all z € ‘D(O7p/4)} w((]?())(z, y ) S CI’Q(p), and UJ(()(B(Z,0,0) =0.
e Forall M +N >1, z€ D(0,p/4) and for a.e. (K,Z)MN) ¢ BE)M’N),

Wiy (2, (K, 2N € 12 (p).

e Forall M+ N >1 and z € D(0,p/4),

_1

w57 (2)[| < yp! 2N, (5.10)
1

105w (2l < ™21, (5.11)
_1

101, i (2], < yp~ 2V, (5.12)
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where 0y stands for 0, or 0,,, and

2+ £O(2)] <p, (5.13)
10,060 (2) = oo + I 1971, w80(2) = 2044 lloc < 7. (5.14)
a7q’
Furthermore, the map z — H©(z) — dF(§)|2H(O) € L(HO) is analytic on D(0,p/4).

The proof of Lemma 5.7 follows closely the lines of [7, Lemma 3.4] and is therefore omitted.
The main new results are the estimates on the second derivatives with respect to [y, Iy
appearing in (5.12). These estimates may look surprising at a first glance because when we

(0)

differentiate w;, (%) (with respect to [ or to r) we have in particular to differentiate the “free
resolvents” (r + 1% — z)7'y,(r) appearing in the Neumann series expansion. This produces
an extra resolvent and hence we obtain an estimate which is worse by a power of p. This
explains the difference between (5.10) and (5.11). With such a naive estimate we would thus
obtain an exponent pflfé(MJrN) in the right-hand side of (5.12), which would be too singular
for our purpose. In order to prove (5.12), the key property is the rotation invariance in the
&-variable, as we explain in Appendix C.2.

Note that the Wick monomials W]Eg?N (z) are bounded operators for M + N > 1 as follows

from (5.7) and (5.10), but that Wé%) (2) is unbounded because of the term dI'(£)? in H(0).

More precisely, one can verify that Wo(,oo) (z) is of the form

W9 (2) = xp(dT(€)% + AT ([K])) x, + Wi (2),

where Wo(,%)(z) = @D(()(B(z, dI'(|k|),dI'(€)) and the function 711(()?8 satisfies the estimates.

~(0 ~(0 ~(0
l60(2) oo < 700 10505 0(2) oo < 70 1074 B0 (2)lloo < 70

Therefore Wéf)())(z), and hence H()(z), are closed, unbounded operators on #(?), with domains

D(AT(€)?) NHO®). This is a particular feature of the current model: the cutoff in |k| < p does
not control £. It is the source of some technical difficulties, as we will see below, but is also

at the origin of the physical features of the model. The fact that z — H©)(z) — dF(§)|2H(O) is

analytic on D(0, p/4) is proven in Appendix C.3.

In the estimates (5.10)—(5.14) the parameter v can be chosen arbitrarily small. Naturally,
the smaller ~ is chosen, the smaller we have to fix the critical value g.. In the sequel we
choose to fix v = 1/8 to simplify the exposition.

We can establish that z — £(9)(2) has a unique zero in D(0, p/4) using Rouché’s Theorem.
We refer to [7, Lemma 3.5] for the proof.

Lemma 5.8. There exists g. > 0 such that, for all |g| < ge, p such that Cog? < p < 1 (where
Cy is the constant of Lemma 5.7) and z € D(0,p/4), the map z — £ (z) € C has a unique
zero 2(0) € D(0, p/4). Moreover, for any 0 < 1 < 1/8, we have that D(29), pn/4) C D(0, p/4),
and

Q@< A +mp/a, 2O <p/8,
for all z € D(z), pn/4).
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Lemma 5.8 is an important ingredient in the iterative construction below. It shows that the
modulus of £%)(2) can be controlled on a smaller disk included in D(0, p/4). This estimate
is used to prove that the Feshbach-Schur map can be applied once more to H (0)(2) upon
restricting z to D(2(9), p;/4), giving rise to a new operator H")(z) acting on

HWY = Lap(rpy<pn (M),

where p; = p*/2t#7¢ and ¢ € (0,1/2+ p). To simplify matters, we choose € = 1/4+ /2. The
modulus of £ (z) can be itself controlled on a small disk included in D(2(9), p; /4). Applying a
similar argumentation at each iterative step, one can construct a sequence H () (z) of operator-
valued functions defined on shrinking complex open sets DU and shrinking subspaces HU)
H¢ (Lemma 5.9). An important property of this iterative construction is that the norm |- ||,
of the kernels wg\j} N> M+ N > 1, stays finite (but grows) at each iteration step. On the other
hand, thanks to (5.7), the norm of the Wick monomials W]E/][)N goes quickly to zero as we
iterate the process. ’
We clarify this construction in the next subsection.

5.3. Iterative construction.

5.3.1. Statement of the main lemma. We introduce
pj=pte’ DW= DU pi/a), HO = Dap <, (He),

where (z(j))j:_1,07_,, is a sequence of complex numbers which is defined recursively below
as the zeros of the applications £U). The first two values of this sequence, (-1 = 0, and
20 have been already introduced above. Note that p; decays super exponentially fast to 0
(because p > —1/2), but the decay speed of p; has been chosen to simplify notations. More

generally, one can choose any decay of the type p®/2+#=¢) with ¢ € (0,1/2 + p) (see [7] for
more details). We also set

HOVGE) :=HO) -~z and Wi (2) + €0V(2) == dD(|k]) + dT(€)? - =.

We construct operator-valued functions DU) 5 z — HU)(2) iteratively, where the operators
HU)(z) are closed with domain D(dI'(£)2) NHY).

Lemma 5.9. Suppose that u > —1/2. There exist g > 0, p. > 0, Co > 0 and C > 1
such that, for all |g| < g. and p such that Cog? < p < pe, the following is satisfied: For all
Jj € NU{0}, there is a sequence of kernels wg&)’N : DU x [0, pj] x R? x Bﬁ(,éw’N) — C, a function
EW . DU — C, and an operator-valued function DY) 5 z H(j)(z) defined recursively by
. - 4 . , ,
HO(2) = By, (HID(2), Wi () + 00 () 0 = Y Wiily(2) +€9(2), (5.15)
M+N>0

where the series converges uniformly on DY), Wﬁ)N(z) = WM7N[w§\fI{N(z, )] and

ED(2) = (Q, HD (2)Q).

For all z € DY), the operator HY)(2) is closed with domain HY) N'D(AT(€)?), and HY)(z) —

df(ﬁ)fﬁm extends to a bounded operator on HY). The kernels wgi[)w satisfy the following

properties.
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(a) For all z € DY, w(()j())(z, ) € CY2(p;) and w(])(z,0,0) =0.

(b) Forall M+N > 1, z € DY and a.e. (K,Z)M:N) ¢ B,(;?/[’N), w%)yN(z, e (K, E)MN)Y ¢
C12(p;). Moreover, wg\Z[)N( 2z, -, - (K, 2) MY 45 symmetric in (KM €M) and (K, €N)),

(¢c) For all M + N > 1 and z € DU),

Hw(” (=)l < QI AT, (5.16)
|8 (2)| < QTN R, (5.17)
M+N
||all,w£N<z>||M_CJ<M+N>pj< ), (5.18)

where 0y stands for O, or 9,,. Moreover, for all z € D)

1
|Or woo _1HO<>+ZHall/w00 _25quoo_1~ (5.19)
a#q

d) The maps EY) : DY) — C and z — HY(2) —dT(€)2, ., € LKD) are analytic on DY),
|H )
and for all z € D(zU=1 p;/6),

0.9 (2) + 1] < i. (5.20)

(e) The map z — EY(z) € C has a unique zero 290 € DU). One has that DUTY =
D(29), piy1/4) € DY), and for all z € DUTY),

£0)(2)] < Lj;l, (5.21)
20— L0-D < 22 (5.22)

8
5.3.2. Qutline of the proof of Lemma 5.9. We outline the proof which closely follows [7,
Section 4], and stress those passages that need to be altered for the model under study. The
main differences with [7] are that the operators H)(z) are not bounded (but this can be
compensated by the fact that H (j)( )— dI‘(ﬁ)le is bounded) and more importantly that we
need to control the second derivatives of the kernels with respect to [y, [, as stated in (5.18).
This can be done thanks to the rotation invariance in the £-variable as we explain below.

It is clear from Lemmas 5.7 and 5.8 that the properties (a)-(e) are satisfied for j = 0. The
rest of the proof is done by induction and is divided into three steps: knowing that properties
(a)-(e) are satisfied at all steps k < j, for 7 > 0, we first show that the Feshbach-Schur
map can be applied to HU)(z) for all z € DU, This defines the operator-valued function
2+ HUTD(2) after restriction to HU+Y). In the second step, we explain how to normal order
HUY (%) and we prove the upper bounds (5.16)-(5.19) at step j + 1. In the third step, we
prove properties (d) and (e).

Step 1. We begin with the applicability of the Feshbach-Schur map. Let z € DUFY | The
main new idea we need here is to use the invariance under rotations in £-space to control the
absolute value of w((]{())(z, 7, 1) + £Y)(2), and therefore, to show that the restriction of Wé?o)(z)

to Ran(Y,,,,) is bounded invertible if z € DUTD We write | = (Iy,la,...,1lg) € R? and we
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wil(z,7,1) = wi)(z,7.1) — w)(2,0,1)

3 w3 (2,0,(0, L g, 1a) — wlg(2,0, (0, .., 0,11, - 1a))]
:/ (Brwlly) (2,7 s’ +Z/ (Bywy) (2,0, (0, .. U Lia, - .., 1g))dl]
0

:/ (Brwlly) (2,7 s’ +Z/ / (Bpw§y) (2,0, (0, U Ly, ... La))dLdlL.
0

In the last line, we have used that (8luw(() ()))(z 0,(0,...,0,li+1,...,lq)) = 0, a property that
follows directly from the fact that the C2-function I — w(] ) o(2,7,1) is invariant under rotations,
and therefore, (0, w(J)(z,r7 ) = (8li(|l|))(8|l|w(()7()](z,r, I7])) is zero in l; = 0. The invariance
under rotation in &-space of the kernel w((){g follows from the invariance under rotation in &-

space of the effective operator HU)(z); see Appendix C.1. Using (5.19) and (5.21), it follows
that

, A A r+12 1
Wiz, 0) + ED ()] = [z, )] = [ED(:)] = 74+ 12 = To = Zpyn

>37“ 1 S 1 .
= 2,0]+1_16Pj+1,

for all 2 € DUFD and r > 3p;11/4. We deduce that the restriction of w(J)( )+ EW(2) to
Ran(xijr ,) is invertible and that its inverse has a norm of order pj- +1 for all z € DUHD,
Moreover, using (5.7) and (5.16), we obtain that

i M+N (M+N §+
Wi ()] < (am) ™5 p 0T

M+4N . 1 M4N 1
||wM,N( )H/—L (47 ) 2 ( f](M N)p§2 ‘L)( ) )

Summing (5.23) over M + N > 1, we deduce that

1 +
S W) < Cit e,
M+N>1

provided that C is large enough, which yields
+
H[W( )( )+ £ (2 )]Ran ijﬂ[ Z W]\})N ] | < Cit2p it
M+N>1
This concludes the first step of the proof and shows that (HW(z), Wéo)( )+ EW(2) is a
Feshbach-Schur pair associated to x,,,, for all z € DUV Tt follows that HUTY(2) (see
(5.15)) is well-defined for all z € DU+,

Step 2. The next step is to rewrite the operator H (j+1)(z) using a Neumann series
expansion and Wick ordering. This allows us to express H (G+1) in the form

HOUM(2) = B, (HD(2), W () +ED@)poem = Y. W (2) +€90(2),
M+N>0
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with W](\f[j;\})(z) = WM,N[wE\‘TN)(z, -,-)]. The algebraic computations leading to such an ex-
pression are very similar to what is done in [3] of [7]. The computations are therefore omitted
here and we refer the reader to those papers for more details. Moreover, adapting [7, Section
4] in a straightforward way, one can verify that, for M + N > 1,

|| (j+1)

Wy N 2l < pHM NQU+D(M+N)

provided that C is chosen large enough and p. is chosen small enough (depending on C).
Likewise, one verifies that the bounds (5.17)—(5.18) are satisfied by the partial derivatives
with respect to r and I, ¢ = 1,2,3, with j replaced by j + 1. Here again we need to use
rotation invariance in £-space in a crucial way (see Appendix C.2). Similar calculations (see
again [7, Section 4]) also lead to
. 5 4
() + €940 (2) = wifh () — €D () |ow < € HpTHTER (520)

)

and, for the derivatives,
1
i1 3+
10sw5 ™ (2) — Bewy(2) e < CHHpZ™,
J02wd Y () - (2l < CHF1p2 ™,

where § = r or [y, and b = lql’q. The supremum is taken on the smallest domain of definition
of the functions. In particular, since one can show that theses inequalities are valid for any
k < j by the induction hypothes1s one deduces using Lemma 5.7 (w1th ~v = 1/8) that

1) +1) 1 14u
) =1l + Y 108, )—25q,q"\oo§§+7zc%+lpiﬁ <

1

4 )
¢,9'=1 k=0

provided that p. is sufficiently small. This establishes (5.19). Similarly, one shows that
3u

i . J 7 3
) + £ — B =t sl < €( S0 E 4 1),
k=0

and hence the operators Wé,];rl)(z) + EUHD(2) — dI'(¢)?

extend to bounded operators on HUTY | as claimed.

e and HUTD(z) —dD(¢)?

| |HG+1)

Step 3. It remains to verify the statements (d) and (e) concerning analyticity. In Appendix
C.3 we show that z — HU)(z)— dF(§)|H(J> is analytic on DY) for all j. Therefore z — £U)(2) =
(Q(HY) () — dF(g)m(]))Q) is analytic in z, too. We set r; = p;/4 and rj41 = pj+1/4. Let

z =204 Bri € D(zU) rjy 1), with 0 < |8 < 2/3. The triangle inequality and the inequality
(5.22) imply that z € D(2U~Y 2r;/3) if p. is sufficiently small. We consider the circular
contour C centered at z) and with radius r¢ = 3rj41/4. We have that C C DU+ < pu),
and, by Cauchy’s formula,

10,601 (2) — 5.£9)(2)] <

GHD (o) — €0 (o o+ i %
J _ &G ,
L| [ Bt s O
™ (z—2) 4(3/4 — |B]) Tj+1
where we have used (5.24) and the equality w(()j())(z, 0,0) = w(()]arl)(z 0,0) = 0. We deduce that

10,£0H0 (2) — 9,69 (2)| < 432CT 2*"
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Since this property is true for all 0 < k < j, we can sum up over k, using Lemma 5.7 (with
v =1/8), to obtain

, / i 1 1
+1 2k+1 2 TH
|8Z5(7 )(z) +1| < 432;00 P+ 3 < 1

for all z € D(2V),2r;,1/3) if p. is small enough. Using similar calculations as in [7, Section
4], it is then easy to show that €U has a unique zero in D(2V), p;11/6) using Rouché’s
theorem. The proof of (5.21) and (5.22) at step j + 1 follows closely [7].

5.4. Existence of a ground state. A direct consequence of Lemma 5.9, and in particular
of (5.22), is that the sequence 2\9) is Cauchy and converges to some non-zero limit z(° e C.
The limit 2(°°) is actually real and is a non-degenerate eigenvalue of H(0). This can be proven
completely similarly as in [7, Section 5]. Here we prove that 2(>) = inf o(H(0)). To do so we
just need to show that H(0) — z is bounded invertible for all z € (—o0, 2(°°)). We first remark
that H (j)(z) is self-adjoint for all z € DU) N R because the Feshbach-Schur map preserves
self-adjointness. Let ¢ € D(dI'(€)2) N'HY). One has that

WIHD (2)0) = W @) + [WIPED @)+ S @WIWdy (2)v)

m+4n>1

> (YWD (2)9) + |[0]2€9)(2) — ||¢||20j+1p§*“, (5.25)

for all z € DU) N R. Moreover (MW(%) (2)1) > 0 because z is real and because w((f())(z, r,) >
3(r+1%) by (5.19). Using (5.20), we deduce that

. , 1
1EG) (2) — €W (2(20)) — 2() 4 7] < Z'Z — 2],

for all 2 € DU N R (because DY) NR C D(2U~Y,p;/6)), where we have used also that
2(>) e DU N R. Therefore, for all z € DY) NR,

ED(2) = EU)(2) = EW (200 4 2 — 2(0) — 5 4 5(0) 4 g0 (5()) > Z(Z(OO) —2) — [ED (2],

Moreover, by (5.21), we have that [£0)(2(®))| < p;y1/2 = p?/4+“/2/2. Introducing this into
(5.25), we obtain that
1 2+

3
00 j 3+
(=) —2) = Spi T2 — O™ g2

1 l+ﬁ . l+
> (200 = 2) = pi (5087 = CTRT ) I,
and we deduce that for all z € [2(°) — ), 2(%) tpjt1) C DU) NR, the operator HU)(z) is
bounded invertible provided that p < p. with p. small enough. This is true for all ; € NU{0},
and, by isospectrality of the Feshbach-Schur map, this implies that H(0) — z is bounded
invertible for all z € [2(>) — p, 2(%)),
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It remains to verify that H(0) — z is bounded invertible for all z < 2(>) — p/6. We write
(WI(H(0) = 2)¢) = (Y|(AL(|k]) + AL (§)* + g®(ho) — 2)1))
¥l(dL(k) = 2)¥) — Clal ¥ ]ld0 (k)2 |
1 1
YI(AT(I]) = 2)) = 5 (0, AU (kDY) = 5C%6% |10
1 1
(2 + 5% Il = (& == = 2202wl

Summing (5.21) over j, we deduce that |2(>)| < p/7 provided that p. is small enough.
Choosing the constant Cy in the statement of the lemma large enough then shows that
p/6 — 2(®) — C2%g%/2 > 0, which concludes the proof.

=
> (
(

>

v

6. PROOF OF iii): ABSOUTE CONTINUITY OF THE SPECTRUM

In this section we show that the spectrum of H(P) is purely absolutely continuous if P # 0
and g # 0, and that o(H(0)) \ {E,} is purely absolutely continuous. Our analysis is based on
Mourre’s positive commutator method [35]. We work in the setting of the so-called “singular
Mourre theory” developed in [25, 26], using results and methods from [19] and [25, 26].

This section is divided into two subsections. First we define the conjugate operator that we
shall use, we establish useful regularity properties of H (P) with respect to auxiliary operators,
and we deduce from the abstract results of Appendix D that a limiting absorption principle
for H(P), P € R%, holds outside its pure point spectrum. In a second subsection, using
Fermi’s Golden Rule, we show that H(P) does not have eigenvalues for P # 0.

6.1. Limiting absorption principle. The main result of this section is stated in the fol-
lowing theorem.

Theorem 6.1. Suppose that p > 1/2. There exists g. > 0 such that, for all |g| < g. and
P € R%, the following holds:
(i) H(P) as at most 1 eigenvalue counting multiplicity. Moreover, H(P) does not have
eigenvalue in (—oo, P2 — 1] U [P? 4 1, 00).
(it) Let J C [Eq4,00) be a compact interval such that opp(H(P)) N J = 0. Then

Sup (AY™*(H = 2)7H(A) || < oo,

for any 1/2 < s < 1, with (A) = (1 + A*A)Y2 and S = {2z € C,Re(z) € J,0 <
Im(z)| < 1}. Here A is defined in (6.3). Moreover, the spectrum of H(P) in J is
purely absolutely continuous, and we have that

[{A) e IO HP)A) | S 7%t o,
forany 1/2 < s <1 and x € C(J;R).

This theorem is based on the abstract results recalled in Appendix D. In the following
we explain how the hypotheses of Appendix D can be verified in our context. Note that the
second statement of (i) can be replaced by the more precise one that H(P) does not have
eigenvalue in (—oo, P2 — Clg|] U [P? + C|g|, 00) for some positive constant C.

Before turning to the proof, let us point out that a consequence of the above result together
with Theorem 5.1 is the following local decay property:

I(r(ly )= e O O/ () || S++2, ¢ — oo, (6.1)
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for any 1/2 < s < 1 and x € C§°((Ey, 00); R), where we used the notation (x) := (1 + x%)1/2,
Likewise, anticipating Theorem 6.6 and defining the set B := {P € R3,|P| € (v1,12)}, with
v1 and vy as in (4i) of Theorem 3.1, we have that

(T (ly])) e 3 (H, Pion)dD(ly)) || S 772, = o0, (6.2)

for any 1/2 < s <1 and x € CF(R x B;R). As mentioned in the introduction, estimates
(6.1) and (6.2) show that some energy of the system is carried of by the field to infinity.

6.1.1. The conjugate operator. The positive commutator method is used, in particular, to
extend expectation values of the resolvent from the open upper (or lower) half-plane to parts
of the real axis. Ome of the key of the method consists in choosing a suitable “conjugate
operator” that allows one to control the extension of the resolvent. We refer the reader to
e.g. [1] or [13] for an introduction to this theory, and to [2] for an extensive study.

The conjugate operator that we consider here is the generator of radial translations (asso-
ciated to the variable k) in Fock space, formally defined by

k

A::dl“(’:’-y+y-‘k’>, (6.3)

where we remind the reader that y = iVy. It is convenient to rewrite A in polar coordinates.
We consider the unitary operator

T:12(R%) - L2(RY) @ L2(S?),

defined by (Tw)(w, ) = wu(wd), where S? denotes the sphere in R3. Lifting T to Fock space,
we obtain a unitary map

I(T) : He = I (L2(R*™)) — I'y(L*(RY) ® L*(R") @ L*(S?)) =: Hy.
In this representation, we have
A =T(D)AT(T)* =dl'(@), a:=id,.
Now, more precisely, we suppose that the operator a is defined on the dense domain
D(a) := LA(RY) @ HY(RT) @ L?(5?),

where H{(RT) denotes the closure of C°((0,00)) in the usual Sobolev space H!(R). On this
domain, one verifies that a is closed, maximal symmetric, satisfies dim Ker(a* — i) = 0 and
dim Ker(a* +1) = 1, and that

D(a*) = L*(RY) @ H'(RT) ® L2(S?).

In particular, a is not self-adjoint and has no self-adjoint extension. The same properties
hold for A = dI'(a), and therefore A is maximal symmetric but not self-adjoint. The proper
definition for the conjugate operator on H; that we consider is then A := I'(T)*AT(T).

To manipulate commutators between the Hamiltonian H(P) and the conjugate operator
A, it is useful to establish regularity properties of H with respect to A. The latter, proven in
the next paragraph, are defined through the semigroup generated by A. Here it is given as
follows: Let {0 }+>0 be the Cyp-semigroup of isometries generated by a. It is not difficult to
verify that (W) (w,0,&) = p(w —1,0,§) if w >t and (Wp)(w, d,€) = 0 if w < t. The adjoint
semigroup is given by (w0} ¢)(w,0,&) = p(w +t,6,&). It is a Cy-semigroup of contractions
with generator —a*. On the Fock space H;, we set W, := I'(i), and hence W;* := T'(w}).



SPECTRAL ANALYSIS OF A MODEL FOR QUANTUM FRICTION 27

The operator A on # ¢ is the generator of {Wt}tzo, and the generator of {Wt*} is —A*. The
generators of A and A* are then

Wy = T(T)'W,I(T), Wy =T(T)"W;T(T),
respectively.

6.1.2. Regularity properties of H(P) with respect to auziliary operators. In this section we
establish regularity properties of the Hamiltonian H (P) with respect to the number operator
N and the conjugate operator A defined above. In the following, those regularity properties
will allow us to manipulate the commutators between H (P) and the unbounded operators N
and A. The definitions of the class of operators C!(A), in the case where A is self-adjoint,
and C™(Ay; Az), m = 1,2, in the case where Ay, As are generators of Cy-semigroups, are
recalled in Appendix D.

We begin with the following easy lemma whose proof is left to the reader (see e.g. [8,
Lemma A.6] for similar arguments).

Lemma 6.2. Suppose that y > —1. For all P € R? and g € R, we have that H(P) €
CY(N). Moreover, the commutator [H(P),iN] defined in the sense of quadratic forms on
D(H(P)) N D(N) extends to an H(P)-bounded operator. In particular, the hypothesis (1) of
Appendiz D is satisfied with H = H(P) and M = N.

Our next concern is to establish regularity of H(P) with respect to A. Since D(H(P)) =
D(AT(€)? 4 dI(|k|)), an argument of complex interpolation shows that D(|H(P)|'/?) =
D((dl'(€)? + dI(|k|))'/?). We introduce the subspace G C H; defined by

G 1= D((Ar(&) + dT (k)% N D(N2),

and equipped with the norm of the intersection topology (see Appendix D). In view of
definitions given in the previous paragraph, the proof of following lemma is straightforward.
It is therefore omitted.

Lemma 6.3. For all t > 0, we have that ng C G, where V[/tIj stands for Wy or W[.
Furthermore, for all 0 <t <1,

(AT ()2 + dT(|k]) + N)2WF(dT(€)? + dT(Jk]) + N + 1) "2 || < 2.
In particular, the hypothesis (3) of Appendiz D is satisfied with H = H(P) and M = N.

Let Ag denote the generator of the Cy-semigroup Wi|g (which is well-defined by Lemma
6.3), and let Ag~ be the generator of the Cy-semigroup given as the extension of W; to G*.

Lemma 6.4. Suppose that u > 1/2. For all P € R? and g € R, we have that H(P) €
C?(Ag; Ag+). The quadratic form [H(P),iA] on D(H(P)) N D(A) extends to an N-bounded
operator H', with

H' = N — g®(iahy), (6.4)

on D(N) for all P € R? (in particular, H' is independent of P). Furthermore, the quadratic
form [H',iA] on D(N)ND(A) extends to an N-bounded operator H", with

H" = —g®(a’hg). (6.5)

on D(N). In particular, the hypothesis (4) of Appendiz D is satisfied with H = H(P) and
M =N.
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Note that it is the control on the second commutator of H(P) with A that imposes the
condition p > % in this lemma. In particular it is not difficult to verify that hg € D(a?) if
ft> %, and hence ®(iaho) and ®(a?ho) in (6.4) and (6.5) are well-defined.

Proof. An explicit computation based on the expression of Wy given in the previous subsection
shows that Wy Hy(P) — Ho(P)W; = —tN, for all ¢ > 0, as an identity on the set B(G;G*) of
bounded operators from G to G*. This already shows that Ho(P) € C!(Ag; Ag+) and that
[Ho(P),iA]° = N. (6.6)

Since N commutes with W; for all ¢ > 0, the latter property actually implies that Hy(P) €
C2 (Ag, Ag* )

Next we have to consider the field operator ®(hy). We compute W;®(hg) — ®(ho)W; =
O ((wy — L)ho)W;. Since hy € D(a) under our assumptions (in particular because p > —1/2),
we deduce that ||(w; — L)ho|[r2 < Ct, and hence, by Lemma A.1, that ||®((w; — 1)ho)(N +
1)~/2|| < Ct. This implies that ®(ho) € C*(Ag; Ag~). Moreover, using again the commuta-
tion relations of Appendix A, we can compute

[®(ho),iA]° = —®(iahy). (6.7)
Equations (6.6) and (6.7) prove (6.4).
Likewise, the assumption that p > 1/2 implies that hg € D(a?) and we compute
[[®(ho),i4],1A] = —®(ahy).

This shows that ®(hg) € C?(Ag; Ag+) and establishes (6.5), which concludes the proof of the
lemma. O

6.1.3. The Mourre estimate. We verify that for any P € R? a Mourre estimate holds for
H(P) with respect to the conjugate operator A.

Lemma 6.5. Suppose that pn > —1/2. There exists g. > 0, co > 0 and C > 0 such that, for
all |g| < g and P € RY,

H' = [H(P),iA]° > col — CTIq, (6.8)
in the sense of quadratic forms on D(H(P)) N D(N), where Ilg denotes the orthogonal pro-

jection onto the vacuum in Hg. In particular the hypothesis (2) of Appendiz D holds, with
I=R,H=H(P), M =N and K = 1.

Proof. From Lemma 6.4 we know that H' = N — g®(iahp). Using Lemma A.1, we deduce
that
1
> (o, No) = 2glllell llaholl2[[ N2 ||
> (1 —|glllaholl2){w, N¢) — |glllaholl2{e. ¥)
> (1= 2[glllaholl2) (e, ) — (1 = [glllaholl2) (¢, lay),

for any ¢ € D(H(P)) N D(N), where in the last inequality we used that N > 1 — II,. Since
IIn is a one-dimensional projection, hence a compact operator, the lemma is proven, with
co = 1 —2|gl||aho|]2 and C =1 — |g|||aho]|2, assuming that |g| is small enough. O

(o, H'p)

Now we can justify that the limiting absorption principle for H(P) stated at the beginning
of this section is indeed satisfied:
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Proof of Theorem 6.1. (i) From the proof of Lemma 6.5, we see that the constants ¢y and C' in
the Mourre estimate (6.8) can be taken arbitrary close to 1, provided that |g| is small enough.
Since dim(Ran(Ilg)) = 1, the virial theorem together with a standard argument (see e.g. [30,
Lemma 10]) show that H(P) has at most one eigenvalue counting multiplicity. Moreover,
using the functional calculus, it is not difficult to verify that ||x(H(P)) — x(Ho(P))| < Cy|g|
for any x s.t. X’ € C§°(R). Next we can consider a function y € C§°(R) such that y =1 on
R\ (P?2—1,P?>+1),x=0on [P?—1/2,P?+1/2], and C, = O(1) uniformly in |g|. Moreover
X(Ho(P))IIq = 0 and therefore (6.8) yields

H' > ¢yl — Cix(H(P))?,

where c) > 0 provided that |g| is small enough, C; > 0, and Y+ = 1 — . The virial theorem
then implies that H(P) does not have eigenvalue in R\ (P? — 1, P? + 1), as claimed.

(73) Lemmas 6.2-6.5 show that the hypotheses (1)—(4) of Appendix D hold with H = H(P)
and M = N. Since in addition the Mourre estimate (6.8) is uniform in P € R? and does not

depend on the spectral interval J that we consider, Theorem D.1 implies the statement of
Theorem 6.1. O

6.2. Absence of eigenvalues for the operator H(P) if P # 0 and g # 0. Now we prove
that the operator H(P) has no eigenvalue if P # 0 and g # 0.

Theorem 6.6. Let pn > 1/2 and vy, vy be such that 0 < vy < 9. There exists g. =
ge(p, v1,12) > 0 such that, for all 0 < |g| < g. and P € RY, |P| € (v, 10),

opp(H(P)) = 0.

To prove this theorem, we mainly follow the strategy of [19] with some simplifications due
to the particular setting that we consider here. One of the main ideas is to introduce the
self-adjoint operator

H,,(P):=H(P)+ ayllq,
for any compact interval J C o(H(P)) = [E, o), with ay > sup J —inf J. The two key points
are then the use of a limiting absorption principle for H,, and the fact that Fermi’s Golden

Rule for H(P) holds for all non-zero P’s. We begin with establishing these two auxiliary
results before going into the proof of Theorem 6.6.

6.2.1. Fermi’s Golden Rule and the limiting absorption principle. Recall that for all P € R?,
P? is a non-degenerate eigenvalue of the uncoupled Hamiltonian Hy(P) associated with the
Fock vacuum eigenvector ().

Lemma 6.7 (Fermi Golden rule). Suppose that p1 and pe do not vanish. For all P € R%\ {0},
there exists c(P) > 0 such that

Io®(ho)Im ((Ho(P) — P? —107) ') @(ho)g > c(P)Ilg, (6.9)

where Tl is the projection onto the Fock vacuum and Ilg = 1 — Ilq.
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g x10°

1 T T
0 5 10 15 20 25 30
Ipl

FIGURE 3. Shape of the function ¢(P) in the Fermi Golden Rule (6.9) for different
values of p if the form factors p; and p, are gaussian.

Proof. We compute, for any € > 0,
Mo®(ho)(Ho(P) — P? —ic) ' ® (ho)Ig
= Mqa(ho)(Ho(P) — P? — ie) Iqa* (ho)Tlq

= /R?H-d |h0<ka)‘2<(P — 5)2 —_p24 k| — i&')ilﬂgdkdg

- /Rs+d kP11 (1D Pl (kD P(=2P - € + € + K] — ie) " Tadkdé.

Going to polar coordinates gives

To®(ho)(Ho(P) — P? — ie) ' ®(ho)Tlg
N 4”2/ Wb (1)) p2(w) P (—2P - € + £ + w — ie) T TIpdEdw.
RaxR+

Taking the imaginary part and letting ¢ — 0, we thus obtain
o®(ho)Im ((Ho(p) — P? —i0%) " 'Io) @ (ho)Ilo

—ar [ WP Plpa() PO(-2P € + € + w)llndéds
R4 xR+

—ir [ P& = P (DR Ia(2P € ~ )P g ) (2P - € — €)M

The integral above vanishes for P = 0 but is strictly positive otherwise since we have assumed

that supp(p1) = supp(p2) = [0, 00). This proves Lemma 6.7.

Next, we have the following limiting absorption principle for the operator H,,(P).

Lemma 6.8. Let J C R be a compact interval such that J M opp(Ho(P)) = {P?*}. As above
we set S :={z € C| Re(z) € J,|Im(z)| € (0,1]}. Let p > 1/2 and ooy > sup J —inf J+ 1. For
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all s € (1/2,1], there is g. > 0 such that, for all |g| < g. and P € RY,

Sup I(A)™* (Ha, (P) = 2)7H{A) || < oo,

with (A) = (1 + A*A)Y2. Furthermore, for all g,q € [—ge. gc] and 2,2’ € S,

—=/

[4A) = (L, (P) = 2) ! = (Hay (P) = 2) YA < Clg = g2 + |2 = 2/"72), (6.10)

where F;J = Hy(P) 4+ ¢'®(ho) + ayllg.

Proof. The proof follows resembles that of Theorem 6.1, replacing Hy(P) by Hy(P) + a1llg
and observing that a Mourre estimate of the form of the hypothesis (2) of Appendix D holds
without compact remainder (i.e. K = 0). The main difference is the Holder continuity in the
coupling constant g stated in (6.10). However, as explained in [19], the latter follows in the
same way as the Holder continuity in the spectral parameter z. O

6.2.2. Proof of Theorem 6.6. We follow closely [19] and do a proof by contradiction. By
Theorem 6.1 we know that H(P) does not have eigenvalue in R\ (P? — 1,P? 4+ 1). Let
J = [P? — 1,P? + 1] and let |g| be sufficiently small as in the statement of Lemma 6.8.
Assume that H(P) has an eigenvector ¢, € D(H(P)), ||¢g|l = 1, with eigenvalue \; € J. By
definition of H,,(P), one has that

(Ha, (P) = Ag)pg = ayllap,. (6.11)

The limiting absorption principle stated in Lemma 6.8 implies that A\, cannot be an eigenvalue
of Hq,(P) and, therefore, that Ilgyp, # 0. Applying the operator Ilg(Ha, (P) — Ay — ie)™*
on both sides of (6.11), we deduce that

Mo, = ajllg(Ha, (P) — A\, — ie) Mlqp, — iellg(Ha, (P) — A\, — ie) o,

Using the spectral theorem, it is not difficult to verify that the second term on the right side
goes to zero as € — 0. Hence

lapy = sl_if(% ag(Ha,(P) — Ay — i) e,

Note that the limit exists by Lemma 6.8. Taking the scalar product with Ilgp, and using
the second resolvent formulae

(Ho,(P) =Xy —ie) " =(Hoa,(P) = Ay —ic)

— g(Hy, (P) — Ay —ie) " ®(ho) (Hoa,(P) — Ay —ig) ",
(Ha,(P) = Ay —ie) " =(Hoa,(P) — Ay —ie) "

— g(Hon,(P) = Ay —ie) " ®(ho) (Ha,(P) — Ay —ie) ",
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where Ho o, (P) := Ho(P) + aIlg, one arrives at

| Tae|?
I 2 _ _JINITRrgll
gPay

- (P2 —Xg+ay)? sli%i <HQ¢9|¢(h°)( S(P) = Ag = ie)_lq)(ho)nfl@ﬁ

a|[Mowpgl® g9’ — -1
= 1 | Q®(ho) (Hoa,(P)— Ay — D(ho)Q2
P2 =Xy +ay P — g +OéJ5i%1+< [®(h0) (Ho, (P) = Ay — i)~ 2(ho)2)
gy

L1
+ (PP— 2, + ) 81_13%1 <<I) ho)apy| [(H S(P) =g —15)

— (Hoo, (P) — Ag — ie)_l} @ (ho)Tapy)-

Using Lemma 6.8 together with the fact that ®(hg)Q2 € D(A), it is not difficult to verify that
the limits above exist. We set

Fay (P) = (2(h0) (Fo.as (P) = Ag = 10%) " @(10)92),
Gay (P) = g5 QU0 (ho) [ (Ha, (P) = Ag = 107) ™ = (Hoa, (p) = Ag —107) | @(h0)22).
Since II®(ho)Iln = 0, we can rewrite
Foy (P) = (9 ®(ho) (Ho(P) = Ay —i07) ™ ®(ho) Q) =: F(P).
Gathering all terms together and using that |IIgyg|| # 0, we finally obtain that

1 1
1+~ F(P . Ga(P)).
< TP N, T ay (P)+9 P2—Ag+aJG s )>

___ Y
P? — Ag +ay
Taking the imaginary part gives

1
Im(F(P)) = ~g4Im(Ga, (P)). (6.12)

By Lemma 6.7, Im(F'(P)) = ¢(P) > 0, and by Lemma 6.8, Im(G,,(P)) is uniformly bounded
in |g| < g. and P. Therefore (6.12) cannot hold and A, cannot be an eigenvalue of H(P).

ot

1=

APPENDIX A. ESTIMATES OF OPERATORS IN FOCK SPACE AND COMMUTATION RELATIONS

A.1l. Estimates of operator in Fock spaces. We recall some standard estimates and
commutation relations that have been used several times in the main text.

A.1.1. Basic relative bounds. Consider the subspace D(w™/2) c L2(R3*9), equipped with
the norm

A2 0= [ () bRk
R3+d
The following lemma is standard (see for instance [21, Lemma 17]).

Lemma A.1.
(a) Let f; € L2(R3*Y), i =1,...,n. Then

[ (f1) - a*(fu) (N + )2 < Cullfullz .- [l a2,

where a stands for a or a*.
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(b) Let f; € D(w™Y?),i=1,...,n. Then
la* (1) - @*(fa) (AT (@ (R) + 1) 72| < Coll fill vz - I fullomrre-

We also recall the following lemma. For a proof, see for instance [25, Section 3].

Lemma A.2. Let by and by be two self-adjoint operators on LQ(R‘”d) such that by > 0,
D(b2) C D(b1) and ||bipll2 < ||bapll2 for all ¢ € D(ba). Then D(dI'(b2)) C D(dI'(b1)) and we
have that ||dT(by)®@|| < ||dT(b2)®@|| for all ® € D(AT'(b2)).

A.1.2. Commutator estimates. We recall the commutation relations between basic operators
acting in Fock space (see [15] for more details). As usual, the commutator [By, Bs] of two
operators By and By is defined as a quadratic form on D(By) N'D(Bs). If the corresponding
quadratic form admits an extension to a closed quadratic form on a larger domain, the
associated operator is then denoted by the same symbol [By, Ba].

Given two self-adjoint operators by and by on L2(R3+9), we have that

[dT(b1), dT(b2)] = dT'([b1, b2]), (A1)

Likewise, if b is a self-adjoint operator on L2(R3+%) and f, g € L2(R3+%), recalling the definition
O(f) =a*(f) + a(f), we have that

[B(f), B(g)] = 2iTm(f, ), (4.2)
[@(f),dl(b)] = i®(ibf). (A.3)

The commutator of an operator of the form I'(b) with dI'(bs) is given by
[['(b1),d(be)] = dI'(by, [b1, ba)), (A.4)

where, if ¢1, ¢z are two operators on L?(R3+%), the operator dI'(c1, o) on H; is defined by its
restriction to @ L2(R379) as

dI'(e1,e2)|c =0,
!
dr - . e _
(c1, c2)| g2 ma+ay Z R RQCRRC R Qe
J=1 j—1 n—j
Finally if b is a bounded self-adjoint operator on L?(R3*9) and f € L2(R3+%),

[L(0),a™(f)] = a*((b—1)f)T'(b), (A.5)
[[(b), a(f)] =T(®)a((L —b)f). (A.6)
The following result was used in the proof of Theorem 4.2.

Lemma A.3. Let jo € CP(R; [0, 1]) be such that supp(jo) C [0,1], jo =1 on [0,1/2], and let

jo = jo(|z|/R) with R > 1. Let > —1, and g € R. For all ¢ € D(N), we have that
3 C .
lar (&), TGolel| < ZIWNV +Dell, 5 =1,2,3, (A7)
and for all p € D(AT(€)?) N D(N?) N D(dl(Jx|71)),

[H (0), T (o)l < %Il(df(ﬁ)2 +N +dl(|z[7) + D). (A.8)
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Proof. We compute by (A.4)

[AT(&5), T (o)] = dT' (o, €, 30])-
Since §; = —i0,; and jo = Jjo(|z|/R), we see that [¢;,]jo] is a bounded operator in L?(R3+%)
with ||[¢;,Jo]|| < C/R. Using in addition that ||jo|| = 1, it is not difficult to deduce that (A.7)

holds.
Newt we prove (A.8). Using (A.4), (A.5) and (A.6), we obtain

[H(0),T(jo)] =[dT'(€),T'(o)] - dT(£) + dT'(€) - [dT'(£), T (Go)]
+ ga™((1 —Jo)ho) (o) + 9T Go)a((Go — L)ho)
=2[dT'(€), T (jo)] - dT'(€) + Z [dT (&), [AT'(&;), T (o)]]
J

+9a*((L = Jo)ho)L'(Jo) + 9T (Jo)a((Go — L)ho).
The first term is estimated using (A.7). Since in addition N commutes with dI'({), we can
write

[[4r(©), TG0l - AT (el < & S|V + DAL )e] < 5[ (V? +dr(e)? + 1)l

To estimate the second term, we have to compute the expression of the second commutator
[dI(&;), [dT'(&5),T'(jo)]]- In view of (A.4), it is not difficult to verify that

[ar(e), [r(e). TGollel < 51 (@r(el =) + N2 + 1)g].

Finally the last two terms are estimated using (4.7) and Lemma A.1. Since N commutes with
I'(jo) and since I'(jo) is a contraction, this gives

* Kt 3 C 1
[[a* (L = jo)ho)T (Go) | < *H (NZ + )¢l [[TGo)a(Go — Dho)e| < Iz + 1ol
Combining the previous estimates proves the lemma. ]

A.2. Partition of unity in Fock space. Now we consider the operator I'(j) : H¢ — H;@H;
defined at the beginning of Section 4. It follows from our choice of the maps jo, joo that I'(j)
is an isometry, I'(j)*I'(j) = 1. If b is a self-adjoint operator on L%(R3*?), one can show by a
direct computation that

A0() = TG)* (AX(0) @ 1+ 1@ d(E)TG) + 50 (o, G 8] + ises liow ), (A9)
and likewise, for any h € L2(R3*4),
®(h) =T()*(®(oh) @ 1+ 1 @ ®(jooh))L(j). (A.10)
We can then prove Lemma 4.1.

Proof of Lemma 4.1. Tt follows from (A.9) and (A.10) that
H(P) = (FG)*(— dN(© @1 + L& (P~ dD(E))TG) + 5T ([o, o, €] + [ive: s 1)
+T(§)" (dM(w(k) @1+ L@ dl(w(k)I(G) + §dF([jo, o, w(k)]] + [ioo: oo, w(K)]])

+ 9L ()" (@(oho) ® 1 + 1 @ D(jooho))T(j).-
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Since jo and joo commute with w(k), we have that [jo, [jo, w(k)]] + [joo, [Joo, w(k)]] = 0. More-
over, since £ = —iV, and jg, joo are multiplication operator in the variable z, we also have
that [jo, [jo, &]] + [Joos Joo, &]] = 0. Therefore the lemma is proven. O

APPENDIX B. ABSENCE OF A GROUND STATE FOR H(P) 1F pu < —1/2

We prove Proposition 3.2 by adapting an argument of [16]. The argument goes by contradic-
tion. Suppose that (P) is a normalized ground state of H(P), namely H(P)y(P) = Eq)(P)
with |[¢(P)|| = 1. The pull-through formula (5.5) gives

(H(P +¢&) — Eg + [k[)a(k,)Y(P) = —gho(k, )¢ (P),

where hy is the coupling function defined in (3.3). Since E, = inf o(H (P + ¢)) for any ¢ € R?
according to (i) of Theorem 3.1, we deduce that for a.e. (k,¢) € (R?\ {0}) x R,

a(k, &)Y (P) = —gho(k,§)(H (P + &) — E, + [k[)"'9(P).
In other words, writing 1 (P) = (z/J(P)(O),w(P)(l), ...) € Mg, we have that

W(P)D(k,€) = —gho(k, &) (H(P + &) — By + |k)) " (P)) ), (B.1)
and, for all n € N,

Vi 1(P) " (K, €k, &ay e By )
— —gho(k, &) ((H(P +€) — Ey + k)"0 (P) " (k1, &1, ... ons &0). (B.2)

From (B.1) and the expression (3.3) of hg, we deduce that for a.e. k € R3\ {0}, the map
¢ (P)D(k, ) is continuous on RY. Moreover,

(P)V (K, 0) = —glk| " ho(k, 0)1(P)© = —g|k| =" pa(|k]) p1 (0) 0 (P) .

Since k — (P)D(k,0) € L2(R3) but k — [k|~"#py(|k|) ¢ L2(R3) (because p < —1/2 and
p2(0) # 0), and since (0) # 0, , this implies that ¢ (P)©) = 0.

Proceeding in the same way, one verifies using (B.2) with & = 0 that ¢ (P)™ = 0 for all
n € NU{0}. This contradicts the fact that ||¢(P)|| = 1.

APPENDIX C. COMPLEMENTS TO SECTION 5

C.1. Extraction of wg(z,7,1) using one-particle states. We begin this appendix by ex-
plaining how to extract wg o(2,7,1) from an operator H(z) given as a series of Wick monomials
on H, the kernels being continuous functions in (r,1). This is of some importance, in particular
to prove analyticity in z of woo(z,r,1), and rotation-invariance in &-space. To do so, we just
choose a sequence of one-particle states that concentrate on a point in (r,[)-space (i.e. con-
verge weakly to &(r —rg)d(I —1lg) for a given pair (rg,lg)). To doso, let f: R =R, h:RY = R
be smooth functions with compact supports and such that || f|[r2r) = [|All12(re) = 1. Consider
the sequence of functions (f,,) and (hy,), defined by

fulr) = nl/Zf(n(r —10)), hn(l) = nd/Qh(n(l —1p)).

We introduce the sequence of 1-particle states

™ = /RM Tk (&)a* (k, £)QdkdE.
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‘We show that
(™| H (2)y ™) = w0z, 70,l0) + E(2)

as n tends to co. Since 1/1(”) is a one-particle state,
(WM H (2)p™) = E(2) + (" |wo oz, dT(|KI), dD(€)™) + (M Wi ()0 ™).
Using the pull-trhough formula, one obtains that

(W |wo o (=, dT(|k]), dT(€)) ™) = /Rw | Fa (KD 7 (€) Prwo.o(z, K], €)dkd€

/ !
:/ FURDRIAE) oo (2, LA )¢,
R3+d n
and the first limit follows from the dominated convergence theorem using that wg o is contin-
uous and that the functions f and h have compact supports. Similar arguments show that
(™MW 1(2)9™) converge to zero.
Rotation invariance of H(z) in {—space then clearly implies rotation invariance of the
function wp o in &-space. Indeed, since H(z) is rotation invariant in &-space,

(WM H (2)p™) = (™ |t H(2)Ur ™) — woo(z, 70, Rlg) + E(2).

from which we deduce that wq g is invariant under rotations in £-space.

n

C.2. Estimates on second derivatives of the resolvent. Let j € NU {0}. Assuming
that the estimates stated in Lemma 5.9 hold at step j — 1, we verify that the function

Xpy11 (1)
w[()‘?())(z, r 1)+ EU(2)
has first derivatives in 7 and second derivatives in [, that satisfy the bounds

0,9 (2,0, )| < Cpjty, 10, B9 (2,0 )] < Cpi % (02 R (2,7, 1) < Cpihy

for all z € DUTY and (r,1) € [3pj11/4, pj+1] xR We concentrate on the estimates concerning
the partial derivatives with respect to [y, the estimates concerning the partial derivative with
respect to r can be proven in the same way without using rotation invariance. We have that

; X2 (r)0 w) z,r1
5‘lqR(3)(z,r, l)=— X/’(Jj)Ll( )0, 0,0(. ) 7
(wofo(z, r, )+ S(J)(z))Q

QLN L ICLU SO O TG HICL
- i - X (T - - .
(wé{%(z,r, )+ &) (2))2 Pj+1 (w((f())(z,r,l) + EU)(2))3
()

Since HU) is rotation invariant in &-space, the kernel wg g is also rotation invariant in §-space
by Appendix C.1, and therefore we have that (alqw[(){()))(z, r,(l1,...,1lq)) = 0 whenever one of
the arguments [, vanishes. Hence, by (5.19),

Oyt RO (2,7,1) =

. . . 9]
01, w§ (27, 1) = (0, w§)) (2,7, 1) — (O,wid) (2,7, (11, 0, 1a))] §|4q|,
q

3 1 1

. . 1
oz r0) + ED()| 2 T + fepir = gllal pFia
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The bounds follow by plugging these estimates in the expressions of the partial derivatives.

C.3. Analyticity and analyticity conservation by the Feshbach-Schur map. In this
section we show that if the statement of Lemma 5.9 holds at step j, then H (J“)(z) —

dF(ﬁ)‘QH“H) is analytic on DUtD . We first show that Wéb) (2) — dF(ﬁ)‘QHm is analytic on

DU, This is a consequence of Appendix C.1. Indeed,
(6™ |} (z, AT (| k]), T (€)) — AT (€)p™)
YR ¢
= DRIE ) (2 10, E 1) = (5 4 o) awae
L FRD P Pl (= 5+ o & 1) = & topjawag
converges to w((fg (2,70,10) — I3 as n tends to infinity. This convergence is uniform in z € D).
Indeed, using the property C1?(p) of wg, one gets that

w((f())(z,r',l/) 2 w((){a(z,r, I+ 12 = / (87,//111((){()))(2,7’”, 1)dr”

d v )
+ Z/l [(811/10(()],()))(2, T, (lla cee 7li717 l;/a ;—1—17 ) lél)) - 2[;/](2”2,
i=1 7l

Using (5.17), it follows that
(2,1 1) = 1% —w§)(z,m, 1) + 2] < C||(r, 1) — (7, 1)),

for all (r,1) and (+/,1'), uniformly in z. This shows that the convergence is uniform in z,
and, therefore, since a similar result holds for the convergence of (@D(”)]Wl(fl) (2)™) towards

zero, we deduce that z — w[(){g(z, r 1) — 12 + £Y(2) is analytic on DU). The analyticity of
the bounded operator valued function z Wéfg () — dF(f)fH(j) + £U)(2) then follows from

Morera’s theorem; see [18] for similar calculations. One can verify that z — ng)(z) is
analytic as well. Using the definition of the Feshbach-Schur map in (5.2), it is then clear that
z = HUD(2) — dF(f)fH(j L1 is analytic on DUV, Hence, analyticity is preserved at each
iteration step, provided that it holds for the first decimation step.

APPENDIX D. ABSTRACT RESULTS

In this section we recall results from Mourre’s conjugate operator theory in an abstract
framework. Our main concern is the Fermi Golden Rule criterion established in [19] in the
context of the so-called singular Mourre’s theory introduced by Georgescu, Gérard and Mgller
in [25, 26]. Here we only recall the main results that we used in Section 6. For more details
and explanations, the reader is invited to consult [25] and [19].

We consider a complex, separable Hilbert space ‘H and two self-adjoint operators H and M
on H, with M > 0. We consider in addition a symmetric operator R relatively H-bounded,
and we define H' := M+ Ron D(M)ND(H). We set G = D(M%) ﬂD(\H\%), equipped with
the norm of the intersection topology:

loll = || M2 |2, + |[1HIZ 0|5, + I3



38 S. DE BIEVRE, J. FAUPIN, AND B. SCHUBNEL

Setting

lellge = ||(M + |H| + 1) 2|,

one verifies that G*, the dual space of G, identifies with the completion of H with respect to
Il - llg«- The (possibly unbounded) operators H and M on H may then be seen as bounded
operators from G to G*. The corresponding operators will be denoted by the same symbols.

In our setting the “conjugate operator” A is closed and maximal symmetric on H, with
dim Ker(A* — i) = 0. This implies that A is the generator of a Cy-semigroup of isometries
{Wi}t>0, in the sense that

D(A) = {¢ € H, lim (it) (Wi — @) exists}, Ap= lim (it) (Wi — @).
t—0t+ t—0+t

Let {W;+} be a Cyp-semigroup on a Hilbert space H; with generator A;, and {Wa,} be a
Co-semigroup on a Hilbert space Ho with generator As. We recall that the class C'(Ay; Ag)
is defined as the set of bounded operators B € B(H1;Hs) satisfying

HWZtB - BWLt”B(H1;H2) <Ct, 0<t<1,

for some positive constant C. One can verify (see [25]) that B is of class C!(Ay; Ag) if and
only if the quadratic form 9[B,iA]; defined on D(A%) x D(A;) by

<(10a Q[B? 1A]11/1> = 1<B*¢7 A1¢> - 1<A§90’ B¢>a
extends to a bounded quadratic form on Hs x H1. Hence o[B,1A4]; is associated to a bounded
operator [B,iA]° € B(H1;Hz2). We then have that
[B,iA%¢ = lim t~'[BWy, — Wa, By,
t—0+
for all i € H; (see [25]). Similarly, the class C?(A;; Ag) is defined as the set of operators
B € C'(Ay; As) such that [B,iA]° € C1(A; Ay).

We remark that, in the particular case where Hi1 = He = H, and if A is a self-adjoint
operator on H, the well-known class C!(A) corresponds to the set of self-adjoint operators B
on H such that there exists z € C\ R such that (B — 2)~! € C1(4; A).

With these notations we can state the main hypotheses of [25] and [19].

(1) H € CY(M) and [H,iM]° is relatively H-bounded.

(2) There exists an interval I C R such that, for all A € I, there exist constants co > 0,
C1 € R and a function x) € C§°(R) with 0 < x, <1 and x) = 1 in a neighborhood
of A, such that

H' > col — Crxy (H)*(H) — K,
in the sense of quadratic forms on D(H)ND(M), where xy (H) =1 — x,\(H), (H) =
(1+ H2)1/2, and K is a compact operator on H.
(3) For all t > 0, W; and W;* preserve G, and we have that

sup [|[Wiellg < oo,
0<t<1

for all ¢ € G, where Wf stands for W; or W;. The generator of the Cy-semigroup
Wi|g is denoted by Ag and the generator of the Cyp-semigroup given as the extension
of Wy to G* is denoted by Ag-.

(4) H € C%(Ag; Ag~) and, for all ¢ € D(H)ND(M), H'p = [H,iA]p.

Under these hypotheses, the following theorem is proven in [25].
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Theorem D.1. Suppose that Hypotheses (1)-(4) above hold. Let J C I be a compact interval
such that opp(H)NJ =0 and let S = {z € C,Re(z) € J,0 < [Im(z)| < 1}. Then

Sup 1(A) ™ (H = 2)7H(A) || < o0,

for any 1/2 < s < 1, with (A) = (1 + A*A)Y2. Moreover the function z — (A)~*(H —
2) Y A)* is uniformly Hélder continuous of order s —1/2 in S. In particular, the spectrum
of H in J is purely absolutely continuous, and the following local decay property holds:

[¢4)7se X (HYA) P S 47572, b oo,
forany 1/2 < s <1 and x € CF(J;R).
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