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Joint Connectivity-Coverage Temperature-Aware
Algorithms for Wireless Sensor Networks

Abdelmalik Bachir, Walid Bechkit, Yacine Challal Member, IEEE , Abdelmadjid Bouabdallah Member, IEEE

Abstract—Temperature variations have a significant effect on low power wireless sensor networks as wireless communication links
drastically deteriorate when temperature increases. A reliable deployment should take temperature into account to avoid network
connectivity problems resulting from poor wireless links when temperature increases. A good deployment needs also to adapt its
operation and save resources when temperature decreases and wireless links improve. Taking into account the probabilistic nature of
the wireless communication channel, we develop a mathematical model that provides the most energy efficient deployment in function
of temperature without compromising the correct operation of the network by preserving both connectivity and coverage. We use our
model to design three temperature-aware algorithms that seek to save energy (i) by putting some nodes in hibernate mode as in the
SO (Stop-Operate) algorithm, or (ii) by using transmission power control as in PC (Power-Control), or (iii) by doing both techniques as
in SOPC (Stop-Operate Power-Control). All proposed algorithms are fully distributed and solely rely on temperature readings without
any information exchange between neighbors, which makes them low overhead and robust. Our results identify the optimal operation
of each algorithm and show that a significant amount of energy can be saved by taking temperature into account.

Index Terms—Wireless Sensor Networks, Temperature Impact, Connectivity, Energy Saving.
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1 INTRODUCTION

A wireless sensor network is composed of a number of
battery operated nodes equipped with sensing, process-
ing, storage, and wireless radio communication capabil-
ities. These nodes are typically deployed in particular
areas to monitor specific phenomena and report informa-
tion to a central location or act accordingly. The deploy-
ments vary from application to another but generally
nodes are unattended and are required to operate over
long periods of time without external intervention or
assistance. Therefore, nodes need to consume the least
amount of energy while ensuring that the sensor net-
work continues to operate correctly. In its basic form, the
correct operation of the network can be achieved if both
coverage and connectivity are preserved. The coverage
ensures that the entire deployment area is monitored
so that no event will be missed, and the connectivity
means that the network is not fragmented so that data
transmitted can reach any node in the network.

The correct operation of the network should be pre-
served constantly independently of changing conditions.
Therefore, a good deployment should take into account
the worst case conditions in which the network is also
required to continue operating correctly. However, the
worst case conditions may only happen in a limited
number of occasions from time to time. In the rest of
the time, the conditions are more favorable and the
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network needs to adapt its operating mode to save more
energy and resources. The detection of these situations
needs to use small resources and be effective so that
the advantages of adaptation are not surpassed by its
overhead.

Temperature is one of those conditions that affect
sensor networks significantly, particularly the quality
of the wireless links between sensor nodes. In fact,
sensor nodes are equipped with low-cost and low-power
transceivers whose performance depends on the tem-
perature in which they operate. Independent research
results (see Section 2) and data taken from the data
sheets of popular radio transceivers such as CC2400 [1],
CC2530 [2] show that temperature affects both the qual-
ity of transmission and reception. As shown in Fig. 1,
when temperature increases, both transmission power
and reception sensitivity decrease1 thereby leading to the
degradation of wireless communication links between
transmitters and receivers. For example, the wireless
links of a network designed to operate under typical
conditions, i.e. a temperature of 25◦C, will experience
degradations when temperature increases above 25◦C,
which affects the correct operation of the entire network.
Conversely, when temperature decreases below 25◦C,
the quality of wireless links improves and the network
becomes over-dimensioned. In this case, nodes may be
able to optimize their operations (e.g. by using smaller
transmission power) to save energy while still preserving
the correct operation of the network.

In this paper, we propose to study the global effect
of temperature on the correct operation of the network

1. The sensitivity decreases when the required received power to
decode the signal increases.
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Fig. 1. Effect of temperature variations on the transmit
power Pt (nominal target of 0 dBm) and sensitivity Ps of
the CC2400. Pt and Ps are taken from the data sheet of
CC2400 [1], and P̂t and P̂s are generated by polynomial
interpolation with a polynomial degree equal to 2.

in stable radio environments. We propose to adapt the
network to the changing temperature so that minimum
energy is consumed, without affecting its correct opera-
tion by preserving both connectivity and coverage. The
key aspect of temperature is that link quality estimation
can be achieved only by measuring temperature, which
avoids the costly need for exchanging messages to assess
link quality. Even though there may be some occasions
where radio links change due to transient phenomena,
we argue that in general the topology remains stable
particularly in some environments.

We provide a set of low overhead fully distributed
algorithms designed to operate correctly under extreme
conditions where temperature is at maximum level and
adapt the operation mode when temperature decreases
or increases so that only a small amount of energy is con-
sumed. We explore three different algorithms: (i) one that
operates by putting nodes in hibernate mode, (ii) another
one that makes nodes reduce their transmission power,
and (iii) a combination of those two techniques. Our
algorithms can be viewed as topology control algorithms
as they operate by changing the topology, however,
they fundamentally differ from traditional algorithms by
their minimum overhead cost which consists in measur-
ing temperature from time to time to make adaptation
decisions. A comparison with other topology control
algorithms is summarized in the related work section
(see Section 7). The main contributions of the paper are
the following:
• a model that describes the variation of connectivity

of the network in function of temperature
• a closed formula that provides the minimum density

of nodes required to achieve coverage and connec-
tivity in function of temperature

• a low-overhead energy saving joint connectivity-

coverage preserving algorithms in stable radio en-
vironments governed by deterministic changes such
as those caused by temperature variations.

The rest of the paper is organized as follows. In Section
2, we present a literature review of temperature-aware
protocols, and show that little research has been done on
evaluating the global effect of temperature on wireless
sensor network. In Section 3, we present our analyti-
cal model for wireless links, connectivity and correct
operation of the network. In Section 4, we show the
effect of temperature on global network metrics, namely
connectivity and coverage. In Section 5, we propose
three energy saving algorithms that react to temperature
changes, and evaluate their performance in Section 6.
In Section 7, we discuss the analogy between our al-
gorithms and state-of-the-art network topology control
techniques. We conclude in Section 8.

2 TEMPERATURE-AWARE PROTOCOLS RE-
LATED WORK

The effect of weather conditions such as rain, snowfall,
wind, humidity and temperature on the performance of
wireless communication has attracted the interest of a
constant research work.

Early work on weather effect on wireless communi-
cation has been carried out in [3] which showed that
the effect of temperature is among the most significant
compared to other weather conditions. The authors of [3]
showed that high temperatures affect the transmitter by
causing distortion in the output waveform during final
stage amplification thereby resulting in a poor signal
being transmitted.

The effect of temperature on wireless communications
has also been studied [4] and [5] in the context of sensor
networks. The authors of [4] and [5] showed through
experiments that temperature does not have effect on
the antenna but rather affects the PA (Power Amplifier)
at the transmitter and the LNA (Low Noise Ampli-
fier) at the receiver, which results in poor links. They
also showed that the RSSI (Received Signal Strength
Indicator) noise floor decreases with temperature and
highlighted the important effect of temperature on MAC
protocols as these use the RSSI noise floor to assess
whether the communication channel is free or busy.
They also showed by experimenting with two different
platforms, Tmote Sky using CC2420 (running at 2.4GHz)
and the MSB 430 using CC1020 (running at 868MHz),
that temperature dependency exists on two different fre-
quencies. As a way to cope with temperature changes in
an industrial deployment, they proposed a protocol that
adapts transmission power in function of temperature.

Another work on the effect of temperature on wireless
links can be found in [6] where the authors examined
the change of the link quality according to tempera-
ture through empirical experimentation. They proposed
a power control scheme combining both temperature-
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aware link quality compensation and a closed-loop feed-
back process to adapt to link quality changes.

In [7], the effect of temperature on wireless links has
been studied experimentally in the context of sensor
networks. The authors of [7] quoted a decrease by 3.5dB
of the signal strength when temperature increases from
20◦C to 50◦C. To cope with this effect, they proposed
a transmission power control algorithm that aims at
maintaining wireless links while saving energy con-
sumption by using the minimum transmission power
that preserves an LQI higher than a certain threshold.

Beyond the effect of temperature on individual links,
the effect of temperature on other global metrics such as
connectivity has been studied in [8], also in the context
of sensor networks. The authors of [8] also showed that
temperature affects both transmitter and receiver and
quoted a decrease by 5 dB of the measured power at
the transmitter and a decrease in the receiver sensitivity
by 3 dB over the 40◦C range. They also studied, by
simulation, the effect of temperature on network connec-
tivity, data collection and localization and recommended
that existing protocols should be improved to take into
account the effect of temperature.

Most of the work, as shown above, has focused on
experimentally quantifying the effect of weather condi-
tions on wireless sensor networks at the link level and
considered typical metrics such as signal strength and
link quality indicator (see [9] for link quality assessment
techniques). Significantly less work has been done on
studying the effect of those conditions on more general
aspects such as global connectivity and coverage of the
network, and even the existing work we are aware of
(e.g. [8]) only studied the effect on connectivity by simu-
lation. In this paper, we tackle these issues and study the
effect of temperature, in particular, on both connectivity
and coverage by providing mathematical fundamentals
governing those effects. We also propose three different
algorithms to allow wireless sensor networks to adapt to
temperature variations to ensure the network continues
to operate correctly while consuming lesser energy.

3 SYSTEM MODEL

3.1 Wireless Links
The quality of a wireless communication link between
two nodes, a transmitter and a receiver, is usually ex-
pressed by the experienced PER (Packet Error Rate). The
PER mainly depends on the signal strength measured at
the receiver. The minimum signal strength measured at
the receiver required to achieve a PER of less than 1% is
called sensitivity. We assume that a link exists if the re-
ceived power Pr is equal to or larger than the sensitivity
Ps. The signal strength measured at the receiver depends
on the transmission power Pt radiated by the transmitter
and its attenuation along the communication channel.
The attenuation A(d) over a distance d is the ratio
between Pt and Pr(d), where Pr(d) is the power of the
signal received at distance d from the transmitter. When

Pt and Pr(d) are expressed in dBm, the attenuation in
dB is:

A(d) = Pt − Pr(d) (1)

A commonly used model for the attenuation is the log-
normal path loss model [10], where the attenuation has
three components: A0, A1(d) and A2 such that:

A(d) = A0 +A1(d) +A2 (2)

where A0 is the path loss at reference distance d0, which
can be obtained by experimentation, or according to the
free space propagation model, A1(d) is the log-distance
path loss in function of distance d and reference distance
d0, andA2 is a random variable reflecting the attenuation
caused by fading. All A0, A1, and A2 are expressed in
dB. By taking A0 according to the free space propagation
model, we obtain: A0 = 20 log d0 + 20 log f − 27.55

A1(d) = α10 log (d/d0)
A2 ∼ N (0, σ)

(3)

where f is the frequency (in MHz), α is the path loss
exponent, and N (0, σ) is a normal random variable (in
dB). We set the reference distance d0 to be equal to 1m.

3.2 Communication Range
We define the communication range as the distance at
which less than 1% of packets are lost (i.e. corresponding
to less than 1% of PER). The communication range is
a random variable R with the cumulative distribution
function FR(d) defined as:

FR(d) = Pr[R ≥ d] = Pr[Pr(d) ≥ Ps]
= Pr[Pt − Pr(d) ≤ Pt − Ps]
= Pr[A(d) ≤ Pt − Ps] (4)

By replacing A(d) by its value from (2), we obtain:

FR(d) = Pr[A2 ≤ Pt − Ps −A0 −A1(d)] (5)

As A2 is a normal random variable, we have:

Pr[A2 ≤ Pt − Ps −A0 −A1(d)] =

FA2
(Pt − Ps −A0 −A1(d)) (6)

where FA2
is the CDF of the random variable A2. As

A2 ∼ N (0, σ), we have:

FA2
(Pt − Ps −A0 −A1(d)) =

1

2
+

1

2
erf

(
Pt − Ps −A0 −A1(d)

σ
√

2

)
(7)

where erf is the error function defined as:

erf(z) =
2√
π

∫ z

0

e−t
2

dt (8)

By combining (5), (6) and (7), we get:

FR(d) =
1

2
+

1

2
erf

(
Pt − Ps −A0 −A1(d)

σ
√

2

)
(9)
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Note that (7) and (9) are only valid when σ 6= 0. When
σ = 0, A2 becomes equal to 0. Therefore, the expression
of FR(d) should be calculated from (5). Thus, we have:

FR(d)σ=0 = Pr[0 ≤ Pt − Ps −A0 −A1(d)] (10)
= Pr[A1(d) ≤ Pt − Ps −A0] (11)

By replacing A1(d) with its value from (3) and taking
d0 = 1, (11) becomes:

FR(d)σ=0 = Pr[10α log d ≤ Pt − Ps −A0] (12)
= Pr[d ≤ 10(Pt−Ps−A0)/(10α)] (13)

=

{
1 if d ≤ 10(Pt−Ps−A0)/(10α),
0 elsewhere.

(14)

By putting,

R , 10(Pt−Ps−A0)/(10α) (15)

and combining (9) with (14), we obtain:

FR(d) =


1

2
+

1

2
erf

(
Pt − Ps −A0 −A1(d)

σ
√

2

)
if σ > 0,

1(−∞,R](d) if σ = 0.

where 1(−∞,R](d) is the indicator function, which is equal
to 1 when d ≤ R and to 0 elsewhere. Note that R
represents the communication range in the absence of
shadowing fading (i.e. when σ = 0).

Note that the previous derivations also apply to the
two ray ground model which may be more appropri-
ate for outdoor environments. The results for the two
ray ground model can be obtained by taking A0 =
10 log(GtGrh

2
th

2
r), α = 4, and σ = 0 in (3), where Gt

(resp. Gr) is the antenna gain at the transmitter (resp.
receiver), and ht (resp. hr) is the antenna height at the
transmitter (resp. receiver).

3.3 Connectivity and Coverage

We consider the case where nodes are deployed accord-
ing to a PPP (Poisson Point Process). Under these cir-
cumstances, the probability q that the deployment area is
fully covered can be approximated to the following [11]:

q = 1− e−λπRv
2

(16)

where λ is the network density expressed by the number
of nodes per unit area, and Rv is the coverage range
where all events occurring at a distance smaller than Rv
are covered (i.e. can be sensed) by the node.

The probability p that the network is connected has
been calculated in [12]. By putting,

K , πe(
√
2σ/α)2 (17)

the probability p can be written as follows:

p = e−λµe
−λKR2

(18)

where µ is the surface of the deployment area.

3.4 Correct Operation of the network
We assume that the network continues to operate cor-
rectly if the connectivity probability p and the coverage
probability q are both larger or equal than preset values
p∗ and q∗, respectively. Typically p∗ and q∗ can be
taken equal to 0.99. The minimum network density λv
required to achieve a given coverage probability q can
be calculated by rewriting (16). Therefore, we have:

λv =
− ln(1− q)

πR2
v

(19)

Similarly, the minimum density λc required to achieve
a given connectivity probability p can be calculated by
rewriting (18) as follows:

ln p = −λcµe−λcKR
2

(20)
KR2 ln p

µ
= −λcKR2e−λcKR

2

(21)

By putting Z ,
KR2 ln p

µ
, z , −λcKR2, (21) becomes:

Z = zez (22)

The solution to (22) is:

z = W (Z) (23)

where W (.) is the Lambert W function (see [13] for some
properties). By replacing Z and z by their definition, we
obtain the following:

λc =
−1

KR2
W

(
KR2 ln p

µ

)
(24)

By targeting p∗ and q∗ values for connectivity and cov-
erage, the minimum required network density λ̃ is given
by the following expression:

λ̃ = max

{
−1

KR2
W

(
KR2 ln p∗

µ

)
,
− ln(1− q∗)

πR2
v

}
(25)

4 EFFECT OF TEMPERATURE

4.1 On Transmission Power
We use the notation Pt,τ (I) to describe the transmission
power in function of the temperature τ measured at the
transmitter when an input current I is used. Although
the effect of temperature on the transmission power has
been studied in the literature and documented in the
data sheets, available data only show the variation of
the transmission power in the typical case (i.e. where a
nominal transmission power of 0 dBm is targeted). We
use the notation I∗ to refer to the typical input current,
i.e. the one that is used to target typical transmission
power of 0 dBm. Therefore, available results only show
the variations of Pt,τ (I∗). Also, available results on
transmission power control provide that variations of
the transmission power in function of the input current
in the typical case for temperature, i.e. τ around 25◦C,
therefore values for Pt,τ∗(I) are also known, where τ∗ is
the typical temperature.
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Fig. 2. The variation of the transmission power Pt,τ (I)
CC2420. The triangles are generated numerically accord-
ing to the assumption that we set in (26) and the circles
are the result of experimentation.

To capture variation of Pt,τ (I) in the general case,
we assume that the shape2 of the variation in function
temperature would be the same for all input currents,
i.e. the effects of temperature and input current on the
output power are additively separable in dBm, which
can be written as:

Pt,τ (I) = Pt,τ (I∗) + Pt,τ∗(I) (26)

4.2 Validation by Experiments
To validate the assumption in (26), we run a set of
experiments where we vary both temperature and the
input current at the transmitter and we measure the
signal strength at the receiver, i.e. for each tempera-
ture τ and input current I , we measure Pr,τ (I). The
transmission and reception powers are related to each
other according to the equation described in (2), i.e.
Pt,τ (I) = Pr,τ (I) + a where a is the attenuation, we
can consider as constant during the experiments as we
do not change the distance between the transmitter and
the receiver. Therefore, validating the assumption in (26)
reduces to validating that:

Pr,τ (I) + a = Pr,τ (I∗) + a+ Pr,τ∗(I) + a (27)
Pr,τ (I) = Pr,τ (I∗) + Pr,τ∗(I) + a (28)

We collect a large set of data for temperatures ranging
from 26 to 54 and input currents ranging from 8.5mA
(to output a power of -25 dBm) to 17.4mA (to output a
power of 0 dBm) (see Fig. 2). The values of τ∗ and I∗ are
equal to 26◦C and 0 dBm, respectively. To validate our

2. If we take CC2400 radio transceivers as example, this assumption
means that given Pt,τ∗ (I), the output power at 38 ◦C (resp. 50 ◦C)
can be obtained by shifting the given graph at 25 ◦C by -1 dBm (resp.
-2 dBm) and so on.

(a) (b)

Fig. 3. (a) describes the effect of temperature on wireless
links with various path loss exponents. The radio used is
the CC2400 with a targeted transmission power of 0 dBm
corresponding to an input current of 19mA. (b) describes
the effect of input current on wireless links with various
path loss exponents. The radio used is the CC2400 with
with a temperature of 25◦C.

linear model, we run a multidimensional regression on
the collected data for Pr,τ (I). The general multidimen-
sional regression expression is the following:

Pr,τ (I) = r1Pr,τ (I∗) + r2Pr,τ∗(I) + r3 (29)

The results of the multidimensional regression show that
r1 = 1.05, r2 = 1.06, and r3 = 12.38 with a high score of
0.98 (1 is the perfect score). These results validate our
assumption in (26) as both r1 and r2 can be grossly
approximated to 1 and r3 represents the attenuation
of the channel according to the channel between the
transmitter and the receiver during our experiments.

4.3 On Receiver Sensitivity

As shown in the data sheets, the sensitivity of the
receiver varies in function of temperature (see Figure 1).
However, the current used during reception remains
constant independently on the power strength received,
thus we have the notation Ps,τ to express sensitivity in
function of temperature.

4.4 On Sensing

There is a wide array of sensing devices and the effect
of temperature on their performance may vary from a
sensor to another. For the sake of simplicity, we assume
in our study that the sensing range (also referred to
as coverage range hereafter) is constant and does not
depend on temperature variations, nor does it depend on
input current. The study can be easily generalized when
the function governing the variation of the coverage
range Rv in function of temperature τ is known.
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(a) (b)

Fig. 4. (a) describes the minimum densities required to
guarantee correct operation of the network. The commu-
nication range is calculated with α = 3. (b) describes the
minimum densities required to guarantee correct oper-
ation of the network. The communication range is also
calculated with α = 3.

4.5 On Connectivity and Coverage

The combination of transmission power and receiver
sensitivity defines the communication range. Therefore,
for the same temperature measured at the transmitter
and the receiver, we use the notation Rτ (I). Fig. 3(a)
and Fig. 3(b), plotted with values from P̂t and P̂s (see
Fig. 1), show the variations of the communication range
Rτ (I) in function of temperature and input current, re-
spectively. It shows that the reduction is more significant
in environments with smaller path loss, the smaller the
path loss the more significant the effect of temperature.

The minimum node density required to guarantee
correct operation of the network depends on the trans-
mission range, which in turn depends on temperature
and input current. For an input current I at temperature
τ , the minimum required density is λ̃τ (I) which can be
obtained directly from (25) by making R depend on τ
and I . Thus, we have:

λ̃τ (I) = max

{
−1

KR2
τ (I)

W

(
KR2

τ (I) ln p∗

µ

)
,
− ln(1− q∗)

πR2
v

}
(30)

Fig. 4(a) and Fig. 4(b) show the evolution of the
minimum network density that is required to maintain
the correct operation of the network in function of
temperature and input current variations, respectively.

5 TEMPERATURE-AWARE ENERGY SAVING
PROTOCOLS

To guarantee the correct operation of the network in
all circumstances, the number of deployed nodes need
to be large enough so that the density of the initial
deployment ensures that both connectivity and coverage
are maintained. The worst case occurs when tempera-
ture is at maximum. If the initial deployment targets
minimizing the number of nodes then all nodes will be
transmitting with maximum power in the worst case.
In these circumstances the initial deployment network

density λ0 is equal to the following:

λ0 = λ̃τ+(I+) (31)

where τ+ is the maximum temperature that is expected
to be measured and I+ the maximum input current
that can be used to transmit with maximum power. As
temperature varies, the initial deployment envisaged for
the worst case becomes over-dimensioned. We propose
three algorithms to save energy.

• Stop-Operate (SO): a proportion of the initially de-
ployed nodes is needed to guarantee the correct
operation of the network and continue operating
normally by using maximum transmission power.
The rest of the nodes which are not required can
stop operating and switch to hibernate mode to save
energy

• Power-Control (PC): all nodes continue to operate
normally but use lower transmission powers to save
energy

• Combination of SO and PC (SOPC): a proportion of
nodes is needed and those needed nodes may use
lower transmission powers to save energy.

We assume that each node is able to know its temper-
ature (temperature sensor readings, extraction from log
files, computation, expectation, etc.) and that all nodes
measure temperature at the beginning of each round. We
also assume that there is no micro-climate, i.e. all nodes
measure the same temperature.

Each one of the proposed algorithm is fully dis-
tributed; each node can run it without exchanging any
additional information with its neighbors. Nodes only
need to periodically measure temperature and take de-
cisions locally. This requires a certain level of synchro-
nization so that nodes measure temperature and run
corresponding actions at nearly the same time. This
relaxed synchronization can be maintained either by the
periodic exchange of synchronization messages where
the period can be relatively long to save energy, or from
the underlying MAC protocol if the protocol relies on
synchronization such as the case in SCP-MAC [14] and
IEEE 802.15.4 [15].

5.1 Stop-Operate

At temperature τ and input current I only λ̃τ (I) nodes
per surface unit are needed for the correct operation of
the network. We propose Algorithm 1 to make use of
this result by allowing the proportion of nodes that are
not necessary for the correct operation of the network
to go to hibernate mode to save energy. We call ρτ (I)
the operating ratio, which is the ratio of nodes that
are operating normally at temperature τ and current I
compared to those initially deployed. We have:

ρτ (I) =
λτ (I)

λ0
(32)
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For the correct operation of the network, we need that
proportion to be equal to:

ρ̃τ (I) =
λ̃τ (I)

λ0
(33)

At the beginning of each round in Algorithm 1, each
node generates a random number in [0, 1] that is used
to make a decision. If the generated random number is
greater than ρ̃τ (I), the node can go to hibernate mode
without affecting the correct operation of the network.
However, if the generated number is smaller than or
equal to ρ̃τ (I), the node should be operating normally
during the round, i.e. the node needs to resume oper-
ating normally if it was in hibernate mode, or continue
operating normally if it was operating normally.

Algorithm 1: SO: Stop Operate
Data: Input current I

1 Obtain temperature τ for the round
2 Read ρ̃τ (I) from a table (pre-calculated)
3 Generate a random number ω in [0, 1]
4 if ω ≥ ρ̃τ (I) then
5 Stop: go to hibernate mode and stop operating.
6 else
7 Operate: operate normally.
8 end

As shown in the Algorithm 1, the selection of those
nodes which can stop operating can be done randomly.
This is so because the distribution of nodes which
continue to operate normally will maintain the same
characteristics as the initial one, i.e. distributed according
to PPP (see the thinning property [16]). For efficiency and
practicality, the values of ρ̃τ (I) for typical values of τ and
I can be stored in a table to avoid complex computation
at the sensor node. The calculation of the values of ρ̃τ (I)
is straightforward, because the value of λ̃τ (I) and λ0 can
be calculated from (30) and (31). These calculations can
be done offline prior to deployment.

5.2 Power Control

In this case, we assume that nodes can use power con-
trol. As shown in previous sections, when temperature
decreases, the wireless link quality improves and the
using of smaller power transmission may be possible
to save energy while maintaining the correct operation
of the network. In the context of energy saving, us-
ing smaller transmission power may reduce the overall
energy consumption of the network. Finding the opti-
mal transmission power, i.e. finding the optimal input
current, depends on whether the energy consumption
model of the MAC protocol is known or not. When
the model is unknown, we use the following heuristic:
the smallest I that maintains the correct operation of the
network will achieve the lowest energy consumption. The

correct operation of the network will remain maintained
if both connectivity and coverage are preserved. How-
ever, as all nodes deployed initially will continue to
operate normally without experiencing effects on their
coverage range, coverage will continue to be maintained
independently of temperature variations. Therefore, it is
sufficient to preserve connectivity (see (36)) to maintain
the correct operation of the network. Therefore, we have:

minimize I (34)
subject to : I ∈ {I−, ..., I+} (35)

and : pτ (I) ≥ p∗ (36)

Equation (36) can be rewritten as :

e−λµe
−λKRτ (I)2

≥ p∗ (37)

−λµe−λKRτ (I)
2

≥ ln p∗ (38)

e−λKRτ (I)
2

≤ − ln p∗/(λµ) (39)
−λKRτ (I)2 ≤ ln (− ln p∗/(λµ)) (40)

Rτ (I)2 ≥ − ln (− ln p∗/(λµ)) /(λK) (41)

Rτ (I) ≥
√
− ln (− ln p∗/(λµ)) /(λK) (42)

κPt,τ (I)−Ps,τ ≥
√
− ln (− ln p∗/(λµ)) /(λK) (43)

Pt,τ (I) ≥ Ps,τ +Q (44)

where:

Q , 10α log
(√
− ln (− ln p∗/(λ0µ)) /(λ0K)

)
(45)

The functions Pt,τ (I) and Ps,τ are usually provided as
a discrete function giving the output power for each
pre-defined input current and temperature. They may
also be approximated by extrapolation. The constant Q
can be calculated prior to deployment or communicated
to nodes from an external application when certain
condition changes such as channel.

Since the number of pre-defined transmission levels is
usually low in practice (eight in the case of CC2400), we
propose the following Algorithm 2 to find the required
transmission level in function of temperature.

Algorithm 2: PC: Power Control

1 Obtain temperature τ for the round
2 I ← I− (the smallest input current)
3 while not (Pt,τ (I) < Ps,τ +Q) do
4 I ← the next input current level
5 end
6 Use input current Ĩ = I for transmission

Note that the condition (44) which ensures that the
network connectivity is preserved can be replaced by a
more generic condition which includes both connectivity
and coverage. In fact, it is sufficient that the density of
the network is larger or equal to λ̃ calculated in (25).
As we do not envisage adding more nodes than initially
deployed, the density of the network cannot be larger
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than the initial λ0, i.e. λ̃τ (I) ≤ λ0, i.e. ρ̃τ (I) ≤ 1. In
addition, ρ̃τ (I) > 0; therefore, the condition (44) can be
rewritten as:

ρ̃τ (I) ∈ (0, 1] (46)

5.3 Combination of SO and PC
In this section, we analyze the case where nodes combine
the use of Stop-Operate with Power-Control. We assume
that the energy consumption model is known. We use
the notation Pτ (I, ρτ (I)) to refer to the mean power
consumed by a node at temperature τ when nodes
are using input current I and when only a proportion
of ρτ (I) of nodes is used. Therefore, when nodes are
running Stop-Operate, a proportion of (1 − ρτ (I)) will
be in hibernate mode to save energy. The mean power
consumption becomes equal to Qτ (I, ρτ (I)) as follows:

Qτ (I, ρτ (I)) = ρτ (I)Pτ (I, ρτ (I)) + (1− ρτ (I))Ph (47)

where Ph is the mean power consumption at hibernate
mode3. As the energy model is known, the optimization
problem becomes:

minimize Qτ (I, ρ̃τ (I)) (48)
subject to : I ∈ {I−, ..., I+} (49)

and : ρ̃τ (I) ∈ (0, 1] (50)

Therefore, we propose the following algorithm (Algo-
rithm 3) which can be used when the energy model is
known.

Algorithm 3: SOPC: Stop-Operate Power-Control

1 Obtain temperature τ for the round
2 Q̃ ← +∞
3 for I = I− . . . I+ do
4 if (0 ≤ ρ̃τ (I) ≤ 1 and Qτ (I, ρ̃τ (I)) < Q̃) then
5 Ĩ ← I

6 Q̃ ← Qτ (Ĩ , ρ̃τ (Ĩ))
7 end
8 end
9 Use input current Ĩ for transmission

10 Use Stop-Operate with input current Ĩ

6 EVALUATION

We use the analytical model developed in [14] for the
evaluation of the energy consumption of the BMAC [17]
and SCP-MAC [14] protocols. BMAC is one of the most
deployed protocols in WSN as it is the default protocol
in most of the sensor node prototypes (Micaz, Mica-2,
etc.) that rely on the operating system TinyOs. BMAC

3. Note that Ph is very small but not equal to zero, because the node
keeps running essential components such as some timers to allow itself
to resume operating normally.

TABLE 1
Default values of the parameters used in the analysis.

Deployment
Deployment area µ 1000m× 1000m
Coverage range Rv 200m
Coverage probability q 0.99
Connectivity probability p 0.99
Lognormal spread σ 2
Path loss exponent α 3

MAC and Hardware
Voltage V 3v
Receive mode current consumption Irx 24mA
Sleep mode consumption Psleep 3µW
Channel polling interval Tp 200ms
Channel polling consumption Ppoll 12.3mW
Avg. Channel polling time tpl 2.5ms
Avg. Carrier sensing time tcsl 2ms
Byte transmission time tB 32µs
Clock drift rclk 30ppm

Traffic
Data transmission interval Tdata 300s
Data transmission frequency rdata 1.0/Tdatas−1

Data packet length Ldata 50Bytes

achieves high energy savings through the use of pream-
ble sampling technique (see [18] for a survey on these
protocols) where nodes spend most of their time in sleep
mode, but only wake up from time to time to check
for incoming traffic. To make sure that a node does
not miss an incoming data packet, each node prepends
its data packet transmission with a preamble that is
long enough so that any potential receiver will wake
up during the transmission of the preamble. When a
node wakes up and detects a preamble being trans-
mitted, it keeps receiving it until it decodes the data
packet. A more advanced version of preamble sampling
is SCP-MAC in which nodes synchronize on a common
sleep/wake schedule to reduce the overhead of sending
long preambles.

Our energy model takes into account the energy
drained by the radio, which includes the energy drained
in transmission and reception of packets as well as
that drained while listening to the channel periodically
checking for incoming traffic.

We propose to evaluate the mean power consumption
of the three temperature aware algorithms proposed
above and compare them to a reference protocols which
we call Default. We also consider the flooding as the
traffic model where each node forwards the message
it receives exactly once. The summary of the various
parameters used in the evaluation is presented in Table 1.

6.1 Algorithms overall behavior

In our settings, the initial deployment was optimized
so that at temperature τ+ = 80◦C nodes use that
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Fig. 5. Numerical Evaluation on BMAC.

maximum4 input current I+ = 19mA. Figures 5 and 6
show that both BMAC and SCP-MAC generally exhibit
the same overall behavior, which we also expect to be
the same for most similar low power MAC protocols, as
explained below.

According to our initial deployment, we show that all
four algorithms: Default, SO, PC, and SOPC consume
the same amount of power in the worst case as all nodes
need to be operating normally and transmitting with the
maximum power. For the Default algorithm, the mean
power consumed increases when temperature decreases.
This is due to the increase of transmission range caused
by temperature decrease, which make each node spend
more energy in receiving more packets as each node

4. We chose to use the maximum input current to minimize the
number of deployed nodes. If the number of deployed nodes is not
of great importance and the energy consumption model and traffic
patterns are known, we can find the optimal input current to be
used, and the corresponding number of nodes, so that the correct
operation of the network is guaranteed with minimum overall power
consumption in the worst case.
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Fig. 6. Numerical Evaluation on SCP.

has a larger number of neighbors when temperature
decreases.

In the PC algorithm, the overall power consumption
also continues to increase when temperature decreases,
as explained in the paragraph above for the Default
protocol. However, that increase only continues up to
a point when the decrease of temperature is enough to
allow the using of a smaller input current that is large
enough to continues to preserve the correct operation of
the network. When a smaller input current is used, the
transmission range decreases compared to the precedent
ones before shifting to lower input current, and thus
results in the decrease of the overall power consumption.
This fluctuation, increase and then decrease in mean
power consumption, is observed until no smaller input
currents preserving the correct operation of the network
can be used. Note that if the input current was given
as a continue function, the overall power consumption
would decrease slightly when the temperature decreases
until the minimum input current that guarantees the
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correct network operation is reached. This is so, because
the target communication range is fixed and the PC
algorithm will always seek using smaller input current
to save more energy. When no smaller input currents
can be used and temperature continues to decrease, the
transmission range increases and so will the number
of neighbors thus resulting in an increase in the mean
power consumption.

Contrary to Default and PC algorithms, the overall
power consumption always decreases when temperature
decreases in the case of the SO algorithm. The decrease of
overall power consumption is caused by the decrease of
the number of nodes that continue to operate normally to
preserve the correct operation of the network. Note that
there will be no increase in overall power consumption
caused by larger transmission range, because the effec-
tive node density remains the same, which the minimum
one to preserve the correct operation of the network.
The SO algorithm provides significant power savings;
however, it is not always possible to constantly put more
nodes into hibernate mode when temperature decreases.
The subplots about coverage in Figures 5 and 6 show
that below 20◦C it is not possible to put more nodes
into hibernate mode anymore because the effective node
density will not be high enough to preserve the network
coverage (higher than 99%).

In the SOPC algorithm, it is generally more energy
saving to put more nodes into hibernate mode than
to use lower input current. Although this is settings-
specific and depends on many parameters such as MAC
protocols, hardware specifications, and traffic load, we
expect it to hold for most WSN settings because the
power drained in hibernate mode is very low compared
to when nodes are other active modes. We also show
that amount of gain in energy savings depends on
the performance of the MAC protocol used; the more
energy-efficient the MAC protocol, the smaller the gain
obtained, as shown in figures 5 and 6 where the gain by
the use of SO is higher in BMAC than SCP-MAC. This is
so, because in very efficient MAC protocols the amount
of time nodes spend in sleep mode is already very high
so much so there is less room for improvement.

Although the SO part of the SOPC algorithm allows
higher energy savings than the PC part, it has limita-
tions, which occur when the correct operation of the net-
work becomes determined by the guarantee of coverage.
With the coverage range used in our configuration, this
happens when temperature drops below 20◦C. Below
that temperature, it is not possible to put more nodes in
hibernate mode because the coverage will no longer be
maintained. In such a situation, the only possible way to
save energy is to use smaller transmission powers which
will continue to maintain coverage. The chosen trans-
mission power to be used should continue to maintain
connectivity. The using of smaller input current shows
the benefit of SOPC over SO, which is noticed when
temperature drops below 20◦C. The small fluctuations
observed with SOPC are due to the PC part of the SOPC

(a) (b)

Fig. 7. describes the energy savings obtained with our
algorithms on BMAC and SCP-MAC with two different
inter data packet intervals (100 seconds in (a) and 1000
seconds in (b))

algorithm which has been explained above. Note that in
some cases, it is better to use lower input current and put
less nodes into hibernate mode as shown with BMAC in
Figure 5 when temperature drops below 20◦C.

The subplots about the input current that is optimal
in the case of SOPC in figures 5 and 6 show that it is
more energy saving to use higher input currents in SCP-
MAC and put more nodes into hibernate mode. This is
not the case for BMAC where it is more energy saving
to further reduce the input current. The optimal input
current depends on many other parameters such as the
traffic and power consumption of the various modes
(sleep, transmit, receive) of the radio chip.

6.2 Effect of Traffic Load

In figures 7(a) and 7(b), we study the effect of varying
the traffic load on the performance of the proposed al-
gorithms. The plots show that higher gains are obtained
with less efficient MAC protocols. In fact, BMAC is less
efficient in managing energy consumption compared to
SCP-MAC which allows nodes to spend more time in
sleep mode by avoiding the using of long preambles
(see [14]). Therefore there is more room for improvement
with BMAC. In addition, the higher the traffic load in
the network the more energy efficient are the proposed
algorithms, because higher traffic loads involve more
energy to be spent in exchanging data where our opti-
mizations operate. However, in low traffic loads most of
the power is drained in the idle listening as nodes need
to do periodic channel sampling to check for incoming
traffic, therefore our optimizations particularly the one
involving using lower input current will not have any
effect when there is no traffic.

6.3 Effective duty cycle / settings efficiency

To evaluate the amounts of energy saving obtained
with each algorithm of the three proposed algorithms
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TABLE 2
Mean power consumption for each technique

Qτ (I+, 1) Mean power with Default
Qτ (I+, ρ̃τ (I+)) Mean power drained with SO
Qτ (Ĩ, 1) Mean power drained with PC
Qτ (Ĩ, ρ̃τ (Ĩ)) Mean power drained with SOPC

compared to the Default algorithm, we calculate the ratio
G+τ (I, ρ) defined as:

G+τ (I, ρ) =
Qτ (I+, 1)−Qτ (I, ρ)

Qτ (I, ρ)
(51)

where Qτ (I, ρ) is overall power consumption. See Ta-
ble 2 for the values of Qτ (I, ρ) for the four considered
algorithms.

The gain achieved by each algorithm depends on the
efficiency of the initial setting of the WSN which includes
the efficiency of the MAC protocol used, the hardware
used, and traffic patterns. Higher energy savings com-
pared to the Default algorithm are achieved when the
initial setting is less efficient. To quantify the efficiency
of an initial setting, we define the effective duty cycle
δ as the ratio between the mean power Ph drained in
hibernate mode to the mean power Qτ (I+, 1) drained by
the default algorithm (see Table 2 for the mean power
drained by each algorithm). Therefore, we have:

δ =
Ph

Qτ (I+, 1)
(52)

Typically the value of Ph is much smaller than Qτ (I+, 1);
therefore, the effective duty cycle cannot be larger than
1. By replacing Qτ (I+, 1) by its value calculated from
(47), we obtain:

δ =
Ph

Pτ (I+, 1)
(53)

In the case of the SO algorithm, the gain is
G+τ (I+, ρ̃τ (I+)). By replacingQτ (I+, 1) andQτ (I, ρ) with
their values from (47), (51) can be rewritten as:

G+τ (I, ρ̃τ (I+)) =
1− ρ̃τ (I+)

ρ̃τ (I+) + δ/(1− δ)
(54)

The expression of the gain above (54) can be rewritten
by making abstraction of the temperature and the cur-
rent and considering the effective duty cycle δ and the
operating ratio ρ. Therefore, we have:

Gδ,ρ =
1− ρ

ρ+ δ/(1− δ)
(55)

As the values of δ and ρ are both belong to the
interval (0, 1], Equation (55) provides and insight about
the theoretical limitations about the gain that be achieved
in function of the effective duty cycle. For an optimal
configuration, i.e. highly efficient hardware, optimized
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Fig. 8. Limits of the gain on energy savings with the SO
algorithm.
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Fig. 9. Mean power consumption with Erbs model.

MAC protocol, and low traffic, the value of δ will be close
to 1 as the mean power drained during the operation
of the network is too small and close to that drained
in hibernate mode. In this case, the gain obtained is
close to zero and the gain by any additional protocols
is negligible. However, when δ is close to zero which
indicates a non optimal configuration, the limit of the
gain is bounded by (1 − ρ)/ρ. Buy assuming different
values for δ to reflect different settings, and different
values for ρ to reflect different protocol operations for



12

different temperatures, we plot Figure 8 which shows the
limits of the gain in function of δ with different values
for ρ.

6.4 Using Temperature Variations Model
We use the model developed by Erbs [19], [20] which
shows daily temperature variations. In Erbs models,
derived in [21], the average normalized diurnal temper-
ature variation is represented by:

τ(y,m, t) = τ(y,m) +Aτ (y,m)

4∑
n=1

ancos(nγ(t)− bn) (56)

where γ(t) = 2π(t− 1)/24 ; t is the time in hour; τ(y,m)
is the daily monthly mean air temperature; and Aτ (y,m)
is the monthly mean thermal amplitude expressed in
◦C and an, bn are constants which can be found in [21].
For the same month m and the same year y, τ(y,m)
and Aτ (y,m) are constants which we take to be equal
to 25◦C. Therefore, we drop the y and m parameters
for the sake of simplicity and use τ(t) to refer to tem-
perature variations in function of time t of the day. In
Fig. 9 (top), we plot the daily temperature variation for
τ(y,m) = Aτ (y,m) = 25◦C. The other plots (middle
and bottom) present the mean power consumption of
the four algorithms (Default, SO, PC, and SOPC) with
both BMAC and SCP-MAC protocol and show that gain
is significant during lower temperature times which
happens at night where temperature drops from above
35◦C to below 15◦C.

6.5 Effect of Temperature Sensor Accuracy
There are many temperature sensors that can equip
sensor nodes. These sensors have different accuracies.
For example, the STS21 [22] offers an accuracy of less
than ± 1◦C in the range of [-40◦C, 100◦C]. Another
example is the SHT11 [23] which has an accuracy of
±2.5◦C in the range of [-40◦C, 100◦C]. The highest
accuracy is around the typical temperature of 25◦C and
the more we move out of the typical temperature, the
accuracy reduces. From the data provided in [23] for the
SHT11 temperature sensor, we can model the variation
in temperature as follows:

∆τ = 0.03× |τ − 25|+ 0.35 (57)

where ∆τ is the variation in temperature and τ is the
real temperature. The measured temperature τ̂ will be in
the interval [τ −∆τ , τ + ∆τ ]. By considering the model
described in (57), the real temperature τ will belong to
the interval described below.

(τ̂ + 0.4)/1.03 < τ < (τ̂ − 0.4)/0.97 (58)

From (58), we can obtain the worst and the best case
values for the real temperature τ given the measured
temperature τ̂ . If the real temperature is smaller than
the measured temperature, our algorithms will continue
to preserve the correct operation of the network but the

(a) (b)

Fig. 10. (a) Mean power consumption with Erbs model
(BMAC). (b) Mean power consumption with Erbs model
(SCP-MAC).

amount of the obtained gain will not be as good as
if the exact value of the real temperature was known.
However, if the real temperature is higher than the
measured temperature, our algorithms will not operate
properly. Therefore, our algorithms need to consider
this inaccuracy in the worst case and use the upper
value for temperature (τ̂ − 0.4)/0.97 in execution of the
algorithms SO, PC, and SOPC. Fig. 10(a) and Fig. 10(b)
show the effect of temperature reading inaccuracies on
the amount of the gain obtained. The error bars on
these figures reflect the gain that can be achieved in the
worst, average, and best cases. We show that even by
operating our algorithms in the worst case the gain is
still substantial.

6.6 Overall power consumption
Fig. 10(a) and Fig. 10(b) show the percentage of energy
saving that can be made by using one of the three
algorithms (SO, PC, and SOPC) when the temperature
varies according to the Erbs model. Fig 10(a) show that
more energy savings can be made with BMAC compared
to those that can be made with SCP-MAC shown in
Fig 10(b). This confirms that our algorithms achieve
fewer savings under efficient configuration. However,
the savings obtained are still significant nearly inde-
pendently of traffic load. With SCP-MAC, our most
efficient algorithms (SO and SOPC) achieve around 30%
of savings with varying traffic load from one packet
every 100s to one every 1000s.

7 ANALOGY TO TOPOLOGY CONTROL ALGO-
RITHMS
By putting nodes in hibernate mode or letting them use
different transmission powers, our algorithms (SO, PC,
and SOPC) affect the topology of the entire network
as some links may appear and others disappear. As
such our algorithms may share some aspects with other
topology control solutions. However, there are also other
aspects that make our solutions distinguishable particu-
larly taking into account the effect of temperature on link
quality.
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In addition, existing topology control solutions such
as LMST, RNG, etc. [24] rely on information exchange
among nodes to build a local or global view of the
network topology. This is typically realized through the
exchange of hello messages to maintain a 1-hop, 2-hop,
..., or a k-hop topology. The overhead of such message
exchange may increase substantially with the size of
the topology view that needs to be maintained, because
more links need to be assessed and some links may
require a number of transmissions before a final decision
can be made about whether to include the link or not.

Furthermore, a significant part of research carried out
in the area of topology control is based on deterministic
radio model and the network is modeled by a graph
where a link between two nodes exists if the distance
separating those node is smaller than the assumed com-
munication range. With this assumption, the solutions
proposed targeted achieving 100% connectivity. In real
environments, the link between nodes are probabilistic
and every message transmission is related to a proba-
bility that mainly depends on distance in stable radio
environments. Probabilistic Topology Control (PTC) has
been proposed in [25]. The PTC relies on the quality of
connectivity that is measured by network reachability,
which is defined as the minimal end-to-end delivery
ratio between any two pair of nodes using a network
wide broadcast. The paper showed that the energy cost
to achieve a certain network reachability is significantly
higher with deterministic topology control than with
the probabilistic one. The paper is, however, focused on
finding the minimal transmission power and thus is less
efficient than power mode protocols as shown by our
analysis in this paper. It assumes that the quality of links
is available but it does assess the cost of realizing such
assumption which could be potentially high. The authors
also assume that link qualities are fixed and therefore
do not take into account the dynamic case where link
qualities can be affected by changing parameters such
as temperature.

Finally, unlike most of traditional topology control
solutions, our algorithms integrate both connectivity and
coverage which are the two requirements for the correct
operation of the network. Previous solutions either use
power control which maintains the coverage but does
not provide optimal energy savings, or focus on con-
nectivity and put node into sleep mode to achieve high
energy saving without jointly considering the coverage
problem that occurs when too many nodes put into sleep
mode.

8 CONCLUSIONS
We showed that temperature variations significantly af-
fect the quality of wireless links in an almost deter-
ministic way. A reliable deployment needs to take the
worst case into account, particularly when temperature
variations are significant from days to nights, and from a
season to another. When networks are deployed accord-
ing to the worst case, algorithms should be designed

to optimize the operation of network when conditions
improve. We designed our algorithms along this line
with the focus on making them simple and effective.
We proposed and evaluated three algorithms SO (Stop-
Operate), PC (Power-Control), and SOPC (Stop-Operate
and Power-Control). All of the algorithms target improv-
ing the energy efficiency while maintaining their correct
operation by ensuring both connectivity and coverage
are preserved. Our algorithms have been optimized for
stable radio environments where significant link vari-
ations are governed by a deterministic pattern such
as the temperature effect on link quality. They have
been designed with an integrated connectivity/coverage
support and taking into account the probabilistic nature
of the wireless channel as opposed to deterministic
topology control solutions. In addition, they do not
rely on any information or message exchange between
nodes which increases their robustness and efficiency
compared to other neighborhood based topology control
algorithms.

Our results show that in typical sensor network con-
figurations the SO algorithm achieves higher energy sav-
ings than the PC one. However, the SO algorithm cannot
be used in all situations as it affects both connectivity
and coverage. In some situations where the coverage will
be affected by putting further nodes in stop mode, the
PC algorithm should be used along with the SO one to
achieve further energy savings, as proposed in the SOPC
algorithm.

The current work is limited to the case where nodes
are deployed randomly with a constant and homoge-
neous density over the deployment area. These assump-
tions require relaxation and further investigation should
be carried out to study the case of regular deployment
and the case where the deployment is not homogeneous.
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