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Abstract. In this paper, we revisit the definition of Transparency Order
(TO) from the work of Prouff (FSE 2005) that was proposed to measure
the resistance of an s-box against Differential Power Analysis. We find
that the definition has certain limitations. Although this work has been
quite well referred in the literature, surprisingly, these limitations re-
mained unexplored for almost a decade. We analyze the definition from
scratch, modify it and finally provide a revised definition. Our simula-
tion results confirm that the transparency order is indeed related to the
resistance of the s-box against side-channel attacks. Thus (revised) TO
is one of the valuable criteria to consider when designing a cryptographic
algorithm.

Keywords: AES, Cross-correlation, Differential Power Analysis, PRINCE, s-box,
Transparency Order.

1 Introduction

Differential Power Analysis (DPA) is one of the strongest forms of side-channel
attacks in which the information about the secret key is leaked through power
traces while the encryption is being executed on a cryptographic platform. To re-
sist such attacks, algorithmic countermeasures like masking [7] and leakage resis-
tant logic [17] exist, that may lead to increased footprint on the implementation
platforms in terms of area and power consumptions. Because of phenomenon like
glitches, it should be noted that in practical scenarios even masked circuits can
be subjected to DPA. With this backdrop, it is evident that the s-boxes in block
ciphers would be the prime target of DPA. From the designers point of view,
the s-boxes should be chosen carefully such that they should have high DPA re-
silience in addition to the resistance to other classical cryptanalytic attacks like

? An extended version with greater details of our contributions is available in [5].



linear and differential cryptanalysis. An attempt to quantify the DPA resilience
of the s-boxes was made in [15], where the parameter Transparency Order (TO)
was introduced, with the implication that s-boxes with smaller TO have higher
DPA resilience. Further analyses of TO, as defined in [15], have been followed
in e.g., [4, 12].

In this paper, we exhibit several inconsistencies in the original definition given
in [15] that has been unnoticed over a decade, and we provide an improved defini-
tion of the transparency order that appears to be a better metric for quantifying
the resistance of an s-box to DPA attacks. Eventually, its soundness to quantify
the resistance of an s-box against side-channel attacks is investigated thanks to
several attack simulations.

2 Preliminaries

2.1 Basics of Boolean functions

Let Fn2 be the vector space that contains all the n-bit binary vectors. The Ham-
ming weight denoted by H(u) is the number of 1’s in the binary vector u ∈ Fn2 .
A Boolean function on n variables is a mapping from Fn2 into F2. . The sup-
port of a Boolean function f is defined as Supp(f) = {x ∈ Fn2 |f(x) = 1},
when |Supp(f)| = 2n−1 , then f is called balanced function. The autocorrela-
tion transform of f(x) is an integer valued function over Fn2 which is defined as
Af (ω) =

∑
x∈Fn2

(−1)f(x)⊕f(x⊕ω). On the other hand cross-correlation coefficient

between two Boolean functions; for f1, f2, it is defined for every ω ∈ Fn2 as the
value Cf1,f2(ω) =

∑
x∈Fn2

(−1)f1(x)⊕f2(x⊕ω) (note that we have Cf,f (ω) = Af (ω)).

An n × m s-box F can be seen as a multi-output Boolean function, namely a
function from Fn2 into Fm2 with m ≤ n.

2.2 DPA Attack and Transparency Order of s-boxes

Differential Power Analysis (DPA) introduced by Kocher et al [10], is one kind
of side channel attack that exploits the difference between the power consumed
by a single gate when its output changes from zero to one or vice versa. It
consists in observing the processing of a cryptographic algorithm (e.g., a block
cipher) and in measuring a sample of power consumption traces T x related to a
sufficiently large number of plaintexts x. Next, based on these power traces, the
actual attack can be mounted off-line to get the information about the secret
key.

Single-bit DPA attack works in the following way: let j denote the index of
the targeted bit and let K̇ denote a secret sub-part that statistically depends on
this bit (assuming that the block cipher is iterative, K̇ may correspond to the
secret parameter of an s-box and is typically 4, 6 or 8 bit long). The attacker
makes a guess K on K̇ and then the traces are assigned in either of the two
bins, say S0 and S1, according to hypotheses on the targeted bit which are
deduced from K and the plaintexts x. To discriminate the good guess from



the wrong ones, [10] proposes to compute the differential trace DK,j defined
by DK,j = 1

|S1|
∑

T x∈S1
T x − 1

|S0|
∑

T x∈S0
T x. The quantity DK,j works as

a distinguisher in the single-bit power attack model. According to the theory
proposed in [10] the vector DK,j should show a peak for the correct key K = K̇.
Single-bit DPA attack was extended to the multi-bit DPA introduced by Messerges
in [13], which is called multi-bit DPA.

In [9], a few ideas were presented to measure the efficiency of DPA on an
s-box in the Hamming distance model with independent additive noise [3]. This
model assumes that the leakage takes the form H(β ⊕ F (x ⊕ K̇)) + B, where
x and K̇ respectively denote a plaintext and a round key sub-part, where β
denotes the initial content of the register before updating with F (x ⊕ K̇) and
where B denotes an independent (measurement) noise. The idea of [9] has been
afterwards extended in [15] to encompass multi-bit DPA, and introduced the
notion of transparency order (TO) to quantify the resistance of s-boxes against
DPA attacks. Lower the TO value, better the resistance against DPA. The TO
notion introduced in [15] not only depends on the s-box’s algebraic properties
but also on the register’s initial state β ∈ Fm2 which is assumed to be constant for
some platforms like smart cards which are based on precharge logic. After certain
assumptions, the final formula defining the TO of a n×m s-box F = (F1, . . . , Fm)
is given by:

TO(F ) = max
β∈Fm2

|m− 2H(β)| − 1

22n − 2n

∑
a∈Fn∗

2

|
m∑
i=1

(−1)βiAFi(a)|

 . (1)

3 Redundant Definition of Transparency Order [15]

In this section, we explain why the definition (1) is redundant. For such a pur-

pose, we take τβF = |m−2H(β)|− 1
22n−2n

∑
a∈Fn∗

2
|
∑m
i=1(−1)βiAFi(a)| in (1) and

νF,β = 1
22n−2n

∑
α∈Fn∗

2
|
∑m
i=1(−1)βiAFi(α)|. With these new notations, we have

TO(F ) = maxβ∈Fm2 τβF . We give hereafter our first result.

Proposition 1. τβF = τβF .

Next we present the most important result of this section.

Proposition 2. Let 0 < H(β) ≤ bm2 c. Then τβF ≤ τ0F .

Proof. Consider that 0 < k = H(β) ≤ bm2 c. Now, τ0F = (m− νF,0) and τβF =
(m− 2k − νF,β).

Let, in contrast to the statement of the proposition, τβF > τ0F . Then νF,0 −
νF,β > 2k, i.e.,

∑
α∈Fn∗

2

[
|
m∑
i=1

(AFi(α)) | − |
m∑
i=1

(
(−1)βiAFi(α)

)
|

]
> (22n − 2n)2k.



Let S = {1, 2, . . . ,m} and T ⊆ S, such that i ∈ T if and only if βi = 1. That is
T is the support of β.

Then we can rewrite the above inequality as

∑
α∈Fn∗

2

| m∑
i=1

(AFi(α)) | − |
∑
i∈S\T

(AFi(α))−
∑
i∈T

(AFi(α)) |

 > (22n − 2n)2k.

Using the inequality |x| − |y| ≤ |x− y|, we obtain,

∑
α∈Fn∗

2

| m∑
i=1

(AFi(α))−
∑
i∈S\T

(AFi(α)) +
∑
i∈T

(AFi(α)) |

 > (22n − 2n)2k,

i.e.,
∑
α∈Fn∗

2

2

∣∣∣∣∣∑
i∈T

(AFi(α))

∣∣∣∣∣ > (22n − 2n)2k.

We know that |AFi(α)| ≤ 2n, and thus we land into a contradiction as the left
hand side is always less than or equal to the right hand side. (Even taking the
maximum value 2n, we get that the left hand side is equal, but cannot be greater
than the right hand side.) Thus the proof. ut

Therefore, we have the following result that shows that the definition of trans-
parency order is actually redundant and it does not depend on β. The proof
follows from Propositions 1, 2.

Theorem 1. TO(F ) = τ0F = m− 1
22n−2n

∑
α∈Fn∗

2
|
∑m
i=1AFi(α)|.

4 Critically analyzing TO for Multi-bit DPA Attack

The output of the s-box becomes F (x ⊕ K̇) from β, where β is the precharge
logic value that is fixed with the system, i.e., β is constant. So, the number of
bits, changed after storing the s-box output bits is H(F (x⊕ K̇)⊕ β). The basic
idea of DPA works as follows.

Let us concentrate on the j-th output bit of the s-box. Given any key K
(which may or may not be the correct key K̇), we put the power related infor-
mation in two bins depending on the value of Fj(x⊕K). As in [15], for theoretical
analysis, the Hamming weight of F (x ⊕ K) ⊕ β can be considered as a logical
model for the power related information. The difference of average value in the
two bins is

∆K,K̇(j, β) =
1

|SK,1|
∑

x∈SK,1

H
(
F (x⊕ K̇)⊕ β

)
− 1

|SK,0|
∑

x∈SK,0

H
(
F (x⊕ K̇)⊕ β

)
,

where SK,0 = {x|Fj(x⊕K) = 0} and SK,1 = {x|Fj(x⊕K) = 1}.
Note that most of the practical s-boxes are balanced, i.e., every coordinate

function Fj is balanced, as well as every component functions of the form Fi⊕Fj



is balanced. [15] too considered balanced s-boxes, and for a balanced s-box F we
have

∆K,K̇(j, β) =
1

2n

(−1)βjAFj (K ⊕ K̇) +

m∑
i=1,i6=j

(−1)βiCFi,Fj (K ⊕ K̇)

 , (2)

In single-bit DPA attack the expression ∆K,K̇(j, β) is calculated for a fixed
index j and for all hypothesesK ∈ Fn2 . In the multi-bit case, the latter calculation
is done for every j ∈ [1..m]. This actually leads to the processing of the following
quantity δK,K̇(β) [15, Equation (10)]:

δK,K̇(β) = |
m∑
j=1

∆K,K̇(j, β)|. (3)

For K 6= K̇, we have:

δK,K̇(β) =
1

2n

∣∣∣∣∣∣
m∑
j=1

m∑
i=1

(−1)βiCFi,Fj (K ⊕ K̇)

∣∣∣∣∣∣ . (4)

And, for K = K̇, we have:

δK̇,K̇(β) =

∣∣∣∣∣∣
m∑
j=1

(−1)βj

1 +
1

2n

m∑
i=1,i6=j

(−1)βi⊕βjCFi,Fj (0)

∣∣∣∣∣∣ , (5)

and we also have δK̇,K̇(β) =
∣∣∣∑m

j=1(−1)βj
∣∣∣ = |m− 2H(β)|. Then [15] considered

TO(F ) = max
β∈Fm2

τβF , where τβF =
1

2n − 1

∑
K∈Fn2 \{K̇}

(
δK̇,K̇(β)− δK,K̇(β)

)
. (6)

[15] further made a strong assumption: The cross-correlation terms CFi,Fj (K⊕K̇)

can be considered to be zero for every i 6= j and every (K, K̇). For a balanced
s-box and with this assumption, TO(F ) takes the form of (1).

Clearly, this assumption is not true as we cannot have all the values zero in
cross-correlation spectrum in general.

5 Redefining TO: considering cross correlation terms and
modifying δK,K̇(β)

We already have discussed that we must consider the cross correlations terms in
∆K,K̇(j, β), however that still does not remove the redundancy in the modified
definition of TO . So we also redefine δK,K̇(β) and propose δK,K̇(β):

δK,K̇(β) =

m∑
j=1

|∆K,K̇(j, β)| . (7)



For balanced s-box, and for K 6= K̇, Equation (4) becomes:

δK,K̇(β) =
1

2n

m∑
j=1

∣∣∣∣∣
m∑
i=1

(−1)βi⊕βjCFi,Fj (K ⊕ K̇)

∣∣∣∣∣ , (8)

which leads to the following new version, called TO(F, β),

TO(F, β) = m− 1

2n(2n − 1)

∑
a∈Fn∗

2

m∑
j=1

∣∣∣∣∣
m∑
i=1

(−1)βi⊕βjCFi,Fj (a)

∣∣∣∣∣ , (9)

where a = K ⊕ K̇ in (8).

Remark 1. We still have TO(F, β) = TO(F, β).

We eventually deduce the following new definition of the TO criterion:

Definition 1 (Improved Transparency Order). Let F be a balanced n×m
function. Its improved transparency order is the coefficient TO(F ) defined by:

TO(F ) = max
β∈Fm2

m− 1

22n − 2n

∑
a∈Fn∗

2

m∑
j=1

∣∣∣∣∣
m∑
i=1

(−1)βi⊕βjCFi,Fj (a)

∣∣∣∣∣
 . (10)

For the 8 × 8 s-box (the inverse function) used in AES [8], the minimum
value of TO(F, β) is 6.82083 which is at β = βmin = (0, 0, 0, 1, 0, 0, 1, 1) and
its complement, whereas the maximum value 6.91605 is achieved at βmax =
(0, 1, 1, 1, 1, 1, 1, 0) and its complement. Thus We hence deduce that the TO of
the AES s-box is TO(F ) = 6.91605. Needless to say these values are different
from TO as proposed in [15]. In Table 1, we present TO(F ) values for eight 4×4
s-boxes belong to PRINCE [2].

s-box βmax (as integer) TO(F ) βmin (as integer) TOmin(F )

s-box-1 0 2.46667 1 1.63333

s-box-2 2 2.56666 1 1.7

s-box-3 2 2.53333 1 1.66667

s-box-4 4 2.46667 1 1.56667

s-box-5 4 2.53333 2 2.16667

s-box-6 0 2.46667 6 2.1

s-box-7 6 2.5 5 2.23333

s-box-8 2 2.66667 7 2.2

Table 1. Maximum (corresponding to βmax) and minimum (corresponding to βmin)
values of TO(F, β) as β varies over F4

2 for the eight PRINCE s-boxes.

6 Practical Soundness of the Transparency Order

6.1 Attack Simulations

This section aims to confront the notion of (revised) transparency order with
attack simulations. Essentially, our goal is to study to what extent the low trans-



parency order of an s-box impacts the efficiency of a side channel attack against
its processing.

We first performed CPA attack simulations against the 8 PRINCE s-boxes listed
in Table 1. We think that the latter ones are good targets for our study since their
minimum transparency order are reasonably different and ranges from 1.56667
(for s-box 4) to 2.23333 (for s-box 7). In these first tests campaign, we choose
to simulate the information leakage in the classical Hamming Distance model
with Gaussian noise. Namely, the leakage L(X ⊕ K̇) related to the processing of
the s-box output F (X + K̇) equals H(F (x⊕ K̇)⊕ β) +B, where B is a random
variable whose distribution is Gaussian with null mean and standard deviation
σ. The value β corresponds to the initial state of the memory before the writing
of F (x⊕ K̇). According to the discussion in previous sections, we assumed that
it can be chosen by the designer and, for each PRINCE s-box F , we selected it to
minimize TO(F, β) (see Table 1)5. Each hypothesis K on K̇ has been tested by
estimating the correlation coefficient It can be noticed that the initial content
β of the register is assumed to be known by the attacker, which makes sense
since it is part of the design parameters and therefore must be public according
to Kerckhoff’s rule. The number of leakage observations used to estimate the
correlation is denoted by N . Attacks have been tested for different amounts of
noise (namely for different standard deviations σ ∈ [1..10]). For each of them,
we estimated the minimum number of observations N required for the attack to
succeed with a probability at least equal to 0.9. As argued in [11], this is a sound
way to evaluate the efficiency of a side-channel attack. Results are reported in
Figure 1(a).
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Fig. 1. Minimum number of Messages (in y-axis) required to achieve a 90% success
rate versus the noise standard deviation (in x-axis)

It may be checked in Figure 1(a) that the transparency order impacts the
CPA attack efficiency in the Hamming distance model. This impact increases with
the noise and, for σ = 10, the attack efficiency (i.e., the number of traces) is
almost multiplied by 2.5 if we compare s-boxes 1 and 7. One can also observe

5 this should correspond to a maximum level of security.



that TOmin alone does not fully capture the resistance against CPA since sbox
1 seems to be always more resistant than sbox 4 whereas its TOmin is slightly
greater (1.663 versus 1.56).

In Section 5, we related the new notion of transparency to the multi-bit
DPA attack introduced in [1]. Since the latter attack is not equivalent to a CPA,
we ran a second attacks simulation campaign. The results are reported in Figure
1(b). As expected, they essentially confirm the results we had with the CPA: the
lower TOmin(F ), the higher the resistance against the attacks.

In the second phase of our simulations, we wanted to investigate the robust-
ness of the transparency order criterion against stochastic errors. In other words,
we studied the impact of an erroneous modelling on the s-box CPA resistance, by
performing CPA attack simulations against the fourth and the seventh PRINCE s-
boxes6 under the assumption that the information is not leaking in the Hamming
distance model but in an erroneous version of it. Namely, for a fixed stochastic
error standard deviation σer chosen7 in {0, 0.2, 0.4, 0.6, 0.8, 1.0}, we simulated
the leakage L(X ⊕ K̇) such that:

L(X ⊕ K̇) = ϕ(F (X ⊕ K̇)⊕ β) +B , (11)

where ϕ is a function defined for every y ∈ F4
2 by ϕ(y) = HW(y) + ε with ε

randomly generated according to a normal distribution with mean 0 and stan-
dard deviation σer. The variable B still refers to an independent Gaussian noise
with 0 mean and standard deviation σ. For the processing of the predictions,
we kept the Hamming weight model (the adversary is not assumed to know the
erroneous leakage model). The results of our CPA attack simulations are reported
in Figure 2 (bins in dark blue correspond to s-box 4 whereas those in light blue
correspond to s-box 7, for each standard deviation σ – in x-axis – there is one
bin for each stochastic error σer in {0.0, 0.2, 0.4, 0.6, 0.8, 1.0}).
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Fig. 2. CPA in presence of stochastic error - Minimum number of Messages (in y-axis)
required to achieve a 90% success rate versus the noise standard deviation (in x-axis)

6 those s-boxes correspond to the two opposite extrema in terms of TOmin(F ).
7 These standard deviations correspond to j% of the mean H(y) when y ranges uni-

formly over F4
2 and j ∈ {0, 10, 20, 30, 40, 50}.



It may be checked that the fourth s-box, which has minimum TOmin(F ),
stays more resistant than the seventh s-box for any stochastic error and the noise
standard deviation. More interestingly, our simulations show that the difficulty
of attacking s-box 4 increases more quickly with the stochastic error than for s-
box 7. Actually, for a stochastic error greater than or equal to 0.8, a 90% success
rate was achieved against s-box 4 only when the noise standard deviation was
equal to 1. For greater noise standard deviations (and for σer ≥ 0.8), this success
rate was never achieved by CPA attacks with less than 500 000 traces.

7 Conclusions

In this paper we have critically analyzed the definition of transparency order
originally introduced in [15]. We have exhibited several inconsistencies in the
definition as well as in the interpretation of the definition that went unnoticed
for a long time. Through our analysis we have revised the definition and shown
the practical soundness the revised definition.

As shown by our simulations, the (minimum) transparency order is indeed
related to the resistance of the s-box implementation against side channel at-
tacks like the CPA or the multi-bit DPA. Choosing s-box with the minimum trans-
parency order and using precharge value β for which the minimum is achieved
seems therefore a good defense strategy. From this point of view, our simula-
tions confirm our theoretical analysis. However, our simulations also show that
a small minimum transparency order is not sufficient alone to achieve a satisfy-
ing resistance level against CPA: in the most favourable situation (Figure 1(a),
no stochastic error and a great amount of noise), the number of needed observa-
tions to attack the s-box output is “only” multiplied by 2.5 when considering the
two extreme cases of s-boxes 1 and 7. This is definitely not sufficient in practice
where one usually expects that no attack succeeds with less than 1 million obser-
vations (or even more). As a conclusion, choosing s-boxes with small minimum
transparency order is a good strategy if it is combined with other classical coun-
termeasures like e.g., masking [6], shuffling [16] or threshold implementation
[14].

We have also noted that the (revised) TO is not invariant for affine equivalent
s-boxes. Detailed results on this will appear in the full version of the paper.
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