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Abstract Wireless sensor networks (WSNs) have been of
very high interest for the research community since years,
but the quest for deploying a self-sustained network and ef-
fectively prolonging its lifetime has not found a satisfac-
tory answer yet. Two main approaches can be identified that
target this objective: either “recharging” or “replacing” the
sensor nodes that are running out of energy. Of particular
interest are solutions where mobile robots are used to ex-
ecute the above mentioned tasks to automatically and au-
tonomously maintain the WSN, thus reducing human inter-
vention. Recently, the progress in wireless power transfer
techniques has boosted research activities in the direction
of battery recharging, with high expectations for its applica-
tion to WSNs. Similarly, also sensor replacement techniques
have been widely studied as a means to provide service con-
tinuity in the network. Objective of this paper is to investi-
gate the limitations and the advantages of these two research
directions. Key decision points must be identified for effec-
tively supporting WSN self-maintenance: (i) which sensor
nodes have to be recharged/replaced; (ii) in which order the
mobile robot is serving (i.e., recharging/replacing) the nodes
and by following which path; (iii) how much energy is de-
livered to a sensor when recharged. The influence that a set
of parameters, relative to both the sensors and the mobile
robot, on the decisions will be considered. Centralized and
distributed solutions are compared in terms of effectiveness
in prolonging the network lifetime and in allowing network
self-sustainability. The performance evaluation in a variety

L. Militano B, A. Molinaro and A. Iera
DIIES Dept., Mediterranea University of Reggio Calabria, Italy
Tel.: +39 0965875276
Fax: +39 0965875247
E-mail: name.surname@unirc.it

M. Erdelj and N. Mitton
Inria Lille-Nord Europe, France
E-mail: name.surname@inria.fr

of scenarios and network settings offers the opportunity to
draw conclusions and to discuss the boundaries for one tech-
nique being preferable to the other.
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1 Introduction

Wireless sensor networks (WSNs) are nowadays deployed
for a large variety of applications and are still gaining in-
terest in several fields [2]. The network usually consists of
battery-powered wireless devices, with sensing and commu-
nication capabilities, that collect data about the environment
or an event of interest (e.g., temperature, light, movement)
and relay data toward a “sink” in a multi-hop manner [20].
Research in this field has been active for years, and still sev-
eral open issues are waiting for valid solutions [25]. Besides
the constraints in terms of processing power and storage ca-
pacity, the most important issue in WSNs is the limited bat-
tery duration of sensors and the consequent limited network
lifetime.

As a consequence, WSN deployments should cope with
the problem of sensor isolation and multiple deaths of nodes
over the time. To manage such issues, solutions should ei-
ther prevent or resolve these anomalous situations. How cru-
cial the death of a single sensor node can be for the net-
work, is related to the definition of network lifetime for a
specific application. In this paper, we focus on the restric-
tive cases when the network lifetime is determined by the
first dying node; in this case the objective of a network self-
maintenance solution is to prevent any single node from run-
ning out of energy. In order to succeed in this task, sen-
sor nodes should be “refilled” with energy or “replaced”
with a new node prior to their battery exhaustion. In particu-
lar, sensor recharging is a technique for sensor lifetime pro-
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longation that implies the process of directly or wirelessly
recharging sensors’ battery, whereas sensor replacement is
the process of physical replacement of the entire sensor de-
vice or its battery unit. Noteworthy, when WSNs are being
deployed in hardly accessible areas, or where human inter-
vention is costly to carry out recharging/replacement tasks,
the use of mobile robots for automatic and autonomous WSN
maintenance becomes of high interest; this is the reference
scenario for this paper.

The research in the direction of sensor recharging has
been fueled by the recent evolution in wireless power trans-
fer techniques [5]-[6]. The recharging solutions still have
some issues to solve, mainly related to the best route the
mobile robot has to follow to refill the battery of exhausting
sensors. On the other hand, the alternative technique of sen-
sor replacement has additional practical limitations related
to the number of sensors a mobile robot can carry around
simultaneously. This aspect can be very limiting in applica-
tions where the sensing hardware is not dimensionally small.

Solutions will be proposed for answering key questions
such as: (i) which sensor nodes are to be recharged/replaced;
(ii) which order the robot is going to follow to serve (i.e.,
recharge or replace) the nodes and which delivery route is
chosen; (iii) how much energy is delivered to a sensor when
recharged. Several parameters (such as battery capacity of
the mobile robot, time needed to recharge the nodes, num-
ber of nodes in the network, battery power consumption,
and network topology) influence the effective system design.
The most important among them will be duly taken into ac-
count in our research.

The remainder of the paper is organized as follows. The
next section gives an overview of the related work relevant
to node recharging and replacement techniques to prolong
the network lifetime. In Section 4 a detailed overview and
definition of system settings, parameters of interest, and ob-
jectives for the present work is given. Sections 5 and 6 de-
scribe the proposed solutions to the raised problem, when
either recharging or replacement techniques are adopted. In
Section 7 a performance evaluation for the proposed solu-
tions is presented, and final remarks in Section 8.

2 Related Work

Energy conservation solutions in WSN is a widely investi-
gated topic in the literature [7], [3], [1], [11], [24] as the
limited energy storage capacity of sensors requires solutions
that either solve or alleviate the impact on the service conti-
nuity in a WSN. Besides the two approaches discussed in
this paper, also energy harvesting techniques that convert
ambient energy (for instance, solar, wind, thermal or vibra-
tion energy [15]) into electrical energy could be applied.
However, even if the results seem to be promising, in many

cases their success is limited due to the environment depen-
dent technology and the strong requirements for practical
deployment.

2.1 Node Recharging Solutions

The ability to transfer electric power from one storage de-
vice to another one [5] or to multiple devices [6] without any
plug or wire, and in non-line-of-sight conditions, is indeed
revolutionary. In fact, these novel techniques pave the way
for a plethora of innovative applications and service when
recharging of battery-driven devices is of vital importance
for the system sustainability (e.g., border surveillance, se-
curity monitoring, agents-based patrolling, real-time fire de-
tection).

Particular attention has been devoted to these techniques
by the WSN research community, where self-sustainability
and network lifetime are topics of utmost importance. This
is witnessed, for instance, by recent works in [14], [22] and
[23] where the authors propose very powerful solutions for
network self-sustainability based on wireless power transfer
between devices. In particular, in [14] and [22] the authors
present a system model where a recharging vehicle visits
all the nodes in the network to fully recharge them. In the
proposed solution, using a vehicle instead of a mobile robot
gives some degrees of human intervention in the network.
An optimization problem is modeled to maximize the time
the vehicle is not active over the time it is driving around
the network to recharge the nodes. A key assumption for
the proposed model is that the vehicle has infinite energy
to recharge the nodes; this assumption guarantees that the
vehicle fully recharges the whole network in every visiting
cycle. In their contributions the authors show that, under cer-
tain conditions and network settings, the network is actually
“immortal” in the sense that no sensor is ever running out of
battery, which is a very promising result.

In [23] the problem is extended by considering the pos-
sibility to divide the network area into cells and recharge
more nodes simultaneously. While this solution clearly im-
proves the network performance, still the scalability remains
an issue since for larger number of nodes always a limiting
condition exists where a single vehicle is not able to find a
solution that guarantees the network immortality.

The wireless power transfer technology has been studied
in other contributions as well. In particular, in [12] with the
objective to prolong the network lifetime, the effects of dif-
ferent configurations and design parameters are studied in
a scenario where a robot delivers energy to single sensors.
The robot has a limited battery capacity and it has to find
the optimal charging sequence, that is the sequence of nodes
to visit and recharge. At the same time, the amount of time
to recharge sensors is not fixed and needs to be defined. Var-
ious traveling and charging algorithms are compared show-



Recharging vs. Replacing Sensor Nodes Using Mobile Robots for Network Maintenance 3

ing the beneficial effect of simultaneously considering the
robot movement plan and the residual energy of each sensor
nodes in every instant of time. Nevertheless, prolonging the
network lifetime and immortality is not guaranteed; this re-
sult showing that further investigation in this field is strongly
needed.

2.2 Node Replacement Solutions

Node replacement is a valid alternative to be considered when-
ever a sensor node fails due to different reasons (e.g., run-
ning out of energy, hardware crash, etc.). A viable approach
to node replacement is to fill sensing holes by relocating re-
dundant nodes in the network. To implement this solution
either sensors mobility is required [18] or a mobile robot
can be used to discover holes and replace out-of-work nodes
in the network [8]. A challenging issue for the latter solu-
tions is to allow mobile robots to precisely navigate toward
the interested sensor nodes. This aspect is analyzed in [13],
where a solution based on the received signal strength al-
lows to determine the direction taken by the mobile robot. A
further alternative to cope with sensing holes is proposed in
[9], where a small number of mobile robots is used to replace
failed sensors with new ones. This is particularly interesting
when nodes are static and have no possibility to relocate au-
tonomously. In particular, the authors propose both central-
ized and distributed algorithms for detecting and reporting
sensor failures, and coordinating the movement of robots to
minimize the motion energy and the messaging overhead.

A different approach is proposed in [17] and [16], where
a node reclamation and replacement strategy is presented.
A mobile repairman (a robot or a human labor) periodi-
cally replaces sensors with low or null energy with fully
charged ones. The retrieved sensors are then recharged at
a base station. In particular, in [17] the reference scenario
considers multiple sensors near the same location and sev-
eral sensing locations in the system. The solution is based
on a two-tier scheduling; the global-tier scheduling calcu-
lates the travel schedule and the number of sensors to be re-
claimed/replaced; the local-tier scheduling regards the local
activity scheduling of the sensors in the group. While the
two-tier solution is interesting in general, for the scenario
studied in the paper, the sensor nodes are allowed to die be-
fore being replaced, as long as the sensing quality in the
group they belong to meets the system requirements. In [16]
the same research is extended to consider also network area
coverage instead of point coverage, where single points of
interest are monitored within a network, as studied in [17].

3 Motivations and Objectives

As described in the previous sections, both node recharg-
ing and node replacement techniques seem to be valid ap-
proaches to prolong the network lifetime in WSNs. An in-
vestigation on the key aspects, on the limitations and the
advantages of these two research directions would offer the
network designer useful information to deploy and manage
a WSN. The focus of this paper is limited to a single mobile
robot moving around the network to carry out the task of
recharging/replacing energy endangered sensors. The scope
of the analysis is oriented on highlighting the different solu-
tions and approaches that can be proposed to model a WSN
maintenance based on either of these techniques.

A first classification of the possible solutions discerns
between centralized and distributed approaches. This clas-
sification refers to the recharge/replace decisions taken by
the mobile robot. With a centralized approach decisions are
taken at the base station, which then provides the mobile
robot with instructions on the best way to visit the nodes that
need assistance. This implies some information processing
at the base station, as it is supposed to have full-knowledge
of the state of the network. This is a reasonable assump-
tion under the hypothesis of sending energy state informa-
tion from the sensors to the base station through the WSN.
A distributed approach, instead, leaves space to the robot to
implement its own method to visit the nodes. These choices
will be performed step-by-step, based on the information the
mobile robot collects from sensors in its sensing range and
current energy conditions of nodes and mobile robot.

For any of the approaches to implement, a WSN mainte-
nance solution is required to answer the following questions:

1. Which nodes will be visited by the robot for maintenance
purposes?

2. In which order should the nodes be visited by the robot?
3. How much energy should each visited node receive from

the robot? Only in case of energy recharging solutions,
the amount of energy to be transferred to the sensor nodes
to prolong the network lifetime shall be defined.

In particular, the first two questions yield for any of the
considered approaches, whereas the third question refers only
to recharging techniques. Examples of study cases that can
be identified are: (i) the mobile robot has the possibility
to reach and fully serve (when recharging this means fully
recharge the battery of the sensor) all nodes requiring assis-
tance, (ii) the mobile robot has not the possibility to reach
and serve all nodes requiring assistance due to its low en-
ergy for movement or long distances between the sensors,
(iii) the mobile robot can reach and serve all nodes requir-
ing assistance, but has not the possibility to replace all nodes
or recharge the nodes fully due to low energy or low number
of sensors for replacement available, (iv) the time available
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to the mobile robot for recharging the sensors is enough to
visit all sensors requiring assistance, but they cannot be fully
recharged.

Solutions will be proposed for any of the study cases,
and the performance evaluation presented in this paper aims
at evaluating the proposals in a variety of scenarios and net-
work settings. In particular, the boundaries for one technique
being preferable to the other will be investigated, whereas
the choices relevant to robot movement and served node se-
lection will be compared and discussed.

4 Reference System Overview and Assumptions

In this section, basic notions and background information
about the considered WSN are introduced to support and
guide the reader through our analysis. An assumption that
simplifies the analysis is to consider heterogeneous sensor
networks, with static sensors of different types (sensing tem-
perature, luminosity, movement, radiation, etc.) but with equal
power consumption law and recharge rate. We assume that
all nodes start with the same energy level, while their energy
consumption depends on the sensing and message broad-
casting activities within the WSN. Furthermore, each sen-
sor piggybacks energy status and consumption information
jointly with the data in the messages transmitted to the sink
(or base station).

4.1 Sensors

We refer to the ith sensor node with notation S i, and to its po-
sition in the network by its Euclidean coordinates S i(xi, yi).
Given two sensor nodes S u and S v with positions S u(xu, yu)
and S v(xv, yv), we say that sensors S u and S v can commu-
nicate if their Euclidean distance d(S u, S v) is less than the
sensor communication range rc that is supposed to be the
same for all the sensors. Consequently, the WSN can be
represented as a graph G(V,E), where V is the set of sen-
sor nodes (including the sink) and E is the set of edges,
E = {(S u, S v) ∈ V | S u , S v ∧ d(S u, S v) ≤ rc}. We de-
note by |V| the number of sensors inV.

In order to have a realistic evaluation of the energy con-
sumption in the network, we consider a WSN where every
sensor S i generates a message about the event it has sensed
with a frequency Fi. After the message is generated, it will
be transmitted toward the data sink in a multi-hop manner
with a sensor transmitting at instant t at a rate Ti(t). In terms
of power consumption, sensing and transmitting activities
of sensor i are characterized by Ps

i and Pt
i, respectively. Any

multi-hop transmission in a WSN requires message relaying
policies and represents an important source of sensor energy
consumption.

Table 1 Notations for sensor node S i.

Notation Explanation
S i(xi, yi) Position in Euclidean coordinates
rc Communication range
Fi Information sampling rate
Ti(t) Transmission rate in instant t
Ps

i Sensing power consumption
Pt

i Transmission power consumption
Li(t) Expected lifetime at instant t
Ei(t) Residual energy at time t
Emaxi Maximum energy that can be stored in the battery
Emini Minimum energy threshold for being active
Rch Battery recharging rate (assumed equal for all sensors)
Pi(t) Total power consumption equal to: Ps

i Fi + Pt
iTi(t)

During network operations, some of the sensors will in-
evitably run out of the energy and, thus, possibly jeopardize
the whole network functional behavior. The expected sensor
lifetime at time t, i.e., Li(t), is defined as the time between
the sensor start-up, i.e., its “birth”, when its current battery
is fully charged, Ei(t) = Emaxi, until its “death”, when
its energy level falls below the minimum energy threshold
Emini. Similarly, the network lifetime is defined as the time
between the “birth” of the sensor network until the first in-
terruption of the sensing activity of a single sensor in the
network [4,19].

The Recharging procedure of a generic sensor i is char-
acterized by a recharging duration T ch

i that depends on the
amount of energy transferred to the sensors. In particular,
to fully recharge a sensor with maximum energy capacity
Emaxi, current battery energy level Ei(t) at time t, and a
recharging rate Rch of the battery, we have that:

T ch
i =

Emaxi − Ei(t)
Rch .

Replacement is, instead, characterized by the time T r re-
quired by the implemented replacement technique/process
of the mobile robot. Table 1 summarizes the further infor-
mation of interest relevant to a sensor node i.

In the context of this paper, the specific technique adopted
to recharge or replace is not very relevant. In fact, the pa-
rameter that actually makes the difference between the two
techniques is the required time to carry out the task. For the
implementation of both types of analysed techniques, we
consider the use of a mobile robot (instead of a vehicle or
a human) so that human intervention is minimized.

4.2 Mobile robots

A mobile robot is a mobile robotic platform capable of mov-
ing across the positions of target sensor nodes for mainte-
nance purposes. In this paper a mobile robot is designated
by the notation R and it is characterized by its Euclidean po-
sition within the network R(x, y) and a sensing range rs. We
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assume that the base station is the energy source for the mo-
bile robot and the sensors: the robot can be charged directly
by visiting the base station, while sensor nodes are charged
indirectly via the mobile robot. Moreover, we assume that
the time needed for a robot to recharge/replace its own en-
ergy sources at the base station T replace is set to zero. This
can for instance be implemented by swapping the robot at
the base station where a fully charged robot is waiting to
take the place of the exhausted incoming robot.

Table 2 Notations for mobile robot R.

Notation Explanation
R(x, y) Position in Euclidean coordinates
Emaxm Total energy available for movement
Em(t) Remaining energy for movement at time t
Emaxr Total energy available for recharging
Er(t) Remaining energy for recharging at time t
Nmaxr Maximum number of sensor nodes for replacement
T r Time needed to replace a sensor node
Pm Power consumption for movement
Vm Movement speed
Pr Power consumption for recharging
T replace Time for own battery recharge/replacement
rs Sensing range

The mobile robot is characterized by a movement speed
Vm and a power consumption for movement Pm. When recharg-
ing a sensor node, the mobile robot has a power consump-
tion Pr. A further contribution to the power consumption of
a mobile robot is the operation power consumption, but this
is very small and set to zero for simplicity in the analysis. A
distinction has to be made between the cases when a robot
uses the same or a different energy source for movement and
recharging. The choice in this paper is to keep the two en-
ergy sources separated, as the energy consumption due to the
movement of a mobile robot is not negligible. In particular, a
mobile robot will have a distinct amount of energy available
for movement and recharging, i.e., Emaxm and Emaxr re-
spectively. Thus, when modeling any maintenance solution,
the energy constraints set by the current remaining energy
at time t for recharging and movement should be considered
separately, i.e., Er(t) and Em(t) respectively. Instead, when a
replacement technique is implemented, the energy dedicated
to recharging is not of interest. In particular, this constraint
is replaced by a limitation on the number of node replace-
ments nodes Nmaxr the mobile robot can perform, whereas
T r is the time needed to replace a sensor node. All assumed
robot features are summarized in Table 2.

5 Node Recharging Techniques

In all the solutions presented next, a mobile robot reaches
the exact position of a sensor in the network. Moreover,

we assume that when the robot stops at a recharging posi-
tion only the targeted sensor will be recharged. With this as-
sumption we will obtain a lower bound performance for any
proposed solution. In fact, in dense scenarios where multi-
ple sensors can simultaneously be recharged by the mobile
robot, the performances in terms of network lifetime pro-
longing potentialities are expected to be higher as discussed
in [23].

5.1 Centralized Approach for Node Recharging

According to this approach, a mobile robot collects at the
base station all the instructions it has to fulfill in the next
maintenance cycle, including the exact path to follow to recharge
the nodes in need of assistance. The input information taken
into account is: the set of energy- endangered nodes, i.e., the
nodes that will die if not recharged in the next maintenance
cycle; the amount of energy spent on recharging a sensor;
and the energy spent by the robot to move toward the sen-
sor.

Noteworthy, finding an optimal tour where each energy
endangered node is visited once per tour and provided with
the required energy is an NP-Hard problem, as it can be
modeled as a well-known Traveling Salesman Problem (TSP)
[10]. Therefore, we propose heuristic algorithms to solve the
problem. In view of this, the energy constraints set by the
mobile robot for movement and the energy to be transferred
to the sensors are mapped onto the corresponding required
time. In particular, we will consider the total time available
to the robot to move as the fraction of the maximum en-
ergy available for movement and the power consumption

for movement:
Emaxm

Pm . Similarly, the total time available
to recharge the sensor nodes is evaluated as the fraction of
the maximum energy available to recharge and the power

consumption in recharging:
Emaxr

Pr .

Considering the problem in terms of time, we introduce
a key parameter for the centralized approaches. In particu-
lar, we define a maintenance cycle duration T as the time
between two consecutive visits of the robot at the base sta-
tion. This time is available to the robot to perform the main-
tenance tasks and it will be split into the time needed for
moving operations to reach the sensor nodes, and the time
needed fr recharging operations. The proposed solutions are
also requested to define how this time T is used by the mo-
bile robot.

To the purpose, any recharging centralized technique op-
erates by answering the three key questions listed in Sec-
tion 3 as detailed in the following and summarized in Algo-
rithm (1).
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Table 3 Sensor node list provided to the robot by the data sink at time t

Sensor Euclidean Minimum Maximum Residual Mean power Expected Battery
coordinates energy energy energy consumption lifetime recharge rate

1 S 1(x1, y1) Emin1 Emax1 E1(t) P1 = (E1(t − T ) − E1(t))/T L1(t) Rch

2 S 2(x2, y2) Emin2 Emax2 E2(t) P2 = (E2(t − T ) − E2(t))/T L2(t) Rch

... ... ... ... ... ... ... ...
n S n(xn, yn) Eminn Emaxn En(t) Pn = (En(t − T ) − En(t))/T Ln(t) Rch

Algorithm 1: Centralized node recharging algorithm.
Data: Set of sensor nodesV at time t
Result: Energy maintenance onV in every time cycle T

1 Travel Method ← random | closest | TS P
2 Nodes recharged ← FALS E for ∀i ∈ V do
3 if Li(t) < 2T then
4 Add S i toV∗

5 end
6 end
7 while Nodes recharged = FALS E do
8 switch Travel Method do
9 case random

10 T travel(V∗)← random algorithm onV∗

11 end
12 case closest
13 T travel(V∗)← closest algorithm onV∗

14 end
15 case TSP
16 T travel(V∗)← TSP algorithm onV∗

17 end
18 endsw

19 if
(
T travel(V∗) ≥ T

)
∨

(
T travel(V∗) >

Emaxm

Pm

)
∨

min
((

T − T travel(V∗)
)
,

(
Emaxr

Pr

))
<∑

i∈V∗

(
Emini + 2T Pi − Ei(t)

Rch

)
then

20 V∗ ←V∗\{S k} s.t. Lk(t) = max
q∈V∗

Lq(t)

21 else

22 if min
((

T − T travel(V∗)
)
,

(
Emaxr

Pr

))
≥∑

i∈V∗

(
Emaxi − Ei(t) − T Pi

Rch

)
then

23 maximize high sensor recharge policy onV∗

24 Nodes recharged ← TRUE
25 else
26 fully recharge all sensors inV∗

27 Nodes recharged ← TRUE
28 end
29 end
30 end

5.1.1 Nodes visited for maintenance

Based on the collected information, the base station, identi-
fies the set of sensors that need to be recharged in the next
time window of duration T . This set of nodes is denoted
by V∗. In particular, a sensor is considered as endangered,
and denoted by S ∗i , if its energy level in the next two time
windows Ei(t + 2T ) is expected to drop under the threshold

Emini. This means that a sensor is added to V∗ if its ex-
pected lifetime Li(t) is lower than 2T (please refer to lines
1-7 in Algorithm 1). The information collected by the base
station about nodes includes, therefore, also the mean power
consumption in the previous time window of duration T ,
see Table 3. Based on this information, the base station esti-
mates the expected lifetime of each sensor in the network.

5.1.2 Node visiting order

Once the set of endangered nodes is found, the path to visit
all the selected sensors within the time frame T must be de-
fined for the mobile robot. We propose three possible path
selection policies (please refer to lines 9-19 in Algorithm 1):

– random: the order of the sensors to visit is randomly cho-
sen;

– closest: the order of the sensors to visit is built by it-
eratively choosing the node with the lowest product of
the Euclidean distance from the current position and the
expected lifetime of the node;

– TSP: the path to cover is defined by an implementation
of the well-known Traveling Salesman Problem (TSP)
[10] solution.

As an example, in Fig. 1, an implementation of the three
solutions is plotted for a sample study case scenario with
eight sensors.

As a consequence of the definition of the mobile robot
path, the estimation of the time T travel(V∗) needed to cover
the selected path is possible. Moreover, also the required
energy for moving along the selected path can estimated:
Evisit(V∗) = T travel(V∗) · Pm. These values are useful to an-
swer the third question and identify the possible study cases,
as detailed next.

5.1.3 The amount of energy required by each visited node

For a successful energy recharging solution at least the min-
imum energy should be transferred to all the endangered
nodes so that they stay alive during the next time cycle of
duration T . When considering the energy constraints of the
mobile robot (both for recharging and for movement) and
those of the sensor nodes, four different study cases are iden-
tified. To best identify them, all parameters are analyzed in
terms of time, i.e., time to travel, time to recharge a sensor



Recharging vs. Replacing Sensor Nodes Using Mobile Robots for Network Maintenance 7

Base

S1

S2

S3

S4

S5

S6

S7
S8

R
Base

S1

S2

S3

S4

S5

S6

S7
S8

R

(a) Random path selection

Base

S1

S2

S3

S4

S5

S6

S7
S8

R

Base

S1

S2

S3

S4

S5

S6

S7
S8

R

(b) Path selection based on closest
node

Base

S1

S2

S3

S4

S5

S6

S7
S8

R

Base

S1

S2

S3

S4

S5

S6

S7
S8

R

(c) Path selection based on Travel-
ing Salesman Problem solution

Fig. 1 The robot calculates the path to follow considering only the sensors that need recharging. If sensors S 2, S 6 and S 8 do not require additional
energy, the robot follows a selected path providing the remaining sensors with energy.

with minimum or maximum energy, time corresponding to
the energy available at the robot for moving or recharging.

– Case 1: the time T travel(V∗) to visit all sensors in V∗

is larger then total cycle time T or the required energy
is larger than the energy available for movement at the
robot:(

T travel(V∗) ≥ T
)
∨

(
T travel(V∗) >

Emaxm

Pm

)
.

In this case, we propose to iteratively remove one of the
sensors to be recharged until the feasibility conditions
are met and the reduced set of sensors can be recharged,
in the hope that the removed nodes will survive (e.g., the
lifetime value was a pessimistic estimation of the real
value). In particular, the less critical nodes with the high-
est estimated lifetime Li(t) are removed from the set of
nodes to recharge V∗ (please refer to lines 20-21 in Al-
gorithm 1).

– Case 2: the available time to recharge the sensors inV∗,
is not enough to recharge them all with the minimum
required energy1. This condition is computed by evalu-
ating whether the sensors will have at time t +2T at least
Emini energy2:

min
((

T − T travel(V∗)
)
,

(
Emaxr

Pr

))
<

∑
i∈V∗

(
Emini + 2T Pi − Ei(t)

Rch

)
.

Also in this case, we propose to remove iteratively the
node with the highest estimated lifetime Li(t) from the

1 The time available to recharge a sensor is limited by the lower
of the values of two parameters: the spared time in cycle T during
the robot travel, the energy for recharging (mapped onto a time value)
available in the robots battery.

2 A 2T time is considered to cover the case of a sensor recharged at
the beginning of one cycle and then at the end of the next cycle.

set of nodes to recharge V∗ until the feasibility condi-
tions are met (lines 20-21 in Algorithm 1).

– Case 3: the time available to recharge the sensors inV∗,
is enough to recharge all the nodes fully1:

min
((

T − T travel(V∗)
)
,

(
Emaxr

Pr

))
≥

∑
i∈V∗

(
Emaxi − Ei(t) − T Pi

Rch

)
.

In this case the robot will visit all sensors and recharge
them completely (please refer to lines 26-28 in Algo-
rithm 1).

– Case 4: the time available to recharge the sensors inV∗,
is enough to recharge them all with minimum required
energy1, i.e., at time t + 2T the energy in the battery will
be at least Emini, but it is not enough to recharge them
all fully:

∑
i∈V∗

(
Emini + 2T Pi − Ei(t)

Rch

)
≤ min

((
T − T travel(V∗)

)
,

(
Emaxr

Pr

))

≤
∑
i∈V∗

(
Emaxi − Ei(t) − T Pi

Rch

)
.

In this case a policy is required to decide how to dis-
tribute the remaining energy among the sensors (see lines
23-25 in Algorithm 1). More details on the latter aspect
are given in Section 5.1.3.

Energy allocation solutions for Case 4 in centralized recharg-
ing solutions: This case is particularly interesting as several
possible policies can be adopted. A simple approach is to
equally distribute the energy (recharge time) among the sen-
sors. Differently, in the view of maximizing the number of
time windows in which they are not endangered, an alterna-
tive approach is to recharge some nodes fully, while guaran-
teeing the minimum energy to the others. Parameters such as
the power consumption or the expected lifetime may drive
the choice of the nodes to be fully recharged. A further al-
ternative is to adopt a weighted function that guarantees the
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minimum to all sensors, like in equation (1):

T ch
i =

(
Emini + 2T Pi − Ei(t)

Rch

)
+ (1)

ωi∑
i∈V∗
ωi

(T − T travel(V∗)
)
−

∑
i∈V∗

(
Emini + 2T Pi − Ei(t)

Rch

) ,
under the constraint that a sensor cannot be recharged with
more energy than its maximum capacity and by defining ωi

as the weight for a sensor node proportional, e.g., to its im-
portance, power consumption, or lifetime.

An analysis on sample random networks has been per-
formed to have some indications on the best policy to im-
plement. We compared solutions where the energy is shared
equally, or it is allocated proportionally to the lifetime ac-
cording to weighted function (1), as well as where some
nodes are fully recharged while others are not, according
to their expected lifetime Li(t). From this analysis we ob-
served that, especially for small number of nodes, the most
performing solution is the one we hereinafter call maximize
high solution. According to it, the residual energy is used
to fully recharge as many sensors as possible , by following
an ordering from the highest expected lifetime Li(t) to the
lowest expected lifetime of the sensors.

5.2 Distributed Approach for Node Recharging

In the distributed approach, adopted solutions are not de-
cided by the base station, and the robot will autonomously
decide how to recharge the sensor nodes. This stepwise choice
will be based on the information (updated over the time) it
collects from the sensors in its sensing range.

5.2.1 Nodes visited for maintenance

A new node is visited if and only if the robot energy avail-
able for movement is enough to visit the selected node and
reach the base station, if needed, to recharge itself.

5.2.2 Node visiting order

We propose three different algorithms for the selection of
the next sensor to recharge. A graphical overview of the pro-
posed solutions is given in Fig. 2, where in a sample network
scenario with eight sensors the mobile robot at the base sta-
tion makes the first node selection. The proposed solutions
are listed below:

– random: the next sensor the mobile robot will visit is
randomly chosen based on the known information;

– minenergy: the sensor with the current minimum energy
level is selected as the next node to visit;

– minlife: the sensor with the current minimum expected
lifetime is selected as the next node to visit.

5.2.3 The amount of energy required by each visited node

In all of the cases listed above, when a sensor is visited the
robot will recharge it fully. Moreover, at each time instant it
is checked if the energy needed to recharge the selected node
is available and if the residual energy for moving in the robot
is enough to reach the selected node and then go back to the
base station. If both conditions are not met, then the mobile
robot will go back to the base station to recharge/replace its
own power supplies.

The distributed recharge algorithm is summarized in Al-
gorithm (2). In particular, by starting from the base station,
the next node to visit derives from the adopted method ran-
dom, minenergy or minlife (see lines 1-22 in Algorithm 2).
Then, the energy the robot requires to move toward the se-
lected node and move back to the base station is computed
(see line 23). Also the energy to fully recharge the targeted
node is computed (see line 24). If the power available at the
mobile robot is not enough to satisfy both energy require-
ments, then the selected node is not served and the mobile
robot moves back to the base station to replace its own power
supply (see lines 25-31). Otherwise, the selected node is vis-
ited and fully recharged, and the mobile robot is ready to
choose the next node to visit (see lines 33-35 in Algorithm
2).

6 Node replacement techniques

When analyzing the node replacement techniques, two main
differences must be considered with respect to the recharg-
ing based solutions. The first one is that the time needed to
replace a sensor T r is generally much lower than the time
needed to fully recharge. The second main difference is in
the constraint to be set on the maximum number of sensors
a mobile robot can carry Nmaxr, which replaces the maxi-
mum amount of charging energy a robot can spend Emaxr.

6.1 Centralized Approach for Node Replacement

Also for sensor nodes replacements, the mobile robot will
collect all the instructions about the tasks to fulfil in the next
maintenance cycle of duration T at the base station. The
analysis on the mobile robot energy needed for movement
will, again, be performed based on the corresponding time
duration. When replacing techniques are implemented, only
the following two issues need to be addressed.

6.1.1 Nodes visited for maintenance

Similarly to the recharge based solutions, the base station
collects all the information needed to find the set of sensors
V∗ to substitute in the next time window of duration T . Also
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(c) Next node selection based on ex-
pected lifetime

Fig. 2 The path to follow for the robot is calculated stepwise based on the knowledge gathered from the coverage range of the robot.

in this case, a sensor S i is considered as endangered, denoted
by S ∗i , if its energy level in the next two time windows Ei(t+
2T ) is expected to drop under the threshold Emini.

6.1.2 Node visiting order

Also for the replacement case, three different solutions dis-
cussed in section 5.1 are considered for the traveling path of
the mobile robot, namely random, closest and TSP.

In Algorithm (3) all the steps of the replacement algo-
rithm are illustrated. Note that the occurring cases for re-
placement solutions differ from those of the recharging so-
lution and are listed below:

– Case 1: either the time to visit all nodes in V∗ is larger
than total cycle time T or the energy required to cover
the complete distance is more than that available in the
robot (the condition is also here expressed in terms of
time needed):(

T travel(V∗) ≥ T
)
∨

(
T travel(V∗) >

Emaxm

Pm

)
.

Similar to recharge based solutions, in these cases we
propose to iteratively remove fromV∗ one of the sensors
to be replaced until the feasibility conditions are met.
In particular, the node with the highest estimated life-
time Li(t) is removed from the set of nodes to recharge
V∗ (see lines 19-20 in Algorithm 3). Obviously, this
is an emergency situation where the proposed solution
is implemented in the hope that the removed sensors
will somehow survive (e.g. the lifetime value was a pes-
simistic estimation of the real value).

– Case 2: the robot has not sufficient nodes to replace all
endangered senors:

Nmaxr < |V∗|.

Also in this case we propose to iteratively remove one of
the sensors to be replaced until the feasibility conditions
are met (we fall again in the condition stated in lines 19-
20 in Algorithm 3).

– Case 3: the time available to replace the sensors is not
enough to replace them all:(

T − T travel(V∗)
)
< (|V∗| · T r) .

As for the other problematic cases one or more nodes
will be removed fromV∗ until the feasibility conditions
are met (same condition stated in lines 19-20 in Algo-
rithm 3).

– Case 4: the time available to replace the sensors is enough
to replace them all and the number of available replace-
ment sensors is sufficient:((

T − T travel(V∗)
)
≥ (|V∗| · T r)

)
∧ (Nmaxr ≥ |V∗|) .

In this case, all nodes inV∗ are replaced and the mobile
robot moves back to the base station for the next main-
tenance cycle (see lines 21-23 in Algorithm 3).

6.2 Distributed Approach for Node Replacement

6.2.1 Nodes visited for maintenance

A mobile robot makes stepwise decisions based on the in-
formation gathered from the nodes in its sensing range. A
difference from the recharge based approach is that now a
threshold value is set on the residual energy to consider a
node “in need of replacement”. This avoids the inefficient
behavior of a robot replacing sensors with almost full bat-
tery. The threshold value we consider in this analysis is two
times the minimum energy for sensing 2 · Emini (see Al-
gorithm (4)). However, this value could be tuned according
to the operational scenario, to improve the efficiency of the
replacement algorithm.
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Algorithm 2: Distributed node recharging algorithm.
Data: NodesV′ sensed by mobile robot
Result: WSN maintenance

1 Method ← random | minenergy | minli f e
2 S 0 ← Base station
3 Last ← S 0
4 Chosen← S 0
5 while TRUE do
6 switch Method do
7 case random
8 repeat
9 Chosen← random(S 1, S 2, . . . , S |V′ |)

10 until Chosen , Last;
11 end
12 case minenergy
13 repeat
14 Chosen← S i ∈ V

′ | min
i∈V′

Ei(t)

15 until Chosen , Last;
16 end
17 case minlife
18 repeat
19 Chosen← S i ∈ V

′ | min
i∈V′

Li(t)

20 until Chosen , Last;
21 end
22 endsw
23 Etravel =

Pm ×
||Last(x, y),Chosen(x, y)|| + ||Chosen(x, y), S 0(x, y)||

Vm

24 Erecharge = Emaxi − Ei(t) + Pr ×
Emaxi − Ei(t)

Rch

25 if (Em(t) < Etravel) ∨ (Er(t) < Erecharge) then
26 Chosen← S 0
27 end
28 Move toward Chosen
29 if Chosen = S 0 then
30 Em(t)← Emaxm

31 Er(t)← Emaxr

32 else
33 Recharge Chosen
34 end
35 Last ← Chosen
36 end

6.2.2 Node visiting order

Also in this case, three algorithms, which drive the decisions
taken by the mobile robot, are proposed: the so-called ran-
dom, minenergy, and minlife approaches already presented
in section 5.2 (see lines 1-22 in Algorithm 4). The remain-
der of the algorithm is the same as the one in the recharging
case, but for the condition set on the number of replacing
sensors available at the mobile robot (see line 24 in Algo-
rithm 4.

7 Performance Evaluation

In this section we present simulation results relevant to the
proposed node recharging and replacement policies for WSN

Algorithm 3: Centralized node replacement algo-
rithm.

Data: Set of sensor nodesV at time t
Result: Energy maintenance onV in every time cycle T

1 Travel Method ← random | closest | TS P
2 Nodes recharged ← FALS E for ∀i ∈ V do
3 if Li(t) < 2T then
4 Add S i toV∗

5 end
6 end
7 while Nodes replaced = FALS E do
8 switch Travel Method do
9 case random

10 T travel(V∗)← random algorithm onV∗

11 end
12 case closest
13 T travel(V∗)← closest algorithm onV∗

14 end
15 case TSP
16 T travel(V∗)← TSP algorithm onV∗

17 end
18 endsw

19 if
(
T travel(V∗) ≥ T

)
∨

(
T travel(V∗) >

Emaxm

Pm

)
∨((

T − T travel(V∗)
)
< (|V∗| · T r)

)
∨ (Nmaxr < |V∗|) then

20 V∗ ←V∗\{S k} s.t. Lk(t) = max
q∈V∗

Lq(t)

21 else
22 Replace nodes inV∗

23 Nodes replaced ← TRUE
24 end
25 end

maintenance. The key performance parameters in our anal-
ysis are:

– Sustainability ratio: given a number of simulation runs,
this parameter shows the number of times the objective
of maintaining all sensors alive is reached;

– Network lifetime: that is the average value expressed in
hours, between the network start-up and the first death
of a sensor in the network;

– Percentage of dead nodes: this gives a quantitative value
of the number of dead nodes, in those case where the
network maintenance algorithm did not succeed to keep
the network alive;

– Movement energy: expressed in kilojoule (kJ), it cap-
tures the amount of energy spent by the mobile robot in
moving around the network. This parameter will high-
light how efficient, in terms of energy consumption, the
adopted movement path selection is for the mobile robot.

All scenarios are tested under realistic WSN implemen-
tations modeled with the WSNet simulator [21]. A variable
number of sensors in the range 20 − 80 is considered, ran-
domly deployed within a simulated area of 100m × 100m.
Each simulation run covers 24 hours and the average results
for each of the proposed solutions are reported. Further pa-
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Algorithm 4: Distributed node replacement algo-
rithm.

Data: NodesV′ sensed by mobile robot with Ei(t) < 2 · Emini
Result: WSN maintenance

1 Method ← random | minenergy | minli f e
2 S 0 ← Base station
3 Last ← S 0
4 Chosen← S 0
5 while TRUE do
6 switch Method do
7 case random
8 repeat
9 Chosen← random(S 1, S 2, . . . , S |V′ |)

10 until Chosen , Last;
11 end
12 case minenergy
13 repeat
14 Chosen← S i ∈ V

′ | min
i∈V′

Ei(t)

15 until Chosen , Last;
16 end
17 case minlife
18 repeat
19 Chosen← S i ∈ V

′ | min
i∈V′

Li(t)

20 until Chosen , Last;
21 end
22 endsw
23 Etravel =

Pm ×
||Last(x, y),Chosen(x, y)|| + ||Chosen(x, y), S 0(x, y)||

Vm

24 if (Em(t) < Etravel) ∨ (N s(t) = 0) then
25 Chosen← S 0
26 end
27 Move toward Chosen
28 if Chosen = S 0 then
29 Em(t)← Emaxm

30 N s(t) = Nmaxr

31 else
32 Replace Chosen
33 end
34 Last ← Chosen
35 end

rameter settings for the sensor nodes and the mobile robot
are reported in Table 4.

Before showing the behavior of the performance figures
of interest, a preliminary analysis is first presented to deter-
mine the best time cycle T duration to be adopted for the
centralized approaches.

7.1 Definition of time cycle in centralized approaches

A set of simulations has been run to experimentally find the
optimal value of time period T for the node recharging solu-
tion described in section 5. The analysis has been performed
for values of T ∈ {0.5, 1, 1.5, 2, 2.5, 3} h in a sample sce-
nario with a random movement technique assumed for the
mobile robot and 80 nodes (similar results are obtained for
other tested solutions). Fig. 3 shows the results in terms of

Table 4 Simulation parameters.

Parameter Value
Movement energy Emaxm 5000 kJ
Recharging energy Emaxr 2000 kJ
Movement power consumption Pm 50 W
Recharging power consumption Pr 3 W
Movement velocity Vm 1 m/s

Robot Energy sources refill T replace 0 s
Sensing range rs 30 m
Time needed to replace 20 s
a sensor node T r

Number of sensor 50
replacements Nmaxr

Information sampling rate Fi 1 Hz
Sensing power consumption Ps

i 0.1 J/packet
Transmission power 0.1 J/packet
consumption Pt

i
Sensor i Maximal energy Emaxi 9 kJ

Minimal energy for sensing Emini 0.05Emaxi [22]
Battery recharging rate Rch 25 J/min
Communication range rc 30 m
Simulation duration 24 h

Simulation Simulated area 100m × 100m
Number of sensors 20 . . . 80

the four main performance figures, namely the percentage
of sustainability ratio, dead nodes percentage, network life-
time, and average energy consumed by the mobile robot for
movement. Observing the plotted results, we can conclude
that a good value to be adopted is T = 1.5h. This value will
be used for the remaining simulations for the assessment of
the centralized approaches performance.

7.2 WSN sustainability ratio analysis

In this analysis all the proposed solutions are compared in
terms of WSN sustainability. The obtained results are plot-
ted in Fig. 4. What emerges is that, for the adopted simu-
lations settings, the replacement techniques perform better
than the recharging ones. The motivation for this is that the
time needed for node replacement is much lower than the
time needed to recharge the sensor nodes, which is a reason-
able assumption. In particular, from subplot (b) we observe
that in a centralized approach the replacement techniques
always succeed to maintain the network alive. In particular,
this is true independently from the path selection algorithm
for the mobile robot. When looking at subplot (d) instead,
we observe that the distributed approach for node replace-
ment is adversely affected by a random choice of the next
node to replace. In fact, the percentage of sustainability dra-
matically decreases with the number of nodes in the net-
work.

When focusing on the recharging techniques in subplots
(a) and (c), we notice that the network sustainability is al-
ways guaranteed with small networks of 20 sensors. When
increasing the number of nodes this value decreases. The
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Fig. 3 Evaluation metrics for centralized approach to node recharging with random technique, 80 nodes and period T ∈

{30min, 1h, 1.5h, 2h, 2.5h, 3h}.

distributed approach, for any movement solution of the mo-
bile robot, with 40 nodes and above never succeeds in keep-
ing the network alive, see subplot (c). For the centralized
approach reported in subplot (a), we observe that the move-
ment of the mobile robot has some influence with 40 nodes.
In particular, the path selection based on the TS P solution
performs the best with about 45% of network sustainability
while the so-called closest algorithm guarantees about 20%
of network sustainability.

Noteworthy, for node replacement techniques, increas-
ing the number of sensors will at some point provoke the
non-sustainability of the network.

7.3 Network lifetime analysis

Let us now further investigate on the average lifetime of
the WSN in the simulated scenarios. For those cases where
the network sustainability is always guaranteed the network
lifetime is obviously equal to the whole simulation time.
This happens: for all centralized replacement techniques in
subplot (b) in Fig. 5, for the distributed replacement tech-
niques in subplot (d) with minenergy and minlife robot move-
ment solutions, and for all the recharging solutions with 20
nodes. For the random robot movement solution instead, the
network lifetime is reduced to about 4,5 hours already for
40 nodes.

Besides, for the centralized recharging approach with 40
nodes, in subplot (a) we can observe that the TS P guar-
antees longer network lifetime on average, followed by the
closest and the random solutions. A clearer distinction among
the movement solutions for the mobile robot, can be ob-
served in subplot (c) for the distributed recharging solution.
In fact, for all values of the number of nodes in the network
larger than 20, the minenergy solution guarantees longer net-
work lifetime than the minlife and the random solutions. The
observed differences are related to how efficient the robot
movement selection is for the considered solutions. The more

the robot movement is efficient, the longer the network can
be kept alive.

7.4 Percentage of dead nodes analysis

As plotted in Fig. 6, in those cases where the network sus-
tainability is always guaranteed, the percentage of dead nodes
is obviously equal to zero (refer to replacement techniques
in subplots (b) and (d)). For the replacement technique, only
a distributed approach with random movement of the mobile
robot makes the percentage of dead nodes increasing with
the total number of nodes in the WSN. This happens because
the choices of the mobile robot become less effective as the
network size increases. More interesting is the analysis of
the recharging approaches in subplot (a) and (c). For the
centralized approach in subplot (a), we observe that, as ex-
pected, the TSP is performing the best, followed by the clos-
est solution based on local distances between nodes and the
random solutions. For the distributed approach instead (sub-
plot (c)) we observe that starting from 40 nodes the minen-
ergy and minlife algorithms seem to introduce more dead
nodes than the random solution. In particular, the plots show
that a local distributed decision based on local information
on the energy-related constraints of single nodes does not
actually improve the global performance and the network is
not kept alive (please refer to the plots in Fig. 4).

7.5 Movement energy for the mobile robot analysis

In this last analysis, we investigate on how the proposed
movement path selection algorithms influence the energy
consumption for the mobile robot. Focusing the attention
on the centralized approaches, subplots (a) and (b) in Fig.
7, the average movement energy for the mobile robot is al-
ways the highest for the random algorithm. It has the lowest
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Fig. 4 Percent of successful maintenance.
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Fig. 5 Network lifetime achieved during the maintenance.
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Fig. 6 Percent of dead nodes during the maintenance.

value for the TSP, while the closest algorithm shows val-
ues in between the other two solutions. For the distributed
approaches, see subplots (c) and (d), again the random algo-
rithm is the worst performing solution. Concerning the other
two solutions, the differences between minenergy and the
minlife solutions are more evident with node replacement,
with the minenergy solution showing higher movement en-
ergy consumption for the mobile robot. Finally, looking at
the recharging based solution, subplots (a) and (c) in Fig.
7, we underline that for more than 40 nodes the energy for
movement is much lower because we do not succeed in keep-
ing the network alive (see analysis in Fig. 4).

From a comparative analysis of the performance figures
reported in this section, we can summarize the most impor-
tant findings in Table 5.

8 Conclusions

In this paper we proposed solutions for wireless sensor net-
works maintenance based on the use of mobile robots vis-
iting the nodes requiring assistance. A careful analysis on
the constraints set by the network has been performed to
classify the possible solutions based on recharging and re-
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Fig. 7 Average movement energy during the maintenance.

Table 5 Summary of main findings.

Centralized Distributed
Recharging Replacing Recharging Replacing

Successful main-
tenance

20-40 nodes 20-80 nodes 20 nodes 20-80 nodes

Most energy effi-
cient path

TSP TSP minenergy minlife

placement techniques. Both centralized and distributed ap-
proaches have been presented, with a cautious view on the
possible movement pattern selection for the mobile robot.
Further issues addressed in the paper are (i) the definition of
parameters to be considered for successful network mainte-
nance, (ii) the identification of possible cases for each solu-
tions as determined by the energy constraints for the nodes
and the mobile robot, and (iii) a comparative analysis of
movement patterns and maintenance solutions implemented
by the mobile robot. The presented performance evaluation
gives a preliminary understanding on how and to what ex-
tent the proposed solutions succeed in guaranteeing the self-
sustainability of a WSN. We believe that the proposed com-
parative analysis will be very helpful for future research ac-
tivities in this field.
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