
HAL Id: hal-01321269
https://hal.inria.fr/hal-01321269

Submitted on 25 May 2016

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Recognition-based Approach of Numeral Extraction in
Handwritten Chemistry Documents using Contextual

Knowledge
Nabil Ghanmi, Abdel Belaid

To cite this version:
Nabil Ghanmi, Abdel Belaid. Recognition-based Approach of Numeral Extraction in Handwritten
Chemistry Documents using Contextual Knowledge. 11th IAPR International workshop on Document
Analysis Systems, Apr 2016, Santorini, Greece. �hal-01321269�

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by INRIA a CCSD electronic archive server

https://core.ac.uk/display/49379277?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://hal.inria.fr/hal-01321269
https://hal.archives-ouvertes.fr


Recognition-based Approach of Numeral Extraction
in Handwritten Chemistry Documents using

Contextual Knowledge

Nabil Ghanmi∗†
∗LORIA, Nancy, France
nabil.ghanmi@loria.fr

†eNovalys, Illkirch, France

Abdel Belaı̈d
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Abstract—This paper presents a complete procedure that uses
contextual and syntactic information to identify and recognize
amount fields in the table regions of chemistry documents. The
proposed method is composed of two main modules. Firstly, a
structural analysis based on connected component (CC) dimen-
sions and positions identifies some special symbols and clusters
other CCs into three groups: fragment of characters, isolated
characters or connected characters. Then, a specific processing
is performed on each group of CCs. The fragment of characters
are merged with the nearest character or string using geometric
relationship based rules. The characters are sent to a recognition
module to identify the numeral components. For the connected
characters, the final decision on the string nature (numeric or
non-numeric) is made based on a global score computed on
the full string using the height regularity property and the
recognition probabilities of its segmented fragments. Finally, a
simple syntactic verification at table row level is conducted in
order to correct eventual errors. The experimental tests are
carried out on real-world chemistry documents provided by
our industrial partner eNovalys. The obtained results show the
effectiveness of the proposed system in extracting amount fields.

Keywords—numeral extraction; digit recognition; numeric
string segmentation ; structural features; syntactic verification.

I. INTRODUCTION

A chemistry document is a page taken from a laboratory
notebook. It contains all the information needed to reproduce a
performed chemical experiment. It is typically composed of a
graphic illustration of the chemical reaction, a table containing
the quantities of the used products and some text paragraphs
describing the operating procedure. The segmentation of the
document into regions was presented in our previous works
[1] [2].

Since tables are worthy of attention for the information they
contain, our work is currently focused there. More precisely,
we investigate the extraction of the amount fields in these
regions. This research is motivated by the fact that the amounts
constitute the central pieces of the information contained in
the tables. The location of such elements can be used to guide
a table structure extraction work as already proposed in [3].
It can also help a subsequent recognition on the full region.
The table is mostly composed of numeral values which can
be mixed with text data (see Fig. I). The two symbols ”=”
(equal sign) and ”,” (decimal comma) may be present and their
identification can be helpful.

Fig. 1. Example of table taken from a chemistry document.

The extraction of the numerals is a challenging task since
we are faced with several problems related to the handwritten
nature of the writing such as the presence of fragmented char-
acters and connected characters, the lack of a priori knowledge
and the absence of any syntactic or physical constraints. In this
paper we propose a recognition-based approach dealing with
the above challenges. Being guided by contextual information,
the fragments of the same character are merged and the
connected digits are selected and segmented.

The rest of this paper is structured as follows: Section II
provides an overall review of the existing methods for numeral
extraction and segmentation. Section III presents an overview
of the proposed system and explains each of its modules.
Section IV reports the conducted experiments. Finally, some
conclusions and future works are drawn in section V.

II. RELATED WORKS

A. Numeral extraction

In [4], a method for extracting zip codes, phone numbers
and customer codes from handwritten incoming mail docu-
ments is presented. The method does not use any segmentation
or recognition. It works at line level by labeling each CC as
digit, double-digit, separator or outlier using KNN classifica-
tion based on some structural and contextual features. To find
the best labeled sequence among the obtained sequences, a
Markov based syntactical analyzer (modeling the syntax of
the searched field) is applied on each line. This method works
well but since no recognition is performed, some false alarms
may occur in the digit class specially when the writing is hand-
printed which is possible in our documents. This work is then
extended [5] by adopting a segmentation-driven recognition
strategy. Thus, each CC is considered successively as isolated,
double or triple digit. At each time, a CC is segmented using
the drop-fall algorithm and the obtained fragments are sent



to an MLP classifier for recognition. A 3-level recognition
hypothesis is then obtained for each CC. The syntactic analysis
is performed similarly as in [4] but considering the 3-level
trellis instead of only one level. One of the most important
steps in these methods is the syntactic analysis which allows
a good verification and important corrections. This analysis is
based on syntactic constraints on the extracted fields which is
not the case of the amount fields in the chemistry documents.

An automatic numerical string extraction in handwritten,
printed and mixed letters is proposed in [6]. Firstly, an explicit
segmentation into characters is performed based on back-
ground skeletal graphs. The sequences of characters that are
unlikely to be digits are excluded using geometric regularity
measured on the heights, widths and interspacing of their
constituent characters. Then, the decision whether a sequence
is numeric or text is made using a likelihood of each character
to be a digit (determined by neural network) and a likelihood
of the entire sequence being a numeric or text string. This
method presents a challenge concerning the segmentation into
characters. We think that such segmentation still be a very
hard task in handwritten document due to the high variability
in size, shape and style (cursive or handprinted) of the script.

An older related work [7] is conducted for locating zip
codes in handwritten address. The proposed method uses
strong constraints on the spatial organization of the processed
addresses as well as the form of the searched zip codes. The
main idea of this work is to label each word in the address
with a valid field (city, state, zip code, street number, etc.)
based on its shape and the syntax constraints. This method
does not suit our problem because we do not have enough a
priori knowledge about the position neither the form of the
amount fields.

B. Numerical string segmentation

The recognition of numeric strings is directly affected by
the segmentation performance. In fact, this latter aims to single
out the basic patterns which will be used in the recognition.
A lot of efforts are devoted in this field. Sadri et al. [8]
use a set of foreground and background features to construct
possible segmentation paths. The foreground features represent
the junction points in the outer contour of the investigated CC.
The background features are the end points extracted on the
skeleton of the vertical top and buttom profiles of the CC. A
set of segmentation paths is generated by connecting the close
feature points. Finally, a genetic algorithm is used to find the
segmentation path with the highest segmentation/recognition
confidence. In [9], a similar segmentation method is proposed
but uses a verification step instead of the genetic algorithm.
The verification is based on the combination of the outputs of
the recognizer and two other classifiers used for checking over-
segmentation and under-segmentation respectively. The seg-
mentation method adopted in the two above works generates
a large number of cutting paths which might be the cause of
false alarms. For that matter, a robust verification or selection
strategy is strongly needed.

In [10], a method based on the water reservoir is proposed.
A water reservoir is a metaphor for a big top or buttom
valleys. Firstly, the touching position is determined based on
the position of the biggest water reservoir. Next, a set of rules

based on the reservoir positions and sizes, close loop position
and structural features are used to generate cutting path. This
method works well for double digit segmentation but strings
composed of more than two digits are not treated.

A “drop fall” segmentation algorithm is adopted in [5]
to segment connected digits in handwritten mail documents.
This method simulates the trajectory of an acid drop sliding
vertically along the CC. When it reaches a valley, the drop
crosses the CC contour. Among four possible paths (obtained
by four possible movement directions: left/right combined
with descending/ascending), the selection of the best one is
performed based on the recognition confidence of the ob-
tained fragments. These methods study only how to separate
numerical strings which consist of two handwritten digits. In
our system, we develop a segmentation method which deals
with multi-numerical strings by estimating the number of the
connected digits.

III. PROPOSED APPROACH

A. System overview

The text within the tables in handwritten chemistry doc-
uments is mainly composed of isolated digits which have
almost the same size. This information is used to estimate
the digit dimensions. The flow-chart of the proposed system
is illustrated in Fig. 2. After being extracted, the CCs are
grouped into 3 groups based on their dimensions. The small
CCs represent character fragments and thus must be merged
with other CCs in order to constitute complete character(s).
The CCs of dominant size are isolated characters. They will
be sent to a digit recognizer in order to decide if they are digits
or not. The big CCs represent strings of either letters or digits.
Among these CCs, those which are evidently non-digits based
on their shapes are excluded. The others will be segmented
in order to recognize their fragments separately and a final
decision on their nature (numerical or non-numerical strings)
is made.

B. Connected component analysis

This module aims to extract the CCs in the table area,
identify the two special symbols ”, ” and ” = ” and cluster the
other components into 3 groups according to their dimensions.
Then, each group will be sent to a specific treatment. Let
{Ci} be the set of the CCs and {bbi} = {(xi, yi, wi, hi)}
their bounding boxes. Let ybl be the y-coordinate of the base
line of a table row. The decimal comma is identified as a
CC satisfying the following conditions: 1) its biggest part
is situated below the base line, 2) is vertically elongated
and 3) does not exhibit any fluctuation. These conditions are
expressed by the following equations

ycc + α.wcc ≤ ybl (1)
hcc/wcc > rmin (2)
max

x
(cross count(CC , x)) < 2, x ∈ Jxcc, xcc + wccK(3)

where cross count(CC, x) is the number of times a vertical
ray of x-coordinate x crosses the CC, α and rmin are two
parameters experimentally fixed to 0.2 and 1.5 respectively.
Similarly, the equal symbol is identified as a CC pair



Fig. 2. Flow-shart of the scheme.

(CC 1,CC2 ) satisfying the conditions expressed by the fol-
lowing equations:{

Oh(CC1, CC2) > 0 (4)
hcci/wcci > rmax, i = 1, 2 (5)

where Oh(CC1, CC2) represents the horizontal overlapping
value between C1 and C2.

For the CC clustering, the width and the height histograms
of the CCs are created. Let hd and wd be respectively the
height and width that correspond to the peak in the associated
histogram. The set of CCs are clustered into three groups as
illustrated in Fig. 3.

Fig. 3. 3 groups of CC according to their dimensions. G1: small CCs, G2:
dominant CCs and G3: big CCs.

Generally, a small CC corresponds to a character fragment.
It must be merged with another component to form an integer
number of characters. This operation is performed based on the
horizontal overlapping and the vertical distance between the
CCs. The CCs of group G2 correspond to isolated characters
(digits or letters) and those of G3 are words, fragment of words
or connected digits. Among all the CCs, those which have a
descender part (w.r.t. the base line) might be non-numerics and
then are discarded. The processing of the CCs of group G2 and
G3 are respectively explained in section III-C and III-D.

C. Isolated digit identification

According to [12], MLPs and SVMs normally give better
performance in handwritten recognition than other classifiers
with the same features. Therefore, due to the efficiency in

implementation, we use a support vector machine (SVM) for
the recognition of isolated digits.

Firstly, the CC images are size normalized to fit in a 20×
20 pixel box while conserving their aspect ratio. Then, these
images are translated to position the mass center of the pixels
at the center of 28 × 28 box. For the recognition, the binary
image itself is given as input to the SVM.

All CCs of group G2 are potential digits but non-digits are
also present. To deal with this problem, we adopt a two-stage
strategy: a one-class classification designed for digit/outlier
discrimination and a classification into 10 classes used for the
discrimination between the digits. Here, the use of one-class
classification is justified by the fact that the outliers present a
large variability. Thus, it is difficult to collect representative
data of outliers to be used in the training if we want to use a
classification into two classes . Digits, that constitute the data
of the target class, are collected from the studied documents.
A one-class SVM (kernel = RBF, γ = 0.1, ν = 0.05) is used
for this classification. A set of 4500 digits is used to train this
classifier.

After this first stage, the components identified as digits are
submitted to the second SVM to be recognized. In this stage,
a rejection is also possible. A CC is rejected if the maximum
a posteriori probability is below a threshold [11]. Once the
isolated digits are identified, a mean width wm is estimated
on all those digits. This value is used to help locating the
zones of connections in numerical stings.

D. Numerical string identification

In this section, we assume that a CC of group G3 can
be an alphabetic or a numerical string. Thus we do not deal
with mixed strings where letters and digits are connected.
This assumption is based on the observation on the handled
documents where connections between numbers and letters are
rarely encountered.

1) Preliminary filtering: A CC composed of touching digits
exhibits a height regularity throughout its width. A preliminary
filtering based on this postulate aims to exclude some evident



(a) (b) (c)

(d) (e)

Fig. 4. Upper profile of numerical strings (a, b and c) and non-numerical
strings (d and e).

non-numerical strings. For this purpose, we define scorestr as
a score based on the height regularity of the full string (without
any segmentation) that expresses to what degree the CC of the
string looks like a numerical string.

To evaluate the height regularity, the upper profile is used.
It shows the height variation, as illustrated in Fig. 4.

Let lv be the sum of the length of the valleys which
are below hcc/3 and let lvm be the ratio lv/wcc. The score
scorestr computed on a given CC is defined in function of its
lvm. This function must satisfy the following axiom: the more
regular the height of the CC is (i.e. lvm is low), the higher
score to be a numerical string is. Particularly, if the height
is regular everywhere along the width of the CC (lvm = 0),
this latter keeps a complete chance to be numeral and thus it
receives a value 1 as a score. If the half (or more) of the CC
has a height below hcc/3, then the CC has a score 0. To better
characterize the scoring function, we determine statistically its
value when lvm = 2/3. For this value of lvm, scorestr is 0.5.
We choose to model this function by a polynomial. It is given
in equation 6.

scorestr (lvm) =

{
0 si lvm ≥ 0.5

−3lv2m − 1
2 lvm + 1 si lvm ≤ 0.5

(6)

The function curve of the equation 6 is plotted in Fig. 5.

The string score is computed for each CC. The CCs that
have a score 0 are considered as non numerals and then are
discarded. The other CCs are sent to a segmentation module
for additional verification.

2) String segmentation and recognition: Using the esti-
mated width wm of the isolated digit (identified in section
III-C), the touching position is situated in the zone horizontally

Fig. 5. Curve of the score function.

centered on the points of x-coordiante xcc+i∗wm, where i =
1, ..., n and i ∗ wm < wcc. For illustration, see Fig. 6. Unlike
[10] where the CC is firmly divided to guide the touching
position search, which is only applicable on two connected
digits, we are based on contextual information (the estimated
wm) to localize the touching area and thus to estimate the
number of digits.

Fig. 6. Touching zone (in green) estimated based on isolated digit width.

The adopted segmentation method is based on the one
proposed in [8]. But instead of considering all junction points
in the outer contour of the CC and all end points of the
skeletonized upper and buttom profile, only those situated on
the touching zone are considered. This reduces significantly the
number of characteristic points and then facilitates the decision
making for the construction of the cutting path. For illustration,
see Fig. 7.

(a) (b) (c) (d)

Fig. 7. Feature points extracted on the outer contour of the CC and on the
skeleton of the upper and buttom profile. The skeleton is drawn in red. (a) and
(c) illustrate all feature points of the numeral strings 64 and 69 respectively. (b)
and (d) illustrate only the feature points situated in the estimated connection
zone of these two strings.

Once the segmentation is performed, the obtained frag-
ments {fj}j=1..n are fed to the digit recognizer in the same
way as the isolated digits. Let pindiv(fj is num) (here, the
index ”indiv” stands for ”individual”) be the probability of
the first proposition of the recognizer applied to the fragment
fj seen individually. The final probability p(fj is num) of
fj being numeric is determined as the individual probability
pindiv weighted by the score computed on the string, i.e.,
p(fj is num) = pindiv(fj is num) × scorestr . If this
probability is greater than a threshold (set experimentally to 0.5
here), the fragment is considered as numeric. Finally, the full
string is considered as numeric if the majority of its fragments
are numeric. The string value is given by the concatenation of
its fragment values.

E. Postprocessing

As our symbol (“,” and “=”) identification is considerably
accurate (see Table III), we are based on the position of the
identified symbols to make a simple verification and eventually
correct some potential errors in numeral extraction. These two
simple rules are used for this verification:

1) The CC situated just at the left of the symbol ”=” is non-
numeric and the one situated at the right is numeric



2) The two CCs situated at the left and the right of the
symbol ”,” are numeric

To perform the verification, a left to right scan of the CCs
in each table row is performed and corrections based on the
above rules are made.

Once identified, the numeral CCs in the same line are
finally grouped based on inter-bounding box distances to
constitute amount fields. The grouping is based on classical
techniques and can be briefly summarized as follows: two
adjacent numeral CCs are grouped together if the distance
between their bounding boxes is below a threshold (estimated
using the horizontal distance histogram) [2]. Also, two numeral
CCs separated by a decimal comma are grouped together.

IV. EXPERIMENTAL RESULTS

Experiments are conducted on a dataset of 215 documents
provided by our industrial partner eNovalys1 . Each document
contains a table, making a total of 4294 non-empty cells. 2606
are data cells and thus contain amount fields (the others are
header cells). For each document, the input of the system is
the table region defined by the set of its rows. The output is the
bounding boxes and the values of the numeral fields contained
in these rows (Fig. 8).

(a)

(b)

Fig. 8. Example of (a) the input and (b) the output of the system. The
extracted numeral fields are bounded in green. The numeral CCs and their
values are in red.

A. Global evaluation

A coarse evaluation regarding the final goal, namely nu-
meral field extraction, is performed. For this purpose, the tables
are annotated at word level using GEDI. A word is described
by its bounding box and its content. This annotation allows the
discrimination between numeral fields and other data (chemical
measure or unit, product name, etc.) based on the content of
the word. The obtained results are reported in Table I.

TABLE I. AMOUNT FIELD EXTRACTION ACCURACY

# amount fields # detected # Corrected Recall(%) Precision(%)
2606 2729 2118 81, 27 77, 61

The correctness of a detected amount field in comparison with
the ground truth is determined based on the intersection-over-
union measure used in [13]. An amount field is considered
correctly detected if:

O(AG, AD) =
2|AG ∩AD|
|AG|+ |AD|

≥ 0.9 (7)

1www.enovalys.com

where |AG| and |AD| denote the area of the ground-truth and
the detected amount respectively and |AG ∩ AD| denotes the
area of the intersection of their bounding boxes.

For a best investigation of the error origins and subse-
quently the limits of the proposed method, a finer evaluation
of each of the main steps of the proposed system is performed.
For this purpose, an additional semi-automatic annotation of
all CCs within the tables is performed. Each CC is described
by its bounding box and its content. Some statistics on the
CCs are given in Table II

TABLE II. STATISTICS ON THE CCS WITHIN THE TABLES

CC total number

Special symbol decimal comma 1517
equal sign 128

Isolated Character numeral 7925
non-numeral 6769

Numerical string
double 661
triple 81

quadriple 2
Non-numerical string 2281

B. CC extraction and special symbol identification

The extraction rates of the special symbols (Fig. 9) are
summarized in Table III.

Fig. 9. Illustration of CC extraction and special symbol identification. The
comma symbol is squared in red, the equal sign in green and other CCs in
blue.

TABLE III. SPECIAL SYMBOL EXTRACTION RATES

Symbol Precision (%) Recall (%)
= 91,76 95,12
, 90,21 95,18

We note that the precision of decimal comma extraction
is slightly lower than other rates. This is mainly due to the
detection of some subscripts (frequently present in the name
of chemical products) as comma symbols.

C. Isolated digit identification

A set of 4500 digits, equitably distributed over the 10 digit
classes (∼ 450 samples/class), is used for the training of both
one-class SVM and 10-class SVM. Then, each CC of group
G2 is sent to these trained classifiers to be recognized. The
main objective here was the identification of isolated digits
and not determining the exact values of the digits. Thus, the
performance of this module is measured in terms of correctly
identified digits. Table IV shows the obtained performance on
all the isolated characters.

TABLE IV. ISOLATED DIGIT IDENTIFICATION RATES

# CCs # digits # detected # FP (FPrate) # FN (FNrate)
14694 7925 7796 239(3, 53%) 368(4, 64%)



The false positive rate FPrate and the false negative rate
FNrate are given by the following formulas:

FPrate =
FP

FP+TN ; FNrate =
FN

TP+FN

The main errors occur when the writing is handprinted. They
are due to the confusion between some letters and digits such
as “O” and “0”, “l” and “1”, “S” and “5”, etc.

D. Numercial string identification

The main objective of the filtering step is to exclude as
many non-numerical strings as possible while retaining all
numerical strings. The evaluation of this step is performed con-
sidering this aspect. Our filtering step achieves a rejection rate
of 42, 5% of non-numerical strings while accepting 99, 01%
of numerical strings. It is true that the false acceptance rate is
high, but this is not a serious problem since this kind of error
can be recovered later during the segmentation/recognition
step. Some false acceptance cases are illustrated in Fig. 10.
On the other hand, a very low percentage of numerical strings

Fig. 10. Some false acceptance cases.

are rejected. This is an important advantage of this filtering
since a false rejection is not recoverable. Some false rejection
cases are presented in Fig. 11. The numerical strings (in the top
of the image) do not exhibit a regular height along their widths
and thus they are rejected by the filtering step. We think that
such confusion are unavoidable especially when we see that
they are very similar to non-numerical strings (in the buttom
of the image).

The proposed segmentation method is evaluated separately
on all the numerical strings. For each document, the estimated
mean width wm of the isolated digits and the numerical strings
are sent to the segmentation module. The obtained results are
summarized in Table V

TABLE V. NUMERICAL STRING SEGMENTATION ACCURACY

numerical strings Total number Correctly segmented
double 661 95, 16%
triple 81 81, 48%

17, 28% partially correct
quadriple 2 1 correct

1 partially correct

A visual analysis reveals that most unsuccessful segmenta-
tions are due to a big overlap between the digits. Other errors
are also noticed in the strings containing the digit “1” in the
form of stick.

V. CONCLUSION

A complete procedure for amount field extraction in tables
of handwritten chemistry documents is presented in this pa-
per. The proposed system adopts a recognition-based strategy
where different treatments such as CC merging, filtering,
segmentation and recognition are performed. These treatments
use contextual information extracted on the CCs within the
table. This system is evaluated on real-world documents taken

Fig. 11. Some false rejection cases. The numerical strings (in the top) are
rejected

from chemistry laboratory notebook. The obtained results are
promising. Although the system has been implemented for ex-
tracting amount fields in handwritten documents of chemistry,
we believe that it can be applied to extract numeral fields in
other kinds of documents (such as statistical reports) provided
that some a priori information (especially related to the size
and the frequency of the digits) are available. Concerning
our future work, we are currently working on preparing a
consistent ground truth in order to enlarge the dataset used
for the experimentation. We also plan to integrate the numeral
extraction results in our previous work [3] focusing on table
structure extraction.
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