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Untyped Confluence in Dependent Type Theories

Ali Assaf, Gilles Dowek, Jean-Pierre Jouannaud and Jiaxiang Liu

Abstract

We investigate techniques based on van Oostrom’s decreasing di-
agrams that reduce confluence proofs to the checking of critical
pairs in the absence of termination properties, which are useful in
dependent type calculi to prove confluence on untyped terms. These
techniques are applied to a complex example originating from prac-
tice: a faithful encoding, in an extension of LF with rewrite rules on
objects and types, of a subset of the calculus of inductive construc-
tions with a cumulative hierarchy of predicative universes above
Prop. The rules may be first-order or higher-order, plain or modulo,
non-linear on the right or on the left. Variables which occur non-
linearly in lefthand sides of rules must take their values in confined
types: in our example, the natural numbers. The first-order rules
are assumed to be terminating and confluent modulo some theory:
in our example, associativity, commutativity and identity. Critical
pairs involving higher-order rules must satisfy van Oostrom’s de-
creasing diagram condition wrt their indexes taken as labels.

1. Introduction

The two essential properties of a type theory, consistency and
decidability of type checking, follow from three simpler ones:
type preservation, strong normalization and confluence. In depen-
dent type theories however, confluence and type preservation are
needed to build strong normalization models; confluence is needed
to show preservation of product types by rewriting which is an es-
sential ingredient of the type preservation proof; type preservation
is needed to show that derivations issued from well-typed expres-
sions are well-typed which is an essential ingredient of the conflu-
ence proofs. One can break this circularity in two ways : by prov-
ing all three properties together within a single huge induction [9];
or by proving confluence on untyped terms, which then allows to
prove successively type preservation, confluence on typed terms,
and strong normalization. The latter way is developed here

The confluence problem is indeed crucial for type theories
allowing for user-defined computations such as in Dedukti (see
http://dedukti.gforge.inria.fr/) and Agda. Current tech-
niques for showing confluence by using van Oostrom theorem for
higher-order rewrite systems [18], allow such an approach for sim-
ple type theories, in which the rules are left-linear, have develop-
ment closed critical pairs, and do not build associativity and com-
mutativity into pattern matching. But allowing for non-left-linear
rules, or for non-trivial critical pairs or computing over non-free
data structures, whether first-order like sets or higher-order like ab-
stract syntax, is out of scope of current techniques. Such computa-
tions are however present in Dedukti. A main ambition of Dedukti
is to serve as a common language for representing proof objects
originating from different proof systems. Encoding these proof
systems makes heavy use of the rewriting capabilities of A\IIMod,
the formal system on which Dedukti is based [4, 8].

We give here an encoding in AIIMod of the Calculus of Con-
structions with Universes CCUZ, which uses both Nipkow’s
higher-order rewriting, non-left-linear rules, and associativity and
commutativity. CCUZ is a generalization of the calculus of con-
structions with an infinite hierarchy of predicative universes above
the impredicative universe Prop. Together with inductive types, it
forms the core of the Calculus of Inductive Constructions as is im-

plemented in the proof system Coq. Encoding inductive types in the
style of Blanqui [5] is relatively simple [6], we only allude to here.
The major difficulty when encoding CCUZ is the treatment of uni-
verse cumulativity, which needs to be rendered explicit. Existing
encodings of universe cumulativity in AIIMod have limitations:

e The encoding of [2] is purely equational, resulting in complex
proofs. Further, the universe hierarchy is encoded by a set of
function symbols indexed externally, which is therefore infinite,
yet another source of complexity in proofs.

o Although rewrite based, the more elaborated attempt in [3] is
confluent on ground terms only, hence restricting its use in
AIIMod to encode type systems which do not include universe
polymorphism, like Matita.

Our rewrite based encoding is confluent on terms with variables.

Because AIIMod includes beta-reduction, both on terms and
types, the usual results for showing confluence of the above encod-
ing on untyped terms do not apply. We have therefore developed
a powerful result for showing confluence of our encoding, which
applies to dependent type theories like those underlying Agda [14]
and Dedukti. The main technical tool we use is van Oostrom’s de-
creasing diagrams for labelled relations, which permits to prove
confluence of rewrite systems that verify a kind of local confluence
property called decreasing diagram [17]: local peak need not only
to be joinable, but the labels of the joinable rewrites must be smaller
than those of the local peak. In the case of A\IIMod, we classify the
user’s rules in two categories: a set Ry, of non-erasing algebraic
rules which is terminating and Church-Rosser modulo a set Ej, of
algebraic equations; and a set Ry, of higher-order rules whose left-
hand sides are patterns. Variables having multiple occurrences in
lefthand sides of user’s rules are guaranteed to operate on homo-
geneous algebraic terms by a syntactic assumption, confinement.
Indeed, obtaining Church-Rosser calculi by putting together differ-
ent confluent systems is known to be difficult in presence of non-
left-linear rules [1]. Further, confluence of arbitrary non-left-linear
rules is never preserved in presence of a fixpoint combinator [11],
which can itself be encoded in the pure lambda calculus.

Local peaks may be of various kinds depending on which cat-
egory each rule belongs to, and then closed in various ways. Ho-
mogeneous local peaks between two Ry,-rewrites may be closed
because we assume their confluence and so are those between
two beta rewrites because beta-reduction is known to be conflu-
ent. Closing homogeneous local peaks between Rj,-rewrites re-
lies upon several technical novelties, among which a definition of
higher-order rewriting for untyped terms which adapts Nipkow’s
definition given for typed terms by replacing beta-normalization
by Miller’s beta®-normalization [12]. Closing heterogeneous an-
cestor peaks relies on another novelty, the generalization to rewrit-
ing modulo of Huet’s ancestor peak property, under some preser-
vation condition. Finally, by ensuring that only first-order redexes
may occur below a non-linear variable of another redex, confine-
ment eliminates local peaks that would not have decreasing dia-
grams otherwise.

We are not going to describe the confluence result in detail here,
but give instead the rewrite rules encoding CCUZ in AIIMod. To
have a feeling of the strength of the confluence result, remember
that beta-reduction comes along with CCUZ.



2. AIMod

Terms and typing rules. Let X, ¥y, and Y, be pairwise disjoint
sets of variables, first-order and higher-order symbols respectively,
the latter two equipped with a fixed arity. Let also ) and ., be
subsets of X and X, respectively, of elements we call confined.
The set of (untyped) terms is defined by the grammar rules:

M,N = r€EX | Ax: M.N|MN |z : M.N| f(M)|U
with f € (35 \ Xea) U o
U Z yeY|g), withg € S

The set X = X, UX), is called the user’s signature. Confined
expressions are first-order. Type constructors * and O are symbols
from X, regardless of their specific role. We write f instead of f().
The head of a term is its outermost symbol. An abstraction \y :
U.M and a product Ily : M.V are headed by the binary symbols
Ay:_._and Ily:_._respectively. Both these and application are the
functional symbols. We use = for the syntactic equality of terms.
Given a set or a term A, we denote by | A| its size.

Terms built solely from the signature and variables are called
algebraic, whose subset of confined algebraic terms is generated
from the non-terminal U. Confinement of untyped terms should of
course follow from confinement of typed terms, hence be enforced,
for a given specification in AIIMod, by the typing rules.

Typing rules There are two forms of judgements, ' - M : A
meaning that the term M has type A in the context I', and I" F
meaning that the context I is well-formed. nil is the empty context.

nil -
THA:x x ¢l 'k
Tx:AbF

(x:A) el
F'z:A

f:lxy: Ay.---llxy, : Ap.B € X
'k
' M, : A

I+ Mn : An{ml — A17---7$n71 >—)An71}
F"f(M1,,Mn)B{£IJ1 0—>A1,...,In }—>An}

Nx:A-M:B B is not confined
T'FXr:AM:Ilx: A.B

'EM:Ilz: A.B 'FN:A
I'M N : B{z— N}

'-M:A T'EB:x A=B
I'M:B
where = is joinability with the set of all rewrite rules to be de-
scribed later. Confinement is built in the abstraction rule by forbid-
ding to abstract over confined expressions.

3. Encoding Coq’s universes in AIIMod

The signature. The encoding uses function symbols to represent
sorts, types and terms of CIC. The arity of a function symbols is
indicated in superscript position in the declaration of the type of
that symbol. Arity 0 is omitted. Knowledge of CCUZ is assumed
to understand the rules. Appropriate expositions are [2, 3, 16].

The specification has 3 type constructors, Sort, U and T. Other
symbols allow building objects and dependent types they inhabit.

Sort is the type for universes in our encoding, starting with the
impredicative universe Prop and continuing with the predicative

ones. For convenience, we simply call them 0,1,..., so as to
be represented by a copy of the natural numbers generated by
three constructors, 0,1 and 4. This perhaps unusual encoding is
instrumental in obtaining a finite Church-Rosser system.

The symbols U and T represent respectively the type of codes
and the decoding function of universes [8], while u, T, 1} and 7 are
codes for, the type U(0), the type lifted one level from some type
U(4), the type lifted n level from the type U (0), and for II-types.

Variables , j are of type Sort, variable a has typeU(7) for some
i, while variable b has a more complex I1-type. The latter two types
are the types of the third and fourth argument of 7 respectively.

Sort : %

0,1 : Sort

+2 : IIi: Sort .IIj : Sort . Sort
max®? : IIi: Sort.IIj : Sort. Sort
rule? : TIIi: Sort.IIj : Sort. Sort

U' . IIi:Sort.x
T2 . TIi:Sort.Ia: U(i).
L IIG: Sort. U(+4(i, 1))
1)

uo
12 ¢ TI&i:Sort.U(4(i, 1))

2 T4 : Sort.Ia : U(0). U(s)

7* . TIi: Sort.IIj : Sort.Ma : U(4).

I0b : (Iz : T(4,a). U(5)). U(rule(s, 5))

The rewrite system. The constructor + is associative and com-
mutative, and has 0 as identity element. We will take the liberty
to use an infix notation for +, the abbreviation 2 for 1 + 1, and a
variadic number of arguments to ease the readability of sums.

1: max(i,i+j) — i+j

20 max(i+,j) = i+j

3: rule(s,0) 7:2 0

4: rule(i,j+1) Tif max(%,j + 1)
5: 1(0,a) ;1 a

6:

fi+La) 2 016 a)

The rules for max, rule and 1} are self explanatory. The rule
symbol is used to account for the impredicativity of Prop encoded
here as the universe 0: rule behaves as max when its second
argument is a predicative universe. It’s name comes from PTS’s.

7: 7wli+1,i+j+1,1(¢a),b) — w(i,i+j+1,a,b)
P1
8: w(i+j+2,j+1L,1(+j+1,a)b) —

p2

Mitj+1,m(i+j+1,5+1,a,b))
9: 7wli+j+2,j+2,a,7G+1,b) = 7t +75+2,5+1,a,b)
10: 7(i,it+j+1,a,1(+740b) ZPS Hi+ 4, 7+, 0, b))
11: 7w(i+1,1,a,1(0,b)) - fGE+1,7(i+1,0,a,b))
12: #(0,1,a,1(0,b)) B 40, 7(0,0,a,b))
13: 7(i+1,0,1(i,a),b) B rG,0,a,b)
14: T(i+1,u(i) j—? Ul)
15: T(i+1,16,a)) )
165 T@ 10, a) 3 T(0,0)
17: T(0,7(:,0,a,b)) t—4> Iz : T'(¢,a).7(0,b)
18: T(i+j,m(i,i+74,a,b)) pog Iz : T(i,a).T(i+7,b)
19: T@4j+lm(ititlitl,ab)—

te

e :T(i+j+1,a).T(G+1,b)



The rules for T are standard decoding rules [8]. The rules for m
are most delicate and are chosen to ensure that types have a unique
encoding, a property that is crucial for the preservation of typing
[2, 3]. Their design obtained by comparing (via +) the first two
arguments of 7 ensures that they have very few critical pairs (elim-
inating them all would require a richer language involving a com-
parison operator, which would raise other confluence problems).

A faithful encoding. We denote the obtained signature and
rewrite system by Xcrc and Rcrc respectively.

There are functions [M]4 and [A] that faithfully translate the
terms of CCUZ into the terms of AIIMod with signature Xcc :

THEOREM 3.1 (Preservation of typing). For any T, M, and A in
CCUZ, if ' = M : Athen [I'] = [M]a : [A] in AIIMod with
signature Xcic.

The reader might ask, rightfully, about the converse of the the-
orem above. Indeed, if we can prove [L] in AIIMod then the en-
coding would be useless. Preservation of inhabitation (also called
conservativity) ensures that this is not the case.

CLAIM 3.1 (Preservation of inhabitation). For any T, M, and A
in CCUZ, if[T]F [M]a : [A] thenT = M : A.

4. Confluence via decreasing diagrams

Van Oostrom’s confluence theorems are abstract, their application
to particular rewrite systems is non-trivial, and, indeed, no result
prior to ours could show the Church-Rosser property of Rcrc:
first-order rules use pattern matching modulo ACI on terms in
normal form for identity, and higher-order rules are non-left-linear,
use higher-order confined pattern matching, and have critical pairs.

First-order rewriting We assume a normal rewriting system
(R, Sty Er) [10], the simplifiers in Sy, and equations in Ej, being
confined, while the non-confined variables of the rules in Ry, must
appear linearly on both sides.

Higher-order rewriting

DEFINITION 4.1. A (higher-order) pattern is a term L in 3-normal
form, headed by a symbol in ¥p,, such that every free variable X
occurs in a subterm (... (X x1)...xn), n > 0, written (X 7)
when 7 is a vector of n # 0 distinct variables bound above in L,
and X otherwise, in which case X is first-order.

Lefthand sides of higher-order rules must be patterns, and their
non-left-linear variables must be confined. For example, the term
diff(Az.sin(F x)) is a pattern. The term rec(S(z), X, X'), left-
hand side of the main recursor rule over natural numbers, is a pat-
tern as well. Both are linear, hence satisfy our assumption. More
generally, algebraic terms whose non-linear variables are confined,
are patterns whose variables are not applied, hence plain first-order
pattern matching suffices for firing those patterns.

The main property of a pattern is that it generates by instanti-
ation very specific S-redexes and reducts, at predictable positions,
which can be beta-reduced with a particular case of beta-reduction
in which the argument is a variable. This is called beta®-rewriting
by Miller who defined higher-order pattern [12]. Beta®-rewrites
have a property which is crucial in our setting: by decreasing the
size of terms, whether typed or not, they terminate on all terms. We
denote by | go the beta”-normal form of term w.

DEFINITION 4.2. The fringe Fr of a higher-order pattern L is
made of two pairwise disjoint sets of positions, its functional fringe
F{"" = {p € FPos(L) : L|, = (X7), X € Var(L),[g| > 0}
and its confined fringe Ff* = {p € Pos(L) : L|, is confined}.

Note that higher-order E-unification of patterns is modular
when F is a set of confined equations: it reduces to higher-order
unification of patterns on the one hand, and E-unification of con-
fined terms on the other hand. The reason is that confined variables
can only be equated to confined terms, otherwise unification fails.

Nipkow’s definition of higher-order rewriting based on higher-
order pattern matching was elaborated for terminating computa-
tions [13]. It requires in particular that terms to be rewritten are in
beta-normal form, and beta-normalizes the result to preserve that
property. Our definition for non-terminating computations operates
instead on terms in beta’-normal form. It also allows to control how
higher-order pattern matching operates on higher-order patterns by
using beta®-rewriting instead of beta’-conversion, and allows con-
fined equalities to operate below the confined variables:

DEFINITION 4.3. A term w rewrites with a higher-order rule i :
L— R € Ry, at position p € Pos(u), written u —éw, if
K2

(i) ulp is in beta®-normal form,
ZPFgun ZPFEd
(ii) L~y w u
Bo SpoUEp
(iii) v = u[Rylgo]p.

Our definition coincides with plain rewriting when L is a linear,
algebraic pattern without confined subterms. This allows us to treat
all rules in Ry, uniformly, including the recursor rules if any.

p, and

Checking confluence of \IIMod We use normal rewriting with
first-order rules [10], parallel rewriting at disjoint positions for
functional computations, and higher-order rewriting at an arbitrary
non-empty set of non-overlapping positions for higher-order rules.

Here are the rewrite steps considered in an arbitrary conversion:

—U—U—=U— U= U<=UB=U=pU— U+—
Ry Bp  Sp So B B Rio Rio Ej, o

We use van Oostrom’s decreasing diagrams technique (rewrite
diagrams suffice here [17]). Labels are pairs (m, n), of which the
first component m is a natural number to prioritize the rules:

Rewrite m ' n
u+—L v 0 0
[ <—>% v 0 1
fo
u —2 v | 1 US, UE
Rﬁ; EN n fo ‘fo
By,
p
u—rg, 5 v 1 UE,
U :>§ v 2 | parallel canonical labelling
u =9 v 3 i
1€ Rpo

We assume that the normal rewriting system (R, Sp, Ep) is
terminating and Church-Rosser. Checking the Church-Rosser as-
sumption can be done using the techniques described in [10].

We need now take care of functional computations. Because
first-order rules may have non-linear righthand sides, we need using
rewrites at disjoint positions for 3 to ensure that ancestor peaks de-
crease. We know that the beta-rule is confluent on arbitrary terms,
hence rewriting at a set of disjoint positions with beta is confluent
as well: we use as second component the label that provided by van
Oostrom’s completeness theorem.

By the same token as above, higher-order computations need
rewriting at disjoint positions. And because functional rewrites may
stack redexes below that were previously disjoint, we even need
higher-order rewriting at non-overlapping positions.



The label’s first component allows to localize the reasoning
for homogeneous peaks. We are therefore left with higher-order
homogeneous peaks and heterogeneous peaks. Ancestor peaks of
all kinds (but homogeneous first-order and functional) are taken
care of by a new concept, preservation, which allows to general-
ize Huet’s ancestor peak joinability argument. Further, confinement
forbidding higher-order/functional rewrites below a confined vari-
able of a lefthand side of rule, and non-confined variables being
linear, the usual linearity arguments apply.

We are left showing that the higher-order critical pairs, as well
as the critical pairs of the first-order rules inside the higher-order
ones, have decreasing diagrams. All these critical pairs have been
computed with MAUDE, while their decreasing diagrams have
been computed by hand, since MAUDE cannot do that. These
computations are summarized in a table. The first column lists the
critical pairs as given by MAUDE, the second column lists the real
overlaps, the third the joinability diagram for the corresponding
critical pair, and the last the constraints generated in order to obtain
adecreasing diagram. These constraints operate on the rules’ labels
indicated as a subscript of the rewriting arrow.

THEOREM 4.1. The dependent type theory \XIIMod equipped with
a set of rules satisfying our assumptions is Church-Rosser.

5. A Church-Rosser encoding of CCUZ.

The set of rules and equations Rcrc has been obtained with the
MAUDE system [7] —using MAUDE has been instrumental in this
quest—, by hiding the higher-order aspects of the rules.

To show that Rcrc satisfies our assumptions, we first split
the signature into first-order and higher-order. The rules for II
and T contain functional symbols, they are higher-order. Since
the other rules contain no functional symbols, nor II, T, they can
be taken as being first-order. This defines the first-order signature
¥n» = {0,1,+, max, rule, T, 1}, and the higher-order one ¥, =
{T,m, U}. The signature X, needs then to be confined : universe
calculations operate on first-order expressions and subexpressions.

These signatures split the set Rcr¢ into two subsets, (R, S, Ef)

and Rj, of respectively first-order and higher-order rewrite rules.
Checking that they satisfy our assumptions is routine.

For Ry,, we must first show it is a terminating Church-Rosser
normal rewriting system. Termination of normal rewriting in AC
equivalence classes can be shown by Rubio’s fully syntactic AC
path ordering [15]. We must then check that the ACI-critical pairs
between Rj,-rules are joinable by rewriting. This is routine too,
there is only a trivial one between the two max rules, and it can be
done by the confluence checker available in MAUDE.

In order to check the critical pairs of the first-order rules in-
side the higher-order ones, or between the higher-order rules, we
used MAUDE to compute the critical overlaps (modulo associativ-
ity, commutativity and identity) listed in the Appendix next page.
MAUDE does not support confluence proofs based on decreasing
diagrams, which forced us to do these computations by hand, as
shown. It should be noted that MAUDE is the only available, main-
tained system which implements (normal) rewriting modulo asso-
ciativity, commutativity and idempotency. We tried MAUDE with
identity used as a rule, but were not able to obtain a confluent sys-
tem that way. This sophistication has a pratical impact: the need to
implement more general rewriting mechanisms in Dedukti in order
to type-check Cog-proofs using universe polymorphism.

THEOREM 5.1. The dependent type theory \XIIMod equipped with
the encoding of the cumulative hierarchy of predicative universes
is Church-Rosser.

6. Conclusion

The confluence theorem is complex. It allows mixing beta-reduction,
a terminating, Church-Rosser, normal rewriting system, and higher-
order rules (using higher-order pattern matching and the confined
theory) that are possibly non-terminating. There is therefore a mix
of traditional techniques based on termination, with van Oostrom’s
technique based on decreasing diagrams. In particular, we use the
completeness of decreasing diagrams for beta-reductions, allow-
ing parallel beta-rewrites at disjoint positions, in order to hide that
particular confluence proof. For higher-order reductions, we use
full parallel reductions with Ry, at non-overlapping positions, the
labels being provided by the rule names. Further, confinement al-
lows to have non-linear variables in lefthand sides of rules. Other
variables must be linear in the lefthand sides of both Ry, and R,
and appear linearly in the righthand sides of Ry,.
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Appendix: critical pair calculations

MAUDE tells us that the input first-order specification encoding Rcrc is Church-Rosser, but it is not enough for our purpose: we need to
further check all critical pairs involving higher-order rules and show that they have decreasing diagrams. They are listed below. The overlaps
have been computed by MAUDE while the joinability calculations have been carried out by hand.

Equation Overlap Joinability DD Constraint
P1 = Dp3 m(i+2,i+2,7(i+1,a), (e +1,b)) ??:ﬁ p1 > ta, e
p2 = p3 m(i+j+3,i+2,1(+7+1,a),1(+1,0)) t—6>:<: p2 > ta, e
P4 = p1 w(i+ 1,045 +2,1(4,a), (i + 5+ 1,b)) ?:t

ps = D1 7(1,1,7(0,a),1(0,0)) —= P5 > P4
Ps5 = P2 m(i+j+1,1,1(i+1,a),1(0,0)) = | P > ps, l2
ta =ts T(0,7(0,0,a,b)) 0=0

ts = tg TG+1,7(j+1,j+1,a,b)) 0=20

T(0,1:) =ts3 T(0,1(0,a)) 0=0

T(1+14,l2) =t3 T@GE+1,1(G+1,a)) PRdvnd 0 | pa>ta
T(0,ps) = ta T(0,w(i+1,0,1(¢,a),b) o t P > ta
T@GE+j+1,p1) =ts TGE+j+1,7G+1,i4+5+1,1(4,a),b)) ?:T p1 > to
T(i+2,p3) =ts T@GE+2,7(i+2,i4+2,a,T(i+1,b))) t—6>:<? ps > ta,te
T@GE+j+1,ps) =ts TGE+j+1,7Gi+5+1,a,7(+7,b))) 7?:? P4 > t2,ts
T(1,ps) = ts5 T(1,7(1,1,a,1(0,b))) ndehne ps > ta, t3
T@GE+1,p1) =ts T(+1,m(i4+1,i4+1,7(¢,a),b)) ?:Z p1 > P2, Pa
T(i+j+2,p2) =ts | T+j+2,7(i+5+2,5+1,1(+1,a),b)) —r=<+— | p2>ps
T@+j+2,p3)=ts | TG+j+2,7(i+j+2,5+2,a,1(j+1,b))) j—:>:<j—: p3 > to
T@G+1,ps) =ts TGE+1,7(z+1,1,a,7(0,b))) 7t—6>:<; ps > la, t2

A solution to the ordering constraints is ps > p1 > p2 > p3 > ps > pe > other rules. This terminates the confluence verification.



