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#### Abstract

Given a set of paths (called lines) L, a subway network is a graph $G_{L}=(V, A)$ where $V$ contains exactly the vertices and arcs of every line $l \in L$. An st-route is a pair $(\pi, \gamma)$ where $\gamma=\left(l_{1}, \ldots, l_{h}\right)$ is a line sequence and $\pi$ is an st-path in $G_{L}$ which is the concatenation of subpaths of the lines $l_{1}, \ldots, l_{h}$, in this order. We study three related problems concerning traveling from $s$ to $t$ in $G_{L}$. We present an efficient (i.e., polynomial-time) algorithm for computing an st-route $(\pi, \gamma)$ where $|\gamma|$ (i.e., the number of line changes plus one) is minimum among all st-routes. We show for the problem of finding an st-route $(\pi, \gamma)$ that minimizes the number of different lines in $\gamma$, even computing an $o(\log |V|)$-approximation is NP-hard. Finally, given an integer $\beta$, we present an algorithm for enumerating all st-paths $\pi$ for which a route $(\pi, \gamma)$ with $|\gamma| \leq \beta$ exists, and show that the running time of this algorithm is polynomial with respect to both input and output size.


## 1 Introduction

## 2 Related Work

## 3 Preliminaries

Given a directed graph $G=(V, A)$ and a vertex $v \in V$, the in- and outneighborhoods of $v$ are denoted by $N_{G}^{+}(v)$ and $N_{G}^{-}(v)$, respectively. The size of a graph $G=(V, A)$ is as $|V|+|A|$, and is denoted by $|G|$. A walk in $G$ is a sequence of vertices $\left\langle v_{0}, \ldots, v_{k}\right\rangle$ such that $\left(v_{i-1}, v_{i}\right) \in A$ for all $i \in[1, k]$. For a walk $w=\left\langle v_{0}, \ldots, v_{k}\right\rangle$ and a vertex $v \in V$, we write $v \in w$ if and only if there exists an index $i \in[0, k]$ such that $v=v_{i}$. Analogously, for a walk $w=\left\langle v_{0}, \ldots, v_{k}\right\rangle$ and an edge $a=(u, v) \in A$, we write $a \in w$ if and only if there exists an index $i \in[1, k]$ such that $u=v_{i-1}$ and $v=v_{i}$. The length of a walk $w=\left\langle v_{0}, \ldots, v_{k}\right\rangle$ is $k$, the number of arcs in the walk, and is denoted by $|w|$. A walk $w$ of length $|w|=0$ is called degenerate, and non-degenerate otherwise. For two walks $w_{1}=\left\langle u_{0}, \ldots, u_{k}\right\rangle$ and $w_{2}=\left\langle v_{0}, \ldots, v_{l}\right\rangle$ with $u_{k}=v_{0}, w_{1} \cdot w_{2}$ denotes the concatenation $\left\langle u_{0}, \ldots, u_{k}=v_{0}, \ldots, v_{l}\right\rangle$ of $w_{1}$ and $w_{2}$. A path is a walk $\pi=\left\langle v_{0}, \ldots, v_{k}\right\rangle$ such that $v_{i} \neq v_{j}$ for all $i \neq j$ in $[0, k]$, i.e. a path is a walk
without crossings. Given a path $\pi=\left\langle v_{0}, \ldots, v_{k}\right\rangle$, every contiguous subsequence $\pi^{\prime}=\left\langle v_{i}, \ldots, v_{j}\right\rangle$ is called a subpath of $\pi$. A path $\pi=\left\langle s=v_{0}, v_{1}, \ldots, v_{k-1}, v_{k}=t\right\rangle$ is called an $s t$-path. Given two integers $i, j$, we define the function $\delta_{i j}$ (Kronecker delta) as 1 if $i=j$ and 0 if $i \neq j$.

Given a set of non-degenerate paths (called lines) $L$, the subway network induced by $L$ is the graph $G_{L}=(V, A)$ where $V$ contains exactly the vertices $v$ for which $L$ contains a line $l$ with $v \in l$, and $A$ contains exactly the arcs $a$ for which $L$ contains a line $l$ with $a \in l$. In the following, let $M=\sum_{l \in L}|l|$ denote the sum of the lengths of all lines. Given a path $\pi=\left\langle v_{0}, \ldots, v_{k}\right\rangle$ in $G_{L}$ and a sequence of lines $\gamma=\left\langle l_{1}, \ldots, l_{h}\right\rangle$, we say that the pair $(\pi, \gamma)$ is a route if $\pi$ is equal to the concatenation of non-degenerate subpaths $\pi_{1}, \ldots, \pi_{h}$ of the lines $l_{1}, \ldots, l_{h}$, in this order. Notice that a line might occur multiple times in $\gamma$ (see Figure ??); however, we assume that any two consecutive lines in $\gamma$ are different. For every $i \in\{1, \ldots, h-1\}$, we say that a line change between the lines $l_{i}$ and $l_{i+1}$ occurs. The length of the route $(\pi, \gamma)$ is $|\gamma|$, i.e. the number of line changes plus one. Given two vertices $u, v \in V$, a $u v$-route is a route $(\pi, \gamma)$ such that $\pi$ is a $u v$-path. A minimum $u v$-route has smallest length among all $u v$-routes in $G_{L}$, and we define the $L$-distance $d_{L}(u, v)$ from $u$ to $v$ as the length of a minimum $u v$-route. For a path $\pi$ and a line $l \in L$, let $l-\pi$ be the union of (possibly degenerate) paths that we obtain after removing every vertex $v \in \pi$ and its adjacent arcs from $l$ (see Figure ??). For simplicity, we also call these unions of paths lines, although they might be disconnected and/or degenerated. However, we note that all algorithms in this paper also work for disconnected and/or degenerated lines. Given a path $\pi$ and a set $L$ of lines, let $L-\pi=\{l-\pi \mid l \in L\}$ denote the set of all lines in which every vertex from $\pi$ has been removed. Analogously to our previous definitions, given a path $\pi$ and a graph $G$, we define $G-\pi$ as the graph from which every vertex $v \in \pi$ and its adjacent arcs have been removed.

An algorithm that systematically enumerates all or a specified subset of solutions of a combinatorial optimization problem is called a listing algorithm. A listing algorithm has polynomial delay if it generates the solutions one after the other in some order such that the time elapsed until the first solution is output, and thereafter the time elapsed (delay) between any two consecutive solutions are output, is bounded by a polynomial in the input size. We are mainly concerned with the following three problems.

Problem 1 (Finding a minimum st-route). Given a subway network $G_{L}=(V, A)$ and two vertices $s, t \in V$, find a minimum route from $s$ to $t$.

Problem 2 (Finding an st-route with a minimum number of different lines). Given a subway network $G_{L}=(V, A)$ and two vertices $s, t \in V$, find a route from $s$ to $t$ that uses a minimum number of different lines from $L$.

A natural way to pose Problem 1 as a listing problem is to enumerate all possible $s t$-routes. However, this formulation has the disadvantage that the number of possible solutions is huge, and that there might exist many redundant solutions since a path $\pi$ can give rise to multiple distinct routes (it is enough that some arc of $\pi$ is shared by two lines). Moreover, from a practical point of view,


Fig. 1. Consider a subway network induced by the lines $l_{1}=\langle s, a\rangle, l_{2}=\langle a, b\rangle, l_{3}=$ $\langle b, t\rangle, l_{4}=\langle d, e, s, c\rangle$ and $l_{5}=\langle e, t, c, d\rangle$. The route $r_{1}=\left(\left\langle l_{1}, l_{2}, l_{3}\right\rangle,\langle s, a, b, t\rangle\right)$ is an optimal solution for Problem 1. It uses three different lines and two transfers. However the optimal solution for Problem 2 is the route $r_{2}=\langle s, c, d, e, t\rangle$ which uses only two different lines but three transfers.
also routes that contain many line changes are undesirable. Thus, we formulate the listing problem as follows.

Problem 3 (Listing $\beta$-bounded st-paths). Given a subway network $G_{L}=(V, A)$, two vertices $s, t \in V$, and $\beta \in \mathbb{N}$, output all $s t$-paths $\pi$ such that there exists at least one route $(\pi, \gamma)$ with length at most $\beta$.

## 4 Finding an optimal solution

As a preliminary result we show that Problems 1 and 2 are equivalent and can be solved in time $\Theta(M)$ if the lines and the induced subway network were undirected. After that we show that on directed graphs, Problem 1 can easily be solved using Dijkstra's algorithm while Problem 2 is NP-hard.

If all lines in $L$ were undirected (i.e., undirected contiguous graphs where every vertex has degree 2 or smaller) and $G_{L}$ was an the (undirected) induced subway network, then Problems 1 and 2 essentially are easy because lines can always be traveled in both directions. Of course, this does not hold in the case of directed graphs. Figure 1 gives an example of a directed subway network where the optimal solutions for the two problems differ.

Theorem 1. If all lines in $L$ were undirected and $G_{L}$ was an the undirected subway network, then Problems 1 and 2 coincide and can be solved in time $\Theta(M)$.

Proof. Let $r=(\pi, \gamma)$ with $\pi=\left(\pi_{1}, \ldots, \pi_{h}\right)$ and $\gamma=\left(l_{1}, \ldots, l_{h}\right)$ be an optimal solution to Problem 2. We first show that there also exists an optimal solution $\bar{r}=(\bar{\pi}, \bar{\gamma})$ that uses every line in $\bar{\gamma}$ exactly once. Suppose that some line $l$ occurred multiple times in $\gamma$. Let $i$ be the smallest index such that $l_{i}=l$, and let $j$ be the largest index such that $l_{j}=l$. Let $v$ be the first vertex on $\pi_{i}$ (i.e., the first vertex on the subpath served by the first occurrence of $l$ ), and let $w$ be the last vertex on $\pi_{j}$ (i.e., the last vertex on the subpath served by the last occurrence of $l$ ). Let $\pi_{s v}$ be the subpath of $\pi$ starting in $s$ and ending in $v, \pi_{v w}$ be a subpath of $l$ from $v$ to $w$, and $\pi_{w t}$ be the subpath of $\pi$ starting in $w$ and ending in $t$. The route $r^{\prime}=\left(\pi^{\prime}, \gamma^{\prime}\right)$ with $\pi^{\prime}=\pi_{s v} \cdot \pi_{v w} \cdot \pi_{w t}$ and $\gamma^{\prime}=\left(l_{1}, \ldots, l_{i-1}, l, l_{j+1}, \ldots, l_{h}\right)$ is
still an $s t$-route, it uses the line $l$ exactly once, and overall it does not use more different lines than $r$. Thus, repeating the above argument for every line $l$ that occurs multiple times, we obtain a route $\bar{r}=(\bar{\pi}, \bar{\gamma})$ which uses every line in $\bar{\gamma}$ exactly once and which is still an optimal solution to Problem 2.

The above argumentation can also be applied to show that every optimal solution $(\pi, \gamma)$ to Problem 1 uses every line in $\gamma$ exactly once. Now it easy to see that there exists a solution to Problem 1 with exactly $k$ line changes if and only if there exists a solution to Problem 2 with exactly $k+1$ different lines. Therefore, Problems 1 and 2 are equivalent. They can efficiently be solved as follows. For a given subway network $G_{L}=(V, A)$, consider the bipartite graph $G^{\prime}=\left(V \cup L, A^{\prime}\right)$ where

$$
\begin{equation*}
A^{\prime}=\{\{v, l\} \mid v \in V \wedge l \in L \wedge \text { line } l \text { contains vertex } v\} \tag{1}
\end{equation*}
$$

Using a breadth-first search we can find a shortest $s t$-path $\left\langle s, l_{1}, v_{1}, \ldots, v_{k-1}, l_{k}, t\right\rangle$ in $G^{\prime}$. Let $\gamma=\left(l_{1}, \ldots, l_{k}\right)$ be the sequence of lines in this path. Now we use a simple greedy strategy to find a path $\pi$ in the subway network $G_{L}$ such that $\pi$ is the concatenation of subpaths of $l_{1}, \ldots, l_{k}$ : we start in $s$, follow $l_{1}$ in an arbitrary direction until we find the vertex $v_{1}$; if $v_{1}$ is not found, we traverse $l_{1}$ in the opposite direction until we find $v_{1}$. From $v_{1}$ we search $v_{2}$ on line $l_{2}$, and continue in the same fashion until we reach vertex $t$ on line $l_{k}$. Now the pair $(\pi, \gamma)$ is a route with a minimum number of transfers (and, with a minimum number of different lines).

We have $|V \cup L| \in \mathcal{O}(M)$ and $\left|A^{\prime}\right| \in \Theta(M)$, thus the breadth-first search runs in time $\Theta(M)$. Furthermore, $G^{\prime}$ can be constructed from $G_{L}$ in time $\Theta(M)$. Thus, for undirected lines and undirected subway networks, Problems 1 and 2 can be solved in time $\Theta(M)$.

To solve Problem 1, we first construct a weighted graph $\Gamma\left[G_{L}\right]=(V[\Gamma], A[\Gamma])$ from the subway network $G_{L}=(V, A)$ such that $V \subseteq V[\Gamma]$, and for any two vertices $s, t \in V$ the cost of a shortest $s t$-path in $\Gamma\left[G_{L}\right]$ is exactly $d_{L}(s, t)$. For a given vertex $v \in V$, let $L_{v} \subseteq L$ be the set of all lines that contain $v$. We add every vertex $v \in V$ to $V[\Gamma]$. Additionally, for every vertex $v \in V$ and every line $l \in L_{v}$, we create a new vertex $v_{l}$ and add it to $V[\Gamma]$. The set $A[\Gamma]$ contains three different types of arcs:

1) For every arc $a=(u, v)$ in a line $l$, we create a traveling $\operatorname{arc}\left(u_{l}, v_{l}\right)$ with cost 0 . These arcs are used for traveling along a line $l$.
2) For every vertex $v$ and every line $l \in L_{v}$, we create a boarding $\operatorname{arc}\left(v, v_{l}\right)$ with cost 1 . These arcs are used to board the line $l$ at vertex $v$.
3) For every vertex $v$ and every line $l \in L_{v}$, we create a leaving $\operatorname{arc}\left(v_{l}, v\right)$ with cost 0 . These arcs are used to leave the line $l$ at vertex $v$.

Figure 2 shows an example of the graph construction.
Theorem 2. Problem 1 is solvable in time $\mathcal{O}(M \log M)$.


Fig. 2. Consider a subway network $G_{L}$ with the vertices $V=\{a, \ldots, g\}$ induced by the lines $l_{1}=\langle a, d, e\rangle, l_{2}=\langle b, e, g\rangle$ and $l_{3}=\langle c, d, e, f\rangle$. The figure shows the graph $\Gamma\left[G_{L}\right]$ for this subway network. Dotted lines represent arcs of cost 0 , solid lines represent arcs of cost 1 . The dotted circles represent meta-vertices of the corresponding stations.

Proof. Let $G_{L}=(V, A)$ be a subway network and $s, t \in V$ be arbitrary. We compute the graph $\Gamma\left[G_{L}\right]$ and run Dijkstra's algorithm on the vertex $s$. Let $\pi_{s t}$ be a shortest st-path in $\Gamma\left[G_{L}\right]$. It is easy to see that the cost of $\pi_{s t}$ is exactly $d_{L}(s, t)$. Furthermore, $\pi_{s t}$ induces an $s t$-path in $G_{L}$ by replacing every traveling arc $\left(v_{l}, w_{l}\right)$ by $(v, w)$, and ignoring the arcs of the other two types. Analogously the line sequence can be extracted from $\pi_{s t}$ by considering only the boarding arcs (or, alternatively, only the leaving arcs).

For every vertex $v$ served by a line $l, \Gamma\left[G_{L}\right]$ contains at most two vertices (namely, $v_{l}$ and $v$ ), thus we have $|V[\Gamma]| \in \mathcal{O}(M)$. Furthermore, $A[\Gamma]$ contains every arc $a$ of every line, and exactly two additional arcs for every vertex $v_{l}$. Thus we obtain $|A[\Gamma]| \in \mathcal{O}(M)$. Since Dijkstra's algorithm runs in time $\mathcal{O}(|V[\Gamma]| \log |V[\Gamma]|+|A[\Gamma]|)$, Problem 1 is solvable in time $\mathcal{O}(M \log M)$.

Theorem 3. Problem 2 cannot be approximated within $(1-\varepsilon) \ln n$ unless $N P \subset$ $\operatorname{TIME}\left(n^{\mathcal{O}(\log \log n)}\right)$.

Proof. We construct an approximation preserving reduction from SetCover. The reduction is very similar to the one presented in [2] for the minimumcolor path problem. Given an instance $I=(X, \mathcal{S})$ of SetCover, where $X=$ $\left\{x_{1}, \ldots, x_{n}\right\}$ is the ground set, and $\mathcal{S}=\left\{S_{1}, \ldots, S_{m}\right\}$ is a family of subsets of $X$,


Fig. 3. The correspondence between a set $S_{1} \subseteq X$ and a line $l_{i}$ of the subway network.
the goal is to find a minimum cardinality subset $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ such that the union of the sets in $\mathcal{S}^{\prime}$ contains all elements from $X$.

We construct from $I$ a set of lines $L$ that induces a subway network $G_{L}=$ $(V, A)$ as follows. The set $L$ consists of $m$ lines and induces $n+1$ vertices. The vertex set $V=\left\{v_{0}, v_{1}, \ldots, v_{n}\right\}$ contains one vertex $v_{i}$ for each element $x_{i}$ of the ground set $X$, plus one additional vertex $v_{0}$. Let $V^{O}=\left\langle v_{0}, v_{1}, \ldots, v_{n}\right\rangle$ be the order naturally defined by $V$. The set of lines $L=\left\{l_{1}, \ldots, l_{m}\right\}$ contains one line for each set in $\mathcal{S}$. For a set $S_{i} \in \mathcal{S}$, consider the set of vertices that correspond to the elements in $S_{i}$ and order them according to $V^{O}$ to obtain $\left\langle v_{i_{1}}, v_{i_{2}}, \ldots, v_{i_{r}}\right\rangle$. Now we define the line $l_{i}$ as $\left\langle v_{i_{r}-1}, v_{i_{r}}, v_{i_{(r-1)}-1}, v_{i_{(r-1)}}, \ldots, v_{i_{1}-1}, v_{i_{1}}\right\rangle$. Observe that the set of arcs $A$ induced by $L$ contains two types of arcs. There are arcs of the form $\left(v_{i-1}, v_{i}\right)$ for some $i \in[1, n]$. These are the only arcs in $A$ whose direction agrees with the order $V^{O}$, and we refer to them as forward arcs. For all the other $\operatorname{arcs}(u, v) \in A$ we have $u>v$ with respect to the order $V^{O}$, and we refer to these arcs as backward arcs. We note that every line $l_{i}$ is constructed so that the forward arcs of $l_{i}$ correspond to those elements of $X$ that are contained in $S_{i}$, and the backward arcs connect the forward arcs, in the order opposite to $V^{O}$ (see Figure 3).

Now, for $s=v_{0}$ and $t=v_{n}$, we show that an st-route with a minimum number of different lines in the given subway network $G_{L}$ provides a minimum SetCover for $I$, and vice versa. Since $t$ is after $s$ in the order $V^{O}$, and the only forward arcs in $G_{L}$ are of the form $\left(v_{i-1}, v_{i}\right)$ for some $i$, it follows that any route from $s$ to $t$ in $G_{L}$ goes via all the vertices, in the order $V^{O}$. Thus, for each st-route $r=(\pi, \gamma)$, there exists an st-route $r^{\prime}=\left(\pi^{\prime}, \gamma^{\prime}\right)$ which does not use any additional lines to those used in $r$, but contains no backward arc. That is, $\gamma^{\prime}$ is a subsequence of $\gamma$, and $\pi^{\prime}=\left\langle v_{0}, v_{1}, \ldots, v_{n}\right\rangle$. In particular, there exists an st-route that minimizes the number of different lines, and its path is $\left\langle v_{0}, v_{1}, \ldots, v_{n}\right\rangle$. Clearly, if a line $l_{i}$ is used in the $s t$-route $r$, all the forward arcs in $l_{i}$ correspond to the arcs of the path in $r$ and in this way the line $l_{i}$ "covers" these arcs. Since there is a one to one mapping between the lines and the sets in $\mathcal{S}$, by finding an st-route with $k$ different lines, one finds a solution of the same size to the original SEtCover. Analogously, each solution of size $k$ to the original SEtCover can be mapped to an st-route with $k$ lines. Therefore, the described reduction is approximation preserving, and based on the inapproximability of SetCover [1] this concludes the proof.

## 5 Listing all solutions

Idea. Let $\mathcal{P}_{s t}^{\beta}(L)$ denote the set of all $s t$-paths $\pi$ such that there exists a route $(\pi, \gamma)$ with length at most $\beta$ in the subway network $G_{L}$. In this section, we present a polynomial delay algorithm to enumerate all these solutions. It is important to stress that the order in which the solutions are output in the algorithm is fixed, but arbitrary. The algorithm works similar to a depth first search and recursively partitions the solution space (i.e., $\left.\mathcal{P}_{s t}^{\beta}(L)\right)$ at every call until the considered subspace is a singleton (i.e., contains exactly one solution) and in that case outputs the corresponding path. At a generic recursive step $\left(u, \pi_{s u}, G\right)$, let $u$ be some vertex (initially, $u=s$ ), let $\pi_{s u}$ be the $s u$-path discovered so far (initially, $\pi_{s u}=\langle s\rangle$ ), and let $G$ be the graph that we obtain after removing all vertices in $\pi_{s u}$ except $u$ from $G_{L}$ (initially, $\left.G=G_{L}\right)$. By $\mathcal{P}_{\beta}\left(\pi_{s u}\right)$ we denote the set of all $s t$-paths to be listed by the current recursive call on $\left(u, \pi_{s u}, G\right)$, i.e. the subset of paths in $\mathcal{P}_{s t}^{\beta}(L)$ that have prefix $\pi_{s u}$. To bound the overall running time of the algorithm, we maintain the invariant that the current partition (i.e., $\left.\mathcal{P}_{\beta}\left(\pi_{s u}\right)\right)$ contains at least one solution.
Invariant: (I) There exists at least one $u t$-path $\pi_{u t}$ in $G$ that extends $\pi_{s u}$ so that it belongs to $\mathcal{P}_{s t}^{\beta}(L)$, i.e. $\pi_{s u} \cdot \pi_{u t} \in \mathcal{P}_{s t}^{\beta}(L)$.
Base case: When $u=t$, output the st-path $\pi_{s u}$.
Recursive rule: We observe that the set $\mathcal{P}_{\beta}\left(\pi_{s u}\right)$ is the union of the disjoint sets $\mathcal{P}_{\beta}\left(\pi_{s u} \cdot a\right)$ for each arc $a=(u, v) \in G$ outgoing from $u$. Thus we perform a recursive call on $\left(v, \pi_{s u} \cdot a, G-\langle u\rangle\right)$ for every arc $a \in G$ for which $\mathcal{P}_{\beta}\left(\pi_{s u} \cdot a\right)$ is not empty. This additional condition is required to maintain the invariant (I).

Checking whether to recurse or not. We recurse on ( $\left.v, \pi_{s u} \cdot a, G-\langle u\rangle\right)$ only if the invariant (I) is satisfied, i.e., if $\mathcal{P}_{\beta}\left(\pi_{s u} \cdot a\right)$ is non-empty. For checking this condition, we first set $L^{\prime}=L-\pi_{s u}$ and $G^{\prime}=G_{L}-\pi_{s u}=G_{L^{\prime}}$. Let $d_{G_{L}}\left(\pi_{s u}, a, l_{i}\right)$ be the length of a minimum route $\left(\pi_{s u} \cdot a, \gamma\right)$ in $G_{L}$ such that $l_{i}$ is the last line of $\gamma$. Let $d_{G^{\prime}}^{L^{\prime}}\left(v, t, l_{j}\right)$ be the $L^{\prime}$-distance from $v$ to $t$ in $G^{\prime}$ such that $l_{j}$ is the first line used. For a vertex $v \in V$, let $L_{v} \subseteq L$ be the set of all lines that contain an outgoing arc from $v$. Analogously, for an arc $a \in A$, let $L_{a}$ be the set of all lines that contain $a$. Now, the set $\mathcal{P}_{\beta}\left(\pi_{s u} \cdot a\right)$ is not empty if and only if

$$
\begin{equation*}
\min \left\{d_{G_{L}}\left(\pi_{s u}, a, l_{i}\right)-\delta_{i j}+d_{G^{\prime}}^{L^{\prime}}\left(v, t, l_{j}\right) \mid l_{i} \in L_{a} \text { and } l_{j} \in L_{v}\right\} \leq \beta \tag{2}
\end{equation*}
$$

Basically, $\min \left\{d_{G_{L}}\left(\pi_{s u}, a, l_{i}\right)-\delta_{i j}+d_{G^{\prime}}^{L^{\prime}}\left(v, t, l_{j}\right) \mid l_{i} \in L_{a}\right.$ and $\left.l_{j} \in L_{v}\right\}$ is the length of the minimum route that has prefix $\pi_{s u} \cdot a$.

Computing $d_{G_{L}}\left(\pi_{s u}, a, l_{i}\right)$ and $d_{G^{\prime}}^{L^{\prime}}\left(v, t, l_{j}\right)$. We can use the solution for Problem 1 to compute the values $d_{G_{L}}\left(\pi_{s u}, a, l_{i}\right)$ and $d_{G^{\prime}}^{L^{\prime}}\left(v, t, l_{j}\right)$. The values $d_{G_{L}}\left(\pi_{s u}, a, l_{i}\right)$ need to be computed only for arcs $a=(u, v) \in A$ with $v \notin \pi_{s u}$ (i.e., only for arcs from $u$ to a vertex $v \in N_{G_{L}}^{-}(u) \cap G^{\prime}$ ), and only for lines $l_{i} \in L_{a}$. Consider the graph $G^{\prime \prime}$ that contains every arc from $\pi_{s u}$ and every $\operatorname{arc}(u, v) \in A$ with $v \notin \pi_{s u}$, and that contains exactly the vertices incident to these arcs. Now we
compute $H=\Gamma\left[G^{\prime \prime}\right]$ and run Dijkstra's algorithm on the vertex $s$. For every $v \in N_{G_{L}}^{-}(u) \cap G^{\prime}$ and every line $l_{i} \in L_{(u, v)}$, the length of a shortest path in $H$ from $s$ to $v_{l_{i}}$ is exactly $d_{G_{L}}\left(\pi_{s u},(u, v), l_{i}\right)$. For computing $d_{G^{\prime}}^{L^{\prime}}\left(v, t, l_{j}\right)$, we can consider the $L^{\prime}$-distances from $t$ in the reverse graph $G^{R}$ (with all the arcs and lines in $L^{\prime}$ reversed). Considering $G^{\prime}$ instead of $G_{L}$ ensures that lines do not use vertices that have been deleted in previous resursive calls of the algorithm. Thus we compute $\Gamma\left[G^{R}\right]$ and run Dijkstra's algorithm on the vertex $t$. Then, the length of a shortest path in $\Gamma\left[G^{\prime R}\right]$ from $t$ to $v_{l_{j}}$ is exactly $d_{G^{\prime}}^{L^{\prime}}\left(v, t, l_{j}\right)$.

Algorithm. Algorithm 1 implements the recursive partition strategy. To limit the space consumption of the algorithm, we do not pass the graph $G^{\prime}$ as a parameter to the recursive calls, but compute it at the beginning of each recursive call from the current prefix $\pi_{s u}$. For the same reason, we do not perform the recursive calls immediately in step 8 , but first create a list $V_{R} \subseteq V$ of vertices for which the invariant (I) is satisfied, and only then recurse on $\left(v, \pi_{s u} \cdot v\right)$ for every $v \in V_{R}$.

```
Algorithm 1: ListPAThS \(\left(u, \pi_{s u}\right)\)
    if \(u=t\) then \(\operatorname{Output}\left(\pi_{s u}\right)\); return
    \(L^{\prime} \leftarrow L-\pi_{s u} ; G^{\prime} \leftarrow G_{L}-\pi_{s u}\)
    Compute \(d_{G_{L}}\left(\pi_{s u},(u, v), l_{i}\right)\) for each \(v \in N_{G_{L}}^{-}(u) \cap G^{\prime}\) and \(l_{i} \in L_{(u, v)}\)
    Compute \(d_{G^{\prime}}^{L^{\prime}}\left(v, t, l_{j}\right)\) for each \(v \in N_{G_{L}}^{-}(u) \cap G^{\prime}\) and \(l_{j} \in L_{v}\)
    \(V_{R} \leftarrow \emptyset\)
    for \(v \in N_{G_{L}}^{-}(u) \cap G^{\prime}\) do
        \(d \leftarrow \min \left\{d_{G_{L}}\left(\pi_{s u},(u, v), l_{i}\right)+d_{G^{\prime}}^{L^{\prime}}\left(v, t, l_{j}\right)-\delta_{i j} \mid i \in L_{(u, v)}\right.\) and \(\left.l_{j} \in L_{v}\right\}\)
        if \(d \leq \beta\) then \(V_{R} \leftarrow V_{R} \cup\{v\}\)
    for \(v \in V_{R}\) do
        \(\operatorname{ListPaths}\left(v, \pi_{s u} \cdot(u, v)\right)\)
```

Theorem 4. Algorithm 1 has delay $\mathcal{O}(n M \log M)$, where $n$ is the number of vertices in $G_{L}$. The total time complexity is $\mathcal{O}(n M \log M \cdot K)$, where is $K$ the number of returned solutions. Moreover, the space complexity is $\mathcal{O}\left(\left|G_{L}\right|\right)$.

Proof. We first analyze the cost of a given call to the algorithm without including the cost of the recursive calls performed inside. Theorem 2 states that steps 3 and 4 can be performed in time $\mathcal{O}(M \log M)$. We will now show that steps 6 8 can be implemented in time $\mathcal{O}(M)$. Notice that for a fixed prefix $\pi_{s u}$ and a fixed vertex $v \in N_{G_{L}}^{-}(u) \cap G^{\prime}$, for computing the minimum in step 7, we need to consider only the values $d_{G_{L}}\left(\pi_{s u},(u, v), l_{i}\right)$ that are minimum among all $d_{G_{L}}\left(\pi_{s u},(u, v), \cdot\right)$, and only the values $d_{G^{\prime}}^{L^{\prime}}\left(v, t, l_{j}\right)$ that are minimum among all $d_{G^{\prime}}^{L^{\prime}}(v, t, \cdot)$. Let $\Lambda_{v} \subseteq L_{(u, v)}$ be the list of all lines $l_{i}$ for which $d_{G_{L}}\left(\pi_{s u},(u, v), l_{i}\right)$
is minimum among all $d_{G_{L}}\left(\pi_{s u},(u, v), \cdot\right)$. Analogously, let $\Lambda_{v}^{\prime} \subseteq L_{v}$ be the list of all lines $l_{j}$ for which $d_{G^{\prime}}^{L^{\prime}}\left(v, t, l_{j}\right)$ is minimum among all $d_{G^{\prime}}^{L^{\prime}}(v, t, \cdot)$. Let

$$
\begin{align*}
\mu_{v} & =\min \left\{d_{G_{L}}\left(\pi_{s u},(u, v), l_{i}\right) \mid l_{i} \in \Lambda_{v}\right\}  \tag{3}\\
\mu_{v}^{\prime} & =\min \left\{d_{G^{\prime}}^{L^{\prime}}\left(v, t, l_{j}\right) \mid l_{j} \in \Lambda_{v}^{\prime}\right\} \tag{4}
\end{align*}
$$

be the minimum values of $d_{G_{L}}\left(\pi_{s u},(u, v), \cdot\right)$ and $d_{G^{\prime}}^{L^{\prime}}(v, t, \cdot)$, respectively. Both values as well as the lists $\Lambda_{v}$ and $\Lambda_{v}^{\prime}$ can be computed in steps 3 and 4 , and their computation only takes overall time $\mathcal{O}(M \log M)$. Now the expression in step 7 evaluates to $\mu_{v}+\mu_{v}^{\prime}$ if $\Lambda_{v} \cap \Lambda_{v}^{\prime}=\emptyset$, and to $\mu_{v}+\mu_{v}^{\prime}-1$ otherwise. Assuming that $\Lambda_{v}$ and $\Lambda_{v}^{\prime}$ are ordered in increasing order by the index of the contained lines $l_{i}$, it can easily be checked with $\left|\Lambda_{v}\right|+\left|\Lambda_{v}^{\prime}\right| \leq\left|L_{(u, v)}\right|+\left|L_{v}\right|$ many comparisons if their intersection is empty or not. Using this method, each of the values $d_{G_{L}}\left(\pi_{s u}, \cdot, \cdot\right)$ and $d_{G^{\prime}}^{L^{\prime}}(\cdot, t, \cdot)$ is accessed exactly once (when computing $\Lambda_{v}$ and $\Lambda_{v}^{\prime}$ ), and since each of these values has a unique corresponding vertex in the graphs $H$ and $\Gamma\left[G^{\prime R}\right]$, there exist at most $\mathcal{O}(M)$ many such values which also gives an upper bound on the running time of the steps $6-8$. Thus, without the recursive calls, the running time of Algorithm 1 is bounded by $\mathcal{O}(M \log M)$.

We now look at the structure of the recursion tree. The height of the recursion tree is bounded by $n$, since at every level of the recursion tree a new vertex is added to the current solution and any solution has at most $n$ vertices. In that way, the path between any two leaves in the recursion tree has at most $2 n$ nodes. Since each recursive call outputs a solution, the time elapsed between two solutions being output is $\mathcal{O}(n M \log M)$.

For analyzing the space complexity, observe that $L^{\prime}, G^{\prime}$ and the values $d_{G_{L}}\left(\pi_{s u},(u, v), l_{i}\right)$ and $d_{G^{\prime}}^{L^{\prime}}\left(v, t, l_{j}\right)$ can be removed from memory after step 8 since they are not needed any more. Thus, we only need to store the lists $V_{R}$ between the recursive calls. Consider a path in the recursion tree, and for each recursive call $i$, let $u^{i}$ be the vertex $u$ and $V_{R}^{i}$ be the list $V_{R}$ of the $i$-th recursive call. Since $V_{R}^{i}$ contains only vertices adjacent to $u^{i}$ and $u^{i}$ is never being considered again in any succeeding recursive call $j>i$, we have

$$
\begin{equation*}
\sum_{i}\left|V_{R}^{i}\right| \leq\left|G_{L}\right| \tag{5}
\end{equation*}
$$

which proves the space complexity of $\left|G_{L}\right|$.
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