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Abstract

Background: Inquiry-based learning is widely applied in science education; however, so far, the outcomes of
learning process have been systematically assessed mainly at the secondary school level. For primary school
students, there is no valid instrument for assessing the outcomes of their science inquiry. The aim of the current
study was to develop a test for assessing science learning outcomes (analytical skills, planning skills, interpretation
skills, and science knowledge) related to the five phases of inquiry-based learning (Orientation, Conceptualization,
Investigation, Conclusion, and Discussion) at primary education level (ISCED 1).

Results: A set of contextualized science tasks was created to assess each of the learning outcomes at three levels.
The Science Inquiry Test for Primary Education (SIT-PE test) was developed through several phases, including pilot
studies with large groups of fourth-grade students (10 to 11 years of age). The 1 PL Item Response Theory model
was used to analyze the quality of the test and items based on the test’s reliability score, item difficulty measure,
infit and outfit indices, estimation of item discrimination, item-scale correlation, and the quality of the scoring key.
The final test, consisting of 24 items, was used with a sample of 1868 students. The analysis showed the SIT-PE test
to be of good quality on test level and item level and to also have good predictive validity. Confirmatory factor
analysis revealed that the correlated factors model and second-order factor model of the science learning
outcomes both had a good fit to data collected with the SIT-PE test. Confirmatory factor analysis confirmed the
multidimensionality of science learning outcomes and validated four dimensions of the model: analytical skills,
planning skills, interpretation skills, and science knowledge.

Conclusions: In conclusion, the SIT-PE test could be further used for assessing students’ inquiry competence in
primary education. However, it could be even further improved in several ways and this study provides guidelines
on how to do that. In addition, the SIT-PE provides test developers with information on how to design derivations
of the SIT-PE test for assessing particular science inquiry outcomes or the same outcomes in older age groups as
well.

Keywords: Inquiry-based learning, Performance assessment, Primary education, Science, Assessment, Item response
models, Confirmatory factor analysis
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Introduction
Inquiry-based learning is one of the main approaches to
learning science (see, e.g., National Research Council,
2000; Osborne & Dillon, 2008). It has been effective—in
comparison with more teacher-centered methods—for
the conceptual understanding of science, but also for en-
hancing students’ motivation and interest in learning sci-
ence (see, e.g., Alfieri, Brooks, Aldrich, & Tenenbaum,
2011; Constantinou, Tsivitanidou, & Rybska, 2018; Fur-
tak, Seidel, Iverson, & Briggs, 2012). Areepattamannil,
Cairns, and Dickson (2020) have found, through the use
of OECD PISA data (Organization for Economic Co-
operation and Development, Program for International
Student Assessment) of 428,197 students from 66 coun-
tries, that inquiry-based teaching significantly positively
predicts students’ enjoyment of science, interest in broad
science topics, motivation to learn science, and science
self-efficacy. Therefore, inquiry-based learning has been
widely applied in the context of science education, but it
is applicable in many other disciplines as well. For ex-
ample, on a general level, Keselman (2003) describes
inquiry-based learning as an educational strategy where
learners construct knowledge using the methods applied
by scientists. Many authors have emphasized that
inquiry-based learning is a process where learners are
actively involved (see Constantinou et al., 2018; de Jong
& van Joolingen, 1998; Mäkitalo-Siegl, Kohnle, & Fi-
scher, 2011; Pedaste, Mäeots, Leijen, & Sarapuu, 2012).
This means that in doing inquiry, students also need to
plan, monitor, and evaluate their learning process (De
Jong, Kollöffel, van der Meijden, Kleine Staarman, &
Janssen, 2005). This shows that the inquiry approach
used in learning science is also applicable for improving
more generic learning skills: how to plan activities, how
to monitor their progress, and how to evaluate outcomes
and make changes in the initial plan if needed.
In spite of the wide use of the inquiry-based learning

process as a learning approach (see Archer-Kuhn, Lee,
Hewson, & Burns, 2020; Liu, Zowghi, Kearney, & Bano,
2021; Misra, 2020), few studies have focused on the as-
sessment of the outcomes of the inquiry process. Both
inquiry skills and knowledge acquired through inquiry
could be regarded as outcomes of the inquiry process.
Some earlier studies might have focused on one or an-
other skill necessary in the inquiry process, but few stud-
ies have covered all dimensions of the inquiry process.
Therefore, it is first important to specify more clearly
what the inquiry skills are that could be differentiated
empirically. Second, we need to find how to assess both
the inquiry skills and science knowledge necessary or ac-
quired in the inquiry process. It seems that these ques-
tions are especially understudied in the context of
primary education, where the inquiry approach has often
been used without specific assessment instruments.

Therefore, we can see that there is a need for developing
a test that could be used for assessing the outcomes of
the inquiry process at the primary education level. The
next chapters of the article open up the concept of
inquiry-based learning and how the outcomes of
inquiry-based learning have been assessed. This litera-
ture review is the basis for creating the conceptual
framework of our study as introduced in the chapter fol-
lowing the literature review.

Literature review
Inquiry-based learning is a complex process; it is usually
guided by introducing different phases that structure
inquiry. Pedaste et al. (2015) conducted a systematic lit-
erature review and found descriptions of inquiry phases
in 32 articles, which used 109 different terms. By remov-
ing the overlapping terms, sequencing the phases, and
organizing these into larger groups, five general inquiry
phases were identified: Orientation, Conceptualization,
Investigation, Conclusion, and Discussion. Orientation is
a process of getting to know about a situation and ad-
dressing a learning challenge through a problem state-
ment. Conceptualization is for defining the problem
stated in the Orientation phase and for conceptualizing
it by formulating research questions and/or hypotheses.
In the Investigation phase, learners need to design a plan
for finding an answer to the research question or to ob-
tain evidence to accept or reject the hypothesis. In its
planning sub-phase, learners need to specify all the steps
necessary for collecting data, the equipment and mate-
rials for collecting data, and how to ensure the validity
and reliability of the data collection. Next, they need to
collect data according to the plan. After, they must
analyze and interpret the data. In the Conclusion phase,
the outcomes of the Conceptualization and Investigation
phases will be combined to draw conclusions. The Dis-
cussion phase is conducted either at the end of the
whole inquiry process or in parallel with all other
phases—the learners could discuss the process and out-
comes of the Orientation, Conceptualization, Investiga-
tion, and Conclusion phases. It would be best to do this
in every phase before proceeding to the next because it
helps the acquisition of inquiry skills by reflecting on the
process and getting feedback from others. Thus, it is im-
portant to mention that according to the synthesis of all
frameworks found in the systematic literature review,
the inquiry process is not linear: it can start from differ-
ent phases, and some of these phases, e.g., the Discus-
sion phase, could be repeated several times in an inquiry
process. In addition, it was found that whereas the
Orientation, Conceptualization, Investigation, and Con-
clusion phases focus mainly on the problem to be solved
by the inquiry approach, the Discussion phase goes be-
yond that, leading the learners more towards the analysis
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of the inquiry process, not only to its outcomes. There-
fore, the Discussion phase is especially valuable in ac-
quiring inquiry skills through reflection on the process
(see Liu et al., 2021 for a review of studies focusing on
collaborative inquiry).
The inquiry framework developed by Pedaste, Mäeots,

et al. (2015) is widely applied in learning sciences. For
example, only recently, several guided inquiry-based
learning environments such as the Ark of Inquiry (see
Pedaste et al., 2015) and the Go-Lab (see De Jong, Sotir-
iou, & Gillet, 2014) have been introduced. These envi-
ronments apply the inquiry cycle of Pedaste, Mäeots,
et al. (2015) and have been used by more than 300,000
students and teachers across the globe. However, these
studies do not provide instruments for testing inquiry
skills. This framework integrates wide knowledge about
inquiry frameworks described in 32 research papers re-
garding definitions and cycles of inquiry. Therefore, this
synthesis could be taken as a widely used framework
about inquiry-based learning that integrates other well-
known views on inquiry.
The aforementioned inquiry-based learning framework

continues to be widely used to guide the design of sci-
ence learning and science teacher education (see Kuter
& Özer, 2020; Oguz & Aybars, 2019; Wu & Wu, 2020).
However, only a few studies have focused on the assess-
ment of students’ science skills according to either this
framework or any other inquiry-based learning frame-
work that has been used to synthesize the framework of
Pedaste, Mäeots, et al. (2015). Even less attention has
been paid to assessing the inquiry process outcomes on
a primary school level (ISCED 1). For example, Schiefer,
Golle, Tibus, and Oschatz (2019) developed an instru-
ment for assessing 8- to 10-year-old students’ under-
standing of the phases of the inquiry cycle. They
confirmed the reliability of their 15-item test using Item
Response Theory (IRT). However, their test focused on
the assessment of the students’ understanding of the typ-
ical order and necessity of the steps of the inquiry cycle
and not on the skills needed in every phase or the know-
ledge necessary in the inquiry process or acquired as an
outcome of inquiry. Some other studies have focused on
assessing students’ skills, but only in one or another
inquiry phase. For example, Pöntinen, Kärkkäinen, Pih-
lainen, and Räty-Záborszky (2019) focused on a small
group of 11- to 12-year-old students to understand their
questioning skills. Arini, Suratno, and Yushardi (2019)
assessed students’ communication skills in inquiry learn-
ing. Shanks et al. (2017) focused on measuring experi-
mental design ability. Several issues of the online testing
of science inquiry have also been identified by DeBoer
et al. (2014), e.g., online testing’s usability, effectiveness,
and comparability with paper-and-pencil testing. More
specifically, DeBoer et al. (2014) focused on comparing

the effect of different modalities on measuring science
knowledge and skills; they found that interactive online
modality that allows students to make connections be-
tween the objects enables testing more complex reason-
ing skills than simply showing animations or images the
students cannot interact with. Therefore, the online test-
ing of inquiry skills is definitely worth further studies.
One of the most advanced and widely used instru-

ments following the inquiry-based learning framework
has been developed in the USA for measuring scientific
inquiry based on a data set from the Virtual Perform-
ance Assessment (Scalise & Clarke-Midura, 2018). A
Virtual Performance Assessment task engages students
in a guided inquiry through problem-solving, modeling,
and exploration. The case study by Scalise and Clarke-
Midura (2018), based on an IRT analysis, showed that
this online instrument could be used to describe student
proficiency in scientific inquiry with respect to two gen-
eral science skills: inquiry and explanation. Inquiry in-
cluded posing questions, designing investigations, and
carrying out the investigation. Explanation included ana-
lyzing the results of inquiry, drawing conclusions, and
communicating results. Thus, they omitted the Orienta-
tion phase and only partly covered the
Conceptualization and Discussion phases. In addition,
their study had an important limitation: they used only
one inquiry task in a very specific context. Finally, they
approached older students (ISCED 2).
Similarly, Kuo, Wu, Jen, and Hsu (2015) have devel-

oped and validated a multimedia-based assessment in-
strument of the inquiry abilities of secondary school
students. Their test consisted of 101 items in 29 tasks,
which might be too many for primary school students.
The inquiry abilities differentiated in their study were,
indeed, quite similar to the ones identified in our test.
They specified four abilities: questioning, experimenting,
analyzing, and explaining. However, they found that sev-
eral items did not have an acceptable fit or had an un-
acceptable discrimination index. One more issue found
by them was that although it was possible to distinguish
the four inquiry abilities, the correlation coefficients be-
tween them ranged from .87 to .96. Thus, the different
inquiry abilities are strongly related to each other.
The same age-specific limitation has occurred in

implementing large-scale international assessments, and
the dimensionality of inquiry skills has not been re-
ported about these tests according to our best know-
ledge. For example, inquiry skills have also been
highlighted in the international OECD PISA test, which
focuses on middle school students. In contrast, the IEA
TIMSS test (International Association for the Evaluation
of Educational Achievement Trends in International
Mathematics and Science Study) (Jones, Wheeler, &
Centurino, 2015; OECD, 2013) focuses on fourth-grade
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students’ inquiry skills. The TIMMS2019 Science Frame-
work distinguishes between content domains and cogni-
tive domains (Mullis & Martin, 2017). The cognitive
domains are knowing, applying, and reasoning; in rea-
soning, students need to analyze, synthesize, formulate
questions, hypothesize and predict, design investigations,
evaluate, draw conclusions, generalize, and justify. This
is very much in line with the inquiry framework of Ped-
aste, Mäeots, et al. (2015), although only 20% of the
TIMSS test is designed to assess reasoning; however, dif-
ferentiation of these dimensions as factors has not been
tested with factor analysis. In addition, there is one more
limitation in the PISA and TIMSS tests—they do not
clearly follow the inquiry phases, although they claim to
focus on inquiry activities. Thus, these tests show that
inquiry is important in the context of science skills
worldwide, but they do not focus specifically on an
inquiry framework or science knowledge in the context
of inquiry tasks.

Conceptual framework and research questions of
the study
The analysis of inquiry-based learning frameworks and
different tests developed for assessing the outcomes of
the inquiry process led us to the formulation of the con-
ceptual framework for the current study. We found that
the inquiry framework of Pedaste, Mäeots, et al. (2015)
synthesizes many frameworks describing the inquiry
process and, therefore, represents a wide view on
inquiry-based learning. Therefore, we decided to proceed
from this study in developing our conceptual framework.
However, we also found that it would be important to
add science knowledge as a dimension of the outcomes
of an inquiry process. Accordingly, we proposed that the
outcomes of scientific inquiry could be conceptualized
through inquiry skills and scientific knowledge. Our aim
was to develop a test suitable for assessing different
inquiry skills and scientific knowledge. However, we
were not sure what kind of skills could be differentiated
in the case of primary school students, because even
though inquiry is considered important in science learn-
ing, it has not been systematically assessed on primary
education level using an instrument that could be widely
applied in different contexts. Thus, the current study
aimed at filling this gap by developing a Science Inquiry
Test for Primary Education (SIT-PE) based on the
inquiry-based learning framework developed by Pedaste,
Mäeots, et al. (2015). The focus of the paper is on devel-
oping the SIT-PE test and assessing its quality in order
to provide answers to the following research questions:

1. What is the quality of each individual item of the
SIT-PE test and the potential of the test to measure
science learning outcomes?

2. What are the latent variables that can be
differentiated with the SIT-PE test?

3. What is the predictive validity of the SIT-PE test?

Methods
Developing the test items and compiling the test
The development of the SIT-PE test consisted of four
phases. In the first phase (see Fig. 1), an expert group
consisting of science education researchers, science
teacher educators, and science teachers created a list of
inquiry-based learning outcomes that followed the
framework developed by Pedaste, Mäeots, et al. (2015):
analytical skills (mainly needed in the Orientation,
Conceptualization and Investigation phases), planning
skills (mainly needed in the Investigation phase), inter-
pretation skills (mainly needed in the Conclusion and
Discussion phases), and necessary knowledge on the
relevant topics of inquiry. More information about the
connection between the learning outcomes and inquiry
framework is presented in Table 1. The connection of
the phases to science knowledge is not introduced in the
table, because the knowledge assessed by the test was
not specifically linked to any of the inquiry phases. The
knowledge assessed with SIT-PE was topic-specific con-
tent knowledge.
In the second phase, the initial version of the SIT-PE

test was developed by the same expert group that
worked in the first phase. For that, the science teachers
developed a number of problem-solving tasks following
the inquiry cycle and the authors of the article selected
the tasks that were well in line with the conceptual
framework of the current study. Next, the items of the
selected tasks were revised so that they would allow dif-
ferentiating analytical skills, planning skills, interpret-
ation skills, and science knowledge. Finally, the SIT-PE
test was used in a national assessment as the first pilot
study (N = 589). In this study, the difficulty of the test
items (average percentage of the maximum score the
students gained for each item), evaluation of students’
test-taking motivation, assessment of the test’s difficulty,
and teachers’ feedback were used to develop recommen-
dations for improving the test. Next, the test items were
revised and used in the first main study (N = 1,798),
where, again, the difficulty of the items was analyzed and
students’ and teachers’ feedback was collected.
In the third phase, the findings from the second phase

were used to revise the test items and create additional
ones to compile two versions of the test: one with
multiple-choice questions for all items where it was pos-
sible and one with open-ended questions to test the dif-
ficulty levels of different types of items and their quality.
The second pilot study (N = 287) aimed at decreasing
the number of tasks and items and reducing the time
needed to complete the test (by identifying the questions
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that would be most suitable for differentiating the three
levels in inquiry-based learning outcomes and by select-
ing the multiple-choice questions, if possible) to be used
in the second main study (N = 791). The second main
study was conducted for assessing the quality of the final
test items by describing the difficulty and quality mea-
sures of the items. The difficulty of the test items was
described based on the item difficulty measure found in
IRT analysis. The distinction between the levels was
made on the basis of the WrightMap, which showed
where the more distinct differences were between item
difficulty measures. The qualitative differences between
the items on different levels were described by analyzing
the content of the items on a particular level. The de-
scriptions were used in providing students with feedback
on their inquiry outcomes and recommendations for the

further learning process. The fourth phase assessed the
quality of the final test. This is the focus of the current
article and will be discussed in the following sections.

Sample of the study
In this article, we use data collected in the fall of 2018 in
phase 4 of developing the SIT-PE test. The sample of
the study consisted of schools that voluntarily agreed to
the assessment of their students’ inquiry learning out-
comes. The students were not motivated by someone
else to participate in the test. They did not get a grade
based on the results of the tests, and no comparisons of
the results were made on the student or school level. No
incentives were offered to either the schools or students
participating in the testing. In 2018, the final test was
completed by 1868 students from the fourth grade (9 to

Fig. 1 Four phases of designing the SIT-PE test

Table 1 Association of inquiry-based learning outcomes and inquiry skills

Inquiry phase Analytical skills Planning skills Interpretation skills

Orientation Analyzing the problem situation to
extract key variables and to state the
problem

Planning the procedure of getting
acquainted with the problem situation

Interpreting the problem situation in a
personal context to make it more
meaningful

Conceptualization Analyzing the problem statement to
specify relevant knowledge to formulate
research questions or hypotheses
consisting of dependent and
independent variables

Planning the procedure of analyzing the
problem statement and collecting
relevant information to formulate
research questions or hypotheses

Interpreting the variety of information
found for formulating research questions
or hypotheses

Investigation Analyzing the collected data to answer
the research questions or control the
hypotheses

Planning the procedure of data
collection to gather data necessary for
answering the research questions or
checking the hypotheses

Interpreting the variety of procedures
(their pros and cons) that could be
applied in data collection

Conclusion Analyzing the quality of the inquiry
process and how well the conclusions
enable to answer the research questions
or check the hypotheses (or what are the
related limitations)

Planning the procedure of evaluating the
quality and limitations of the conclusions

Interpreting the findings in order to draw
a conclusion to answer the research
question or to accept or reject the stated
hypotheses; to understand the scope of
the conclusions

Discussion Analyzing what and how to present to
others and how to incorporate and
understand the feedback of others

Planning the discussion with others and
the presentation of procedure or
outcomes of any of the inquiry phases to
others

Interpreting the meaning of the outcomes
to others so that they understand the
main point and can give feedback;
interpreting the feedback of others and
reflecting on the learning process
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11 years of age; an average of 10 years) in 146 schools in
Estonia. Fifty percent of the students were boys (N =
933) and fifty percent were girls. The test was completed
in the Estonian language (the language of instruction, al-
though it was not the mother tongue for all the stu-
dents) by 1639 students (88%) and in the Russian
language (they also studied science at school in Russian)
by 229 students (12%). Data from 92 students who com-
pleted the test in 2019 were used for analyzing the pre-
dictive validity of the test. These students were from a
school where the SIT-PE test results were comparable to
the national average. Most of the deviations of all four
outcomes on all levels were below 10%. The two excep-
tions were the following: compared to the national aver-
age, there were 10.3% less students with a zero level of
planning skills and 16.2% less students with a medium
level in interpretation skills.

The procedure of conducting tests
The SIT-PE test is conducted in an electronic environ-
ment—the Examination Information System (EIS) devel-
oped in Estonia by Foundation Innove (later reorganized
as a new institution) and used for most of the state level
tests in Estonia. However, it can also be used in an inter-
national context—the SIT-PE test has already been made
available for administration in English and Greek. The
EIS enables the administrators to enter tasks and com-
pile tests from the existing tasks. There are many op-
tions to design the tasks; eight different types of
questions were used in the final version of the SIT-PE
test: (1) multiple-choice questions with only one correct
option, (2) multiple-choice questions with more than
one correct option (usually two out of five had to be se-
lected), (3) tasks of pairing up pictures and texts/frag-
ments of text, (4) tasks of forming a sequence of phases,
(5) tasks of drawing a graph or pointing at something in
the picture, and (6) open-ended questions. The initial
version of the test also included tasks with the benefits
of the online testing environment, e.g., tasks where stu-
dents had to use an online simulation to collect data in
an experiment, tasks where students had to watch vid-
eos, or tasks where they had to find information on the
internet in order to evaluate its trustworthiness. Unfor-
tunately, these tasks were left out from the final test due
to quality issues revealed in our empirical study.
The EIS also enables the registration of users who

could take the tests. In our study, the students were first
registered by their schools and then logged in to the
electronic environment where they answered all the
questions sequentially. It was not possible to move back
to the previous questions, because correct answers had
to be displayed to students at certain points before mov-
ing on in order to test all the expected learning out-
comes. However, the students had the possibility to log

into the system after their open-ended answers had been
scored by the teachers and their levels of outcomes had
been calculated for each dimension of the SIT-PE test.
They were given not only the results but also guidelines
on what to focus on in future learning.
The time limit for taking the SIT-PE test was 60 min.

Most of the students completed all tasks in 45 to 60
min. In the first main study (conducted in the second
development phase of the test), we also asked the stu-
dents if they had had enough time for completing the
test. This question was answered by 1680 students: 54%
reported that there was enough time; 38% said that some
time was even left over; and only 8% found that there
was not enough time. It should be noted that the test
was also taken by language immersion classes or stu-
dents who study in a school with Estonian as the lan-
guage of instruction but whose mother tongue is a
different language. Thus, we understand that the test
might be challenging for some students, but indeed it
was not difficult for majority of the students according
to their own feedback.

Data analysis
One-parameter Item Response Theory (1PL IRT, i.e., the
Rasch measurement model) analysis was applied to
evaluate and improve the quality of the SIT-PE test (in
the rest of the text we use it so, although it is equivalent
to the Rasch analysis). Winsteps® Rasch measurement
software was used (Linacre, 2020). We preferred the 1PL
IRT analysis to the two-parameter model (2PL IRT),
since 1PL IRT analysis allows evaluation of the quality of
the items and test by a more rigorous criterion (Fox &
Bond, 2015). The 1PL IRT requires that each item has
good discrimination and that all items have the same
discrimination index (equal to 1), while the 2PL model
does not impose such a requirement (e.g., it allows items
to vary in terms of their discrimination). The 1PL IRT is
especially suitable for developing an instrument, because
it helps to identify items that do not meet rigorous cri-
teria of good items. In addition, it enables to identify po-
tential revision that might improve the quality of items
in order to meet the requirements of a good item. This
is the reason why we chose to use 1PL IRT analysis in-
stead of 2PL IRT. Similarly, 1PL IRT/Rasch analysis has
been applied in developing several other tests in science
education (see DeBoer et al., 2014; Kuo et al., 2015;
Schiefer et al., 2019). The 1PL IRT analysis was used in
both the second and third phase of the study. We only
introduce results from the third phase, because these
show the quality of the final SIT-PE test. In the second
phase, the same analyses were performed to improve the
test items and to select the items for the third phase. In
both cases, we used the partial credit model with an
average item difficulty about 0.5 logit higher than
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students’ average ability, which indicates good test
targeting.
In order to answer the first research question—i.e., as-

sess the quality of the SIT-PE items—several analyses
were made. First, we analyzed how well the items were
able to discriminate respondents. For that, an estimation
of the discrimination score was used. Although the Win-
steps analysis is based on the one-parameter IRT meas-
urement model fixing discrimination of all items at value
1, it still provides a post hoc estimation of item discrim-
ination that can be used as an indication of items that
might have an issue in discriminating respondents. This
estimation of the discrimination measure was used to
identify items with problematic discrimination.
Second, we described the item fit of the test items.

The item fit in the test was measured by three indices:
infit, outfit, and item-total correlation. Based on these
indices, it is possible to evaluate the quality of each item
and its potential to contribute to a good measurement of
science learning skills. We used a threshold with the fol-
lowing values: for infit and outfit indices, acceptable
values are those in the range of .7 to 1.3; for the item-
total correlation we take .20 as an acceptable value and
.30 as good item-total correlation, as suggested in the
Winsteps manual (see http://www.winsteps.com/
winman/index.htm?diagnosingmisfit.htm).
Third, the variation of the difficulty measure of the

test items was also analyzed. The variation of the diffi-
culty of the items was evaluated by the distribution of
items in terms of their difficulty, with an average item
difficulty set to 0. We assumed that, for a good measure-
ment tool, it would be important to have items that are
placed around the middle of the scale, but also items
that are significantly simpler or more difficult. In
addition, item reliability and student reliability were used
to estimate the replicability of item difficulty measures
(in case they are used with another sample of partici-
pants from the same population) and replicability of
measures of student skills (in case another sample of
items from the same population of items is used with
the same sample of students).
Finally, the quality of the scoring key of each item was

analyzed. It was evaluated based on the average score of
participants who responded differently on the same item.
If the scoring key is clearly defined, then participants
who provided an answer that is evaluated as correct
should have a higher average total score than students
who provided a partially correct answer or a wrong an-
swer. The same is expected when comparing students
who provided a partially correct answer and those who
provided a wrong answer.
The second research question about the latent vari-

ables that can be differentiated with the SIT-PE test was
answered using confirmatory factor analysis (CFA). First,

the normed chi-square index was calculated. Based on
Kline (1998) and Ullman (2001), the model was consid-
ered acceptable if the value of the index was below 3
and good if below 2. The model was considered accept-
able if the fit indices were the following (see Bowen &
Guo, 2011): root mean square error of approximation
(RMSEA) ≤ .05, comparative fit index (CFI) ≥ .95, and
Tucker-Lewis index (TLI) ≥ .95. In addition, the
weighted root mean square (WRMR) was used, as sug-
gested by Yu (2002), in case some of the items are di-
chotomous, as in the case of the SIT-PE test. The value
of the WRMR index should be close to 1.0.
The third research question about the predictive valid-

ity of the SIT-PE test was calculated using correlation
analysis. The average score of student levels in the four
outcomes measured by the SIT-PE test was correlated
with the criterion variable, which was the science grade
given by their teacher for the same period when the
SIT-PE test was conducted. For calculating predictive
validity, a subset of the new state level test conducted in
2019 was used. The sample for this subset consisted of
92 students.
IRT analysis was conducted using WINSTEPS 4.0.1.,

and CFA was done using Mplus Version 7.4 (Muthén &
Muthén, 2016) based on the MPlus guidelines (Muthén
& Muthén, 1998-2011).

Results
Description of the SIT-PE test and descriptive data of
students’ scores
We have developed and tested three versions of the SIT-
PE test. The items of the first two versions have been
further used for compiling the third version of the SIT-
PE test as we selected the items that are of good quality
and enable measuring, on three levels, students’ analyt-
ical skills, planning skills, interpretation skills, and sci-
ence knowledge. Next, we present the findings that will
be discussed later in this paper in order to develop the
test further. The third version of the test can be used for
assessing the learning outcomes of each general inquiry
phase described in the framework of Pedaste, Mäeots,
et al. (2015), as introduced in Table 2. However, it needs
to be noted that this test does not assess all skills in rela-
tion to all inquiry phases. For example, in the Orientation
phase, only analytical skills are assessed (see Table 2). Sci-
ence knowledge assessed with the SIT-PE test is not usu-
ally linked to any specific inquiry phase, and similar
questions could be asked in different phases.
The first version of the SIT-PE test was based on the

identification of nine specific learning outcomes that
operationalize different inquiry phases. For example,
there were two specific learning outcomes in the Orien-
tation phase: understanding and creating scientific texts,
and identifying and formulating a problem in a situation.
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All items in the SIT-PE test required students to read a
text and answer questions, create sentences, or formu-
late problems. The final test consisted of seven tasks
with 24 items in total. Five out of the seven tasks fo-
cused on different skills in the context of a complete
inquiry process, and two tasks focused only on interpret-
ation skills in the context of decision-making. Each task
started with a description of a problem situation around
a scientific topic, e.g., how to grow plants or understand
the changes in the states of matter. The task continued
with several items that are each designed to assess one
particular skill or related knowledge. There were 8 items
for assessing analytical skills, 5 items for assessing plan-
ning skills, 6 items for assessing interpretation skills, and
5 items for assessing science knowledge (see Table 3).
There is at least one item for assessing every skill or sci-
ence knowledge at each of the three levels. The exact
test items used in the test are made available to the

readers on request if the reader agrees to keep them
confidential. Confidentiality is important, because the
same items will also be used in the future in the state
level science tests in Estonia and in some international
comparisons. Indeed, the test can be administered in
international studies in collaboration with the authors of
the test. It is possible to use it by writing to the first au-
thor of the article, and then a confidentiality contract
will be signed with the national institution holding the
rights of the test. This kind of procedure of giving only
limited access to computerized tests is common practice
worldwide.
An example of a task of the SIT-PE test is provided in

the Additional file 1: Example of a test task. In this ex-
ample, two boys wonder why their pulse level is different
when doing cycling training in different terrains. They
need to understand what the problem is in the situation
and select the two most appropriate answers out of five
options (task 1, an item for assessing analytical skills on
basic level). The two correct ones are marked in a green
color. After that, they move on and cannot come back to
change their answers. In the next step, they can read the
text about the situation again, but one of the correct
problem statements is already given to them in the task.
This is presented as one possible correct answer, and
there is no direct indication on the correctness of the
answer given by the student in order to avoid a decrease

Table 2 Learning outcomes assessed with the SIT-PE test

Inquiry phase Outcomes Items

Orientation Students understand scientific text and create a simple
scientific text.
Students identify a problem in a situation and formulate it
clearly.

Students read a text and answer questions (analytical skill, basic, or
medium level) or create a sentence (analytical skill, high level).
Students read a text and formulate a problem that is described
there (analytical skill, high level).

Conceptualization Students formulate research questions and hypotheses. Students are provided with a problem description and have to
formulate or select from a list a research question or hypothesis
that contains all elements of a correct question or hypothesis
(planning skill, medium or high level).

Investigation Students design an experiment for collecting data, select
appropriate tools and materials, and conduct the
experiment.

Students read a research question or hypothesis and list all tools
and materials needed in an experiment for answering the
question or testing the hypothesis (planning skill, basic or medium
level); or plan a sequence of activities needed in this experiment
(planning skill, high level); or conduct the experiment using web-
based simulations and analyze the collected data (analytical skill,
basic or medium level).

Conclusion Students use or create models in explaining phenomena,
processes, or systems.
Students solve science-related problems occurring in every-
day life and make decision based on scientific knowledge,
skills, and values.
Students analyze and interpret scientific information and
subsequentially draw conclusions and make decisions.

Students select an appropriate model or figure (analytical skill,
medium level); or improve a partly prepared model or figure
(analytical skill, high level).
Students synthesize different textual and visual information with
data and make decisions based on more than one type of
arguments. (interpretation skill, high level)
Students describe data in a table or figure (analytical skill, basic
level) and draw conclusions based on these (analytical skill,
medium or high level).

Discussion Students explain and analyze objects, phenomena, and
processes, and the cause-effect relationships between them.
Students correctly use scientific concepts, symbols, and units.

Students combine information that is presented in the task with
their own knowledge (interpretation skill, high level).
Students fill in a blank in a text with an appropriate scientific
concept (science knowledge, basic, medium or high level).

Table 3 Overview of SIT-PE test items

Dimension Number of items on each level

Basic level Medium level High level

Analytical skills 3 2 3

Planning skills 1 3 1

Interpretation skills 1 2 3

Science knowledge 2 2 1
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in test-taking motivation. In the next step, they need to
specify the most correct research question (task 2, an
item for assessing planning skills on high level). Again,
they need to move on and cannot come back, because in
the third step, they are provided with the correct re-
search question and they need to plan an experiment to
answer that question. In this example, they are asked
what is required for this experiment (task 3, an item for
assessing planning skills on medium level). They are not
guided to list different categories of requirements; the
correct answer (in green) and scoring guidelines (in red)
show that the planning skill is good if the students are
able to name the required objects from three different
categories: subjects (e.g., humans), objects (e.g., bicycles,
different terrains), and measurement tools (e.g., sport
watch for measuring heart rate). In some other tasks,
they might be asked to sequence the steps needed to
complete an experiment (an item for assessing planning
skills on high level) or to explain why something needs
to be done in order to increase the validity of the experi-
ment (an item for assessing planning skills on high
level). After planning the experiment, the student moves
on again and cannot come back. The fourth step in this
example is analyzing the results they have from an ex-
periment. In some other tasks, the students are asked to
collect data using virtual web-based tools. In the ex-
ample, the student has a table and needs to answer two
questions based on it. First, the student fills in the gaps
in a text (these short answers are scored automatically)
(task 4.1, an item for assessing analytical skills on basic
level); next, they need to interpret the importance of
conducting several trials in the experiment (task 4.2, an
item for assessing interpretation skills on medium level).
Finally, they proceed to the fifth step, where they have to
draw conclusions based on the provided data (task 5, an
item for assessing analytical skills on high level). Again,
they have to select two best options out of five; however,
in some other tasks, they might be asked to answer an
open-ended question to draw a conclusion (an item for
assessing analytical skills on high level).
Depending on the item, students can get zero points

for an incorrect answer, one or two points for a partially
correct answer, and three points for a fully correct an-
swer. Students are assigned the highest level of skill or
knowledge if they have at least 50% of the maximum
score of the items on this level. For example, a student is
deemed to be on a high level of analytical skills if they
score at least 50% for the items on high level, even if
they score, for example, only 40% on a medium level.
This is because items on higher levels can only be cor-
rectly answered if lower-level skills are present. This
way, we also decrease the effect of the contextuality of
the items—nothing bad happens when the student is not
familiar with all the different contexts of the tasks. The

focus of the assessment is on general inquiry skills—
mainly on analytical skills, planning skills, and interpret-
ation skills—and slightly less on science knowledge re-
lated to the tasks. In addition, a fourth level can be
distinguished, a “zero level,” which is assigned to the stu-
dent if none of the item levels (basic, medium, or high)
receive a score of at least 50%.
The test results of the sample that took the final SIT-

PE test are presented in Fig. 2. The analysis revealed
quite a high diversity in students’ levels in all four di-
mensions. The diversity was especially high in analytical
skills and interpretation skills and slightly lower in sci-
ence knowledge, where about two thirds of the students
were on high level. This shows that the test is good for
differentiating students.

What is the quality of each individual item of the SIT-PE
test and their potential to measure science learning
outcomes?
We have analyzed the data by 1PL IRT in order to evalu-
ate the quality of each individual item based on item
infit and outfit, item-total correlation, and estimated
item discrimination as well as to evaluate the potential
of the set of items to measure individual differences
among primary education students in terms of science
learning outcomes. The aim of the study was to combine
items into four measures: analytical skills (items starting
with “An”), planning skills (items starting with “Pl”), in-
terpretation skills (items starting with “In”), and science
knowledge (items starting with “Kn”).
The key findings about the quality of each of the 24

items are presented in Table 4. Based on several indices
(infit and outfit, item-total correlation, and estimated
item discrimination), we can see that 18 items have all
indices in the expected range for good and satisfactory
items, while 6 items have some indices outside the ex-
pected range for some items. In addition, a supplement
table (Additional file 2: Data) gives a detailed overview
of each item option for all items in the test. First, it pre-
sents all data codes and respective scores; e.g., in An1_
k1, full credit (3 points) was given to answer code 2 (the
student selected both correct options, B and D, out of
five options). Partial credit (2 points) was given to stu-
dents who selected only one of the correct alternatives
(only B or only D). Furthermore, supplement (Additional
file 2: Data) also shows how many respondents there
were in each answer category, their percentage of the
sample, and the average ability of students whose an-
swers were classified in the given category. In the case of
a good item, if some answer category (code) is scored
higher, the average ability of students providing this an-
swer is supposed to be higher than the average ability of
students providing an answer that is scored lower.
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Item An1_s4 has somewhat higher infit and outfit
values and a somewhat lower estimated item discrimin-
ation. Since this is a partial credit item and the easiest
item in the test (the item difficulty is − 1.20), it might be
the result of the fact that some high scorers had difficul-
ties solving this item. However, since the item has a
good item-total correlation, we can conclude that it is a
good item despite the difficulties mentioned above, and
that it is useful for differentiating students at the lower
level of science inquiry competence. Item An2_v3 has an
item-total correlation lower than .20, but it has good
infit and outfit indices and good estimated item discrim-
ination. This is a multiple-choice item with 5 alterna-
tives. Based on the analysis of the average ability of
students who choose different distractors (see Additional
file 2: Data), it can be seen that students who select a
correct alternative have just a slightly higher average
score than students who select a wrong alternative E.
Since other indices are good, we have decided to keep
this item for further analysis, but to revise the formula-
tions of alternatives provided to students. Item Kn2_v1
has somewhat higher infit and outfit indices, while other
parameters are good. This is a rather difficult partial
credit item (.39), so higher infit and outfit indices might
suggest a need for a more precise definition of criteria
for partial credit and full credit answers. Items An3_k5
and An3_s5 have somewhat higher infit indices and
An3_s5 also has a higher outfit index, but since they
have a high item-total correlation and a good estimated
discrimination index, we have decided to keep them in
the analysis. Finally, item Pl2_s2 has somewhat lower

infit and outfit indices (that might be the result of a
somewhat higher correlation between this item and item
Pl2_k3), but since its other indices are quite good, we
have concluded that it should be kept in the test. Based
on these findings, we can conclude that the SIT-PE test
consists of a good set of items, although some of the
items can be improved in future.
Since the scoring key is an important part of item

quality, we have also analyzed the quality of the scoring
key for each item. The evaluation of the item scoring
key was based on an analysis of the average ability of
students who choose different alternatives in multiple-
choice items or students who get different scores on
open-ended items. The analysis showed that on all
items, students who scored higher on a particular item
also had a higher average total score compared with stu-
dents who provided an incorrect answer or a partially
correct answer (see Additional file 2: Data). Only in the
multiple-choice item An2_v3, we identified a need for a
revision of different alternatives in order to ensure a
stronger differentiation between students who select the
correct option and students who select an incorrect op-
tion. One possibility seemed to be to differentiate a cor-
rect and partially correct answer instead of a mere
correct and incorrect one. The correct option explained
the specific relationship between the variables (the
higher the temperature, the faster the evaporation). One
of the incorrect options stated that the speed of evapor-
ation depends on temperature. Although it is not as spe-
cific as the option describing the exact relationship
based on provided data, it is indeed correct. It is

Fig. 2 The ratio of students on different levels of dimensions of the SIT-PE test. In addition, students’ perception was used to evaluate the
appropriateness of the test for the target group: 10.9% of students found that it was very difficult, 28.6% found it rather difficult, 51.6%
moderately difficult, 7.1% rather easy, and 1.7% easy. While 59.2% of the students considered their computer skills definitely good enough for
completing the test, 36.2% regarded them as more or less sufficient, and only 4.4% as insufficient

Pedaste et al. International Journal of STEM Education            (2021) 8:19 Page 10 of 19



definitely more correct than the other, incorrect options.
Therefore, it might be reasonable to revise the scoring
key of this item to differentiate a correct and partially
correct answer.
Furthermore, we have analyzed the quality of the SIT-

PE test consisting of these 24 items in order to evaluate
its quality of measuring science inquiry competence.
Global infit and outfit indices were very good for both
item difficulty and student ability—for item difficulty,
global infit and outfit for 24 items were close to 1 (both
have the value 1.01); the values were similar for the

measurement of student abilities (global infit 1.02 and
global outfit 1.01). The reliability of the estimated item
difficulties was 1.0, thus suggesting that it is very likely
that we will get the same item difficulties with another,
similar sample of students; however, the reliability of es-
timated student abilities was .79, which is satisfactory.
Therefore, the current version of the SIT-PE test allows
researchers a reliable measurement of science inquiry
competence at the ISCED 1 level of education.
Having concluded that this version of the SIT-PE test

can be used for measuring the science inquiry

Table 4 Indices of the quality of SIT-PE items evaluated based on the 1PL IRT analysis

Itema Typeb Measurec Model SEd Mean infite Mean outfite Corr.f Exp. Corr.g Estim. Discrim.h

An1_k1 5 − 0.70 0.04 1.07 1.08 .28 .40 0.82

An1_k6 4 − 0.97 0.05 0.96 0.94 .37 .31 1.17

An1_s4 5 − 1.20 0.04 1.47 1.42 .51 .40 0.43

An2_s1 5 0.09 0.04 0.94 0.94 .31 .39 1.06

An2_v3 1 0.31 0.05 1.07 1.13 .18 .29 0.77

An3_k5 2 0.62 0.03 1.36 1.38 .49 .47 1.13

An3_k7 5 0.67 0.04 0.99 1.04 .25 .36 0.94

An3_s5 2 1.29 0.04 1.34 0.96 .48 .38 1.17

Pl1_k2 4 − 0.37 0.05 1.00 0.99 .32 .31 1.03

Pl2_k3 2 − 0.23 0.03 0.75 0.81 .47 .52 0.74

Pl2_k4 5 − 0.08 0.04 0.93 0.94 .33 .39 1.07

Pl2_s2 2 0.01 0.03 0.56 0.56 .60 .51 1.23

Pl3_p2 3 0.50 0.04 0.96 0.96 .42 .38 1.06

In1_r3 5 − 0.74 0.05 1.05 1.04 .52 .40 0.98

In2_m1 5 0.04 0.03 0.96 0.95 .50 .39 1.12

In2_s3 5 0.29 0.05 0.71 0.73 .40 .38 1.40

In3_m2 2 0.87 0.03 0.58 0.65 .51 .44 0.82

In3_r1 1 0.39 0.04 0.94 0.93 .36 .27 1.18

In3_r2 2 − 0.06 0.04 1.12 1.15 .44 .52 1.36

Kn1_t1 4 − 0.89 0.04 0.89 0.87 .45 .31 1.45

Kn1_v2 2 0.66 0.04 0.91 0.91 .47 .47 0.68

Kn2_t2 4 − 0.99 0.03 1.02 1.03 .28 .31 0.91

Kn2_v1 2 0.39 0.05 1.71 1.81 .38 .49 0.75

Kn3_p1 5 0.11 0.03 0.90 0.91 .34 .39 1.12

Values that are outside of accepted values are marked in bold
aItem names are codes where the first two letters show the dimension assessed (An, analytical skills; Pl, planning skills; In, interpretation skills; Kn, knowledge), the
number next to them shows the level of the skill assessed (1, basic; 2, medium; 3, high), the letter next to the underscore indicates the task, and the number at
the end is the number of the item in the task
bItem type: 1, multiple-choice question with only one correct option (radio button); 2, open-ended question coded with 2 or more points (partial credit item); 3,
forming a sequence of phases (multiple choice); 4, open-ended question coded dichotomously (correct or incorrect); 5, multiple-choice question with more than
one correct option (check boxes, number of correct ones has been defined, e.g., 2 out of 5; selection from a number of pictures)
cItem difficulty measure
dStandard error of the item difficulty measure
eMean infit and mean outfit refer to Infit MNSQ and Outfit MNSQ indices, which suggests how well students’ scores estimated based on item difficulty and
students’ ability fit to real student scores (items with infit and outfit indices in the range of .7–1.3 are considered good items)
fCorrelation between item score and respondent ability score estimated based on the 1PL IRT model (items with a correlation higher than .20 are considered
satisfactory items; items with a correlation higher than .30 are considered good items)
gExpected correlation between each item score and respondent ability score
hEstimated item discrimination, i.e., what would be the item discrimination index if the data were analyzed by a 2PL IRT model (items with estimated
discrimination in the range of .5–2.0 are considered items with satisfactory discrimination)
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competence of students at the ISCED 1 level of educa-
tion, we also analyzed the WrightMap to find out the ex-
tent to which the current set of 24 items allows a good
measurement of different levels of student abilities, as
well as whether item difficulties fit our expectations
about the level of the competences they are intended to
measure (see Fig. 3). At the top of the scale are more dif-
ficult items—it is rare that students answer these cor-
rectly. At the bottom are the easiest items. On the left, it
is shown how many respondents there are on different
difficulty levels—at the top are those with the highest
competence, and at the bottom are those with the lowest
competence (each # equals to 15 students). Based on
these data, we can conclude that the current set of 24
items is somewhat more difficult than the average sci-
ence inquiry competence of students involved in the
study (the average item difficulty is 0.47 units higher
than the average student ability). The distribution of
item difficulties ranges from − 1.20 to 1.29, which means
that these items cover various levels of science inquiry
competence. More items are placed at the upper part of
the scale, meaning that these items enable researchers to

differentiate somewhat students with higher science
inquiry competence better. Still, it is worth noting that
there are enough items enabling researchers to differen-
tiate students who are at the lower part of the scale.
However, the WrightMap also indicated that some

items were relatively more or less difficult than we had
expected. For example, items In3_r1, In3_r2, Kn3_p1,
and Kn2_t2 were easier than we expected, taking into
consideration that they are supposed to measure the
third or second level of the competence; however, our
findings suggest that they are somewhere lower down
the scale. In contrast, items Pl1_k2 and Kn1_v2 were
somewhat more difficult compared to our intentions.
These findings suggest that these items should be
checked further in order to get a better understanding as
to why they turn out to be relatively more or less diffi-
cult. After, they should be revised in the future. Analysis
of the distribution of item difficulties according to mea-
sured outcomes allows us to conclude that the item diffi-
culties of items measuring analytical skills are
distributed according to our expectations. For planning
and interpretation skills, the item difficulties of most

Fig. 3 The WrightMap presenting difficulty of SIT-PE items and distribution of student abilities. M on the left side of the vertical scale—average
ability of students participating in the study. M on the right side of the vertical scale—average difficulty of items included in the study. S on the
left side of the vertical scale—one standard deviation from the average ability of students. S on the right side of the vertical scale—one standard
deviation from the average difficulty of items. T on the left side of the vertical scale—two standard deviations from the average ability of
students. T on the right side of the vertical scale—two standard deviations from the average difficulty of items
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items are distributed according to our intentions, while
the item difficulties of knowledge items are somewhat
different in most cases compared to our intentions; the
reasons for this need to be discussed further.

What are the latent variables that can be differentiated
with the SIT-PE test?
The second research question focused on testing if the
four learning outcomes (analytical skills, planning skills,
interpretation skills, and science knowledge) tested with
the SIT-PE test could be differentiated empirically as la-
tent variables. Confirmatory factor analysis (CFA) was
used to test the factor structure of the test. CFA with all
24 items of the SIT-PE test was with almost acceptable
fit indices (χ2/df = 2.53, RMSEA = .029, CFI = .930, TLI
= .922, WRMR = 1.188). However, the latent factors
were strongly correlated with each other (from .661 to
.898). Next, the correlations were allowed between the
residual variances of a few items based on the modifica-
tion indices and analysis of content of items: An1_k6
WITH An1_s4, because these were exactly the same
questions of reading a scale in two different inquiry
tasks; In1_r3 WITH In3_r2, because one of the ques-
tions explained the reason why the correct answer of the
other question was correct; In2_s3 WITH Pl2_k4, be-
cause both of them were about the control of conditions
in an experiment; and Pl2_s2 WITH Ka2_k3, because
both of them were about listing everything that is
needed in the experiments. Then, the model fit was im-
proved (see Table 5), but the correlations between latent
variables were even higher (from .671 to .924). There-
fore, we hypothesized that the model structure could be
either unidimensional, second order, or bifactorial. We
tested all these models, allowing the same correlations
between the residuals of the items as in the case of the
correlated factors model. The results are presented in
Table 4. It appeared that the unidimensional and bifac-
torial models are with a significantly worse fit to the
data, but the second-order model is with about the same
fit indices as the correlated factors model.
The diagrams of the two models with the best fit indi-

ces are presented in Fig. 4. Both models have an issue
that should be reflected and investigated in the next
study. If the correlated factors model has overly high

correlations between some of the latent variables then,
in the case of the second-order factor model, the first
order factor of analytical skills has the value of unex-
plained variance below zero and the loading of the
second-order factor on this first order latent variable is
greater than 1. We believe that the correlated model is
more promising for future research. The main reasons
for taking the correlated model as a starting point for
the further development of the model and instrument
are related to the fact that the correlated model has
somewhat better fit parameters and does not include
any negative residual variance. Moreover, a high correl-
ation between four latent dimensions might be the result
of the fact that these outcomes are still not differentiated
at the early stage of science learning.

What is the predictive validity of the SIT-PE test?
The predictive validity of the test was measured using
correlation analysis to correlate students’ results in the
SIT-PE test and their science grades in school. Data
from 92 students were used in this analysis. First, the
data was checked for normality, which revealed that the
distribution of data was statistically significantly different
from normal distribution according to the Kolmogorov-
Smirnov test (p < .01). Therefore, the Spearman rank
order correlation was used. The correlation between the
students’ grades and average scores of the SIT-PE out-
comes was .447 (p < .01). The correlations between the
grade and different outcomes were even stronger: for
analytical skills .620, planning skills .518, interpretation
skills .706, and science knowledge .454. All correlations
were statistically significant at the .01 level (2-tailed).
These moderate or strong correlations show good pre-
dictive validity of the SIT-PE test.

Discussion
The aim of the current study was to develop a science
inquiry test for primary education level based on the
inquiry-based learning framework developed by Pedaste,
Mäeots, et al. (2015). According to our knowledge, sev-
eral self-report instruments for science learning out-
comes are available (e.g., Chang et al., 2011), but there
are no tests for measuring science competence according
to the inquiry-based learning approach at the primary
education level. Therefore, we welcomed the result
which showed that the items of the SIT-PE test devel-
oped in this study were mostly of good quality and that
the test also demonstrated a multidimensional structure
of science outcomes and good predictive validity. What
is also worth noting is that the test meets the strict re-
quirement of item discrimination being equal to 1. In
comparison, Scalise and Clarke-Midura (2018) found in
developing their measures for capturing inquiry-oriented
performance an average item discrimination of .56 with

Table 5 Fit indices of the confirmatory factor analysis models
describing SIT-PE test

Factor model χ2 df χ2/df RMSEA CFI TLI WRMR

Correlated factors 509.019 242 2.21 .024 .951 .944 1.071

Unidimensional 686.142 248 2.77 .031 .919 .910 1.257

Second order 515.584 244 2.11 .024 .950 .943 1.080

Bifactor 1152.571 225 5.12 .047 .828 .789 1.699

Correlations are allowed between the following items: An1_k6 WITH An1_s4,
In1_r3 WITH In3_r2, In2_s3 WITH Pl2_k4, and Pl2_s2 WITH Ka2_k3
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a range from .27 to .72, while it is suggested that dis-
crimination scores between .5 and 2.0 are good for per-
formance tests. However, there are some open issues
with respect to each finding that need to be discussed in
more detail.

Quality of items in the SIT-PE test
First, we focused on item difficulty. Part of the value of
our study was that we used IRT models in the three
phases where large data sets were collected. This enabled
us to select the best items from one phase to another
and to test the stability of item difficulty on different
samples of students who participated in the three phases.
Furthermore, it enabled us to identify three levels of
each science learning skill that were consistent through-
out different phases. This has not been the case in devel-
oping other known tests for assessing science learning
outcomes in the context of inquiry-based learning. For
example, Scalise and Clarke-Midura (2018) used the
WrightMap to discuss the difficulty of items but did not
specify the levels of difficulty. Nevertheless, the levels are

very important, because this makes it possible to de-
scribe each level and to give feedback and suggestions
for further learning based on the description of a slightly
higher level of difficulty in the student’s zone of prox-
imal development. This was also the case in the SIT-PE
test—the students were provided with feedback about
their levels in four learning outcomes and suggestions
for further learning in each of these dimensions. This
supports learners in improving their self-regulation skills
and teachers in becoming more aware of the diversity of
their students in order to plan further studies and pro-
vide formative feedback.
The test items for assessing planning skills were all of

good quality. In interpretation skills, there was an issue
with item In3_r2, which was easier than had been ex-
pected based on previous data collection. The item diffi-
culty did not seem to derive from the interpretation
skills necessary for interpreting different data in making
a decision, but from the fact that students needed to se-
lect two alternatives to get full credit on this item (op-
tion B and option E). Actually, most of the students

Fig. 4 Correlated factor model (a) and second-order factor model (b) describing the science inquiry. Correlated factor model (a) describing the
four factors of analytical skills (An), planning skills (Pl), interpretation skills (In), and science knowledge (Kn) and second-order factor model (b)
describing the general science competence factor (science) and first order factors describing analytical skills (An), planning skills (Pl), interpretation
skills (In), and science knowledge (Kn). The model was created using the data of 24 items of the SIT-PE test (n = 1868)
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selected only option B without recognizing that option E
should also be selected. Moreover, when we compare
students who chose only option E or only option B (and
got partial credit), it seems that option E required a
more advanced level of interpretation skills in order to
be recognized as a correct option (see data related to
item In3_r2 presented in Additional file 2: Data). The
fact that the two correct options were on different levels
of complexity, and that students can get partial credit re-
gardless of the option they select, might be an explan-
ation as to why this item turned out to be easier than we
had expected. Thus, in the revision of the items, it
should be ensured that if two options need to be se-
lected, the answers should be more or less equally
appropriate.
In analytical skills, one item was found where the item

infit and outfit indices were slightly higher than ex-
pected. This means that the students who got a good
total score had a slightly higher rate of incorrect answers
on this item and the ones with a lower total score an-
swered it considerably well. In total, 54% of the students
answered it correctly, 21% partially correctly, and 25%
incorrectly. The item was about reading the scale of a
thermometer. The correct answer was 24 degrees, and
the partially correct answer allowed them a ± 1°. How-
ever, the scale had markings only in every 5°, and the de-
grees were marked in numbers only in every 10°.
Actually, the precise value was not important in the
inquiry. What was important was to keep the value on
the same level in all experiments, but it did not matter if
it was 24, 25, or even 20 or 30°. The conclusions of the
experiment would have been the same. Therefore, one
explanation for the high infit and outfit indices might be
that students with better results in science pay less at-
tention to unimportant aspects, whereas those who focus
more on details might not understand the bigger picture
behind the details; therefore, the latter might fail more
often in the assessment of generic skills, which were the
focus of the SIT-PE test. In the future, the test items
should be improved so that the details are asked only
where it is important to focus on the details.
In addition, there was one item assessing analytical

skills where the correlation with the total test score was
slightly lower than .20, which we consider a minimal
threshold. It also indicates a potential issue with infit
and outfit indices, but these were very well in the
boundaries of the suggested values. In this item, students
had to analyze a data table and select the most appropri-
ate description of the relation between two variables in-
troduced in the table. Two options out of five were
marked with almost the same frequency (33% of the stu-
dents chose the correct one and 35% the incorrect one),
and their correlation with the total score of the test was
almost the same (indeed slightly higher for the correct

one). This suggested that the wrong option should be
analyzed in order to identify why it might be misleading
and attract students with high analytical skills. By a de-
tailed analysis of the two options, we came to the con-
clusion that both options might be considered correct,
although one of them (the one considered correct in the
scoring key) is more precise. The correct option states
“The higher the temperature, the faster the water evapo-
rates”, whereas the incorrect one says, “The rate of evap-
oration of the water depends on the temperature.” The
incorrect option does not specify how one variable de-
pends on the other. The item could be improved when
the scoring key is revised by differentiating correct and
partially correct options. The same principle could be
applied in the case of other items as well to further im-
prove the quality of the items.
In assessing science knowledge, more significant find-

ings emerged that need to be discussed. Two items ap-
peared to be simpler and one more difficult than
expected based on the previous data collection. The ex-
planation for this phenomenon might be that the know-
ledge gained in science depends very much on
contextual factors, e.g., what is the focus in one or an-
other school, and what is meaningful to one or another
student. Therefore, we concluded that the science know-
ledge levels could only be specified for items if the item
difficulty is first determined in every new study. This
seems to be also the reason why the students’ level of
science knowledge was mostly high, and why the test did
not provide much variability (see Fig. 1). The highest
level of knowledge was assessed with only one item,
which was expected to be with high difficulty (based on
previous data collections) but was easier than one know-
ledge item on basic level and one on medium level. By
analyzing the items, we proposed a hypothesis for fur-
ther studies—there are different types of knowledge that
should be analyzed on different scales. Some of the
knowledge items focused on specific scientific terms
(e.g., the student had to know the three characteristics
of clean water: transparent, flavorless, and odorless; how-
ever, these are terms that we do not need to use in our
everyday discussions) and some others on generic know-
ledge (in this case simpler) that is often used in everyday
life in different contexts (e.g., that the weight of seeds
could be described in grams or plants need light in order
to grow). A similar issue might be the reason why one
item was the easiest one, although it was on a medium
level based on previous studies. In this item, students
had to finish a sentence about why the sun is needed to
grow plants. The correct answers were either light or en-
ergy. Light could be considered a generic everyday life
term—everybody can see that light reaches plants. How-
ever, energy is a much more abstract concept and re-
quires relevant scientific knowledge. In everyday
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experience, one does not see that energy reaches from
the sun to the plants. Scientifically, it would be more
correct to treat only the answer related to the concept of
energy as a correct answer or, if both answers were to be
considered correct, the answer related to energy should
get full credit and the answer related to light should get
partial credit.
Another issue that requires attention in developing the

test further is designing items assessing knowledge that
are more related to items assessing skills. In the current
test, these were only connected through the topic, not
more. For example, in an inquiry task on the effect of
temperature on the evaporation of water, the students
could make an inference based on a table of data col-
lected in an experiment without relying on the know-
ledge that was tested in the same task. The two items
assessing knowledge in the same task required students
to explain what is melting and how to characterize clean
water. This knowledge was not necessary to perform
well in the inquiry task. Therefore, the correlations be-
tween the inquiry item and the two knowledge items
were only .043 and .077. For the inquiry task, much
more generic knowledge was necessary, e.g., knowing
that the value of something could be read from the
intersection of a column and row in a table.

Latent variables differentiated with the SIT-PE test
Despite the minor issues associated with some of the
quality indicators of a few items in the SIT-PE test, we
found that the test could be used for assessing science
learning outcomes developed on an inquiry framework.
However, we also showed that the science learning out-
comes assessed with the SIT-PE test have a multidimen-
sional structure. In this respect, our findings support
those of Scalise and Clarke-Midura (2018), who showed
that at least two latent traits could be differentiated in
assessing students’ inquiry-oriented performance in sci-
ence. In our study, the fit indices of the correlated fac-
tors model and second-order factor model showed that
analytical skills, planning skills, interpretation skills, and
science knowledge were separate latent factors, and the
unidimensional or bifactorial models had worse fit indi-
ces. Thus, whereas Scalise and Clarke-Midura (2018) dif-
ferentiated only two latent variables, SIT-PE enabled us
to distinguish four factors. The two factors identified by
Scalise and Clarke-Midura (2018) were described as
inquiry and explanation. In our study, it appeared that
the four dimensions correlate strongly. One interpret-
ation of this might be that there is still a general factor
present when describing general science competence
above all specific competences; however, this model was
not revealed in our study, because the assessment of dif-
ferent skills and knowledge was not sufficiently related.
The final version of the SIT-PE test was compiled by

selecting the required items from the best tasks devel-
oped in the previous studies—items of good quality that
were necessary for assessing four dimensions on three
levels. It turned out that some topics were used only for
assessing some particular dimensions. One task assessed
only knowledge with two items, another two assessed in-
terpretation with two and three items, one task assessed
knowledge with one item and analytical skills with two
items, one assessed knowledge with one item and plan-
ning with another item, one assessed planning with three
items and analysis with four items, and only one task
assessed three dimensions out of four: planning and in-
terpretation with one item and analysis with three items.
Therefore, it would be good to design new test items in
the future so that a significant number of test items in
different dimensions would be on the same topic. Then,
the bifactorial and second-order factor model could be
tested again. Another solution for improving the model
might be revising the theoretical model. For example,
Scalise and Clarke-Midura (2018) had a correlation of
only .42 between the latent variables in their two-
dimensional model, so we might consider revising our
model to distinguish fewer latent variables. In this case,
we might see that our findings are more or less in line
with those of Scalise and Clarke-Midura (2018). In our
case, the lowest average correlation with other latent
variables was in the case of interpretation skills, which
are the closest to one of the latent variables—explaining
(analyzing the results of the inquiry, drawing conclu-
sions, and communicating results)—introduced by Sca-
lise and Clarke-Midura (2018). Our latent variables,
describing analytical skills and planning skills, could be
more related to their inquiry variable, which included
posing questions, designing investigations, and carrying
out the investigation. However, our science knowledge
variable could not be associated with one of the two var-
iables in the study of Scalise and Clarke-Midura (2018).
In addition, the correlations in our study were still sig-
nificantly higher between all latent variables.
Another explanation for the high correlations between

the latent variables in the factor model might be the age
group of our respondents. Tucker-Drob (2009) has de-
scribed the phenomenon that in younger age groups,
some skills could be merged more easily into general
skills, and when students get older, the different dimen-
sions become more distinct. In order to test this hypoth-
esis, the SIT-PE test could also be used with older
students; in Estonia, state level science tests are con-
ducted every 3 years, and a similar science test is admin-
istered at the beginning of the seventh grade (age 13 to
14) to assess the science outcomes achieved after the
second level of primary school. However, when we com-
pare our results with the study of Kuo et al. (2015), then
the factors in the SIT-PE test are even better
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distinguished from each other, although the sample of
Kuo et al. was older—secondary school students from
the 8th and 11th grade. Kuo et al. (2015) differentiated
four inquiry abilities but showed that the correlations
between the factors ranged from .87 between question-
ing and analyzing to even .96 between experimenting
and explaining.

Predictive validity of the SIT-PE test
Finally, the predictive validity of the SIT-PE test revealed
that regardless of the various possibilities for improving
the quality of some of the test items, the test is already
in a state where it could be used for assessing science
learning outcomes in the context of inquiry-based learn-
ing. Regarding predictive validity, it was interesting that
the criterion measure—science grades given by the
teachers in school—was more strongly correlated with
different skills than with the science knowledge or aver-
age level of different learning outcomes assessed with
the test. All these correlations were remarkably higher
than the correlations usually reported in employment
tests, where predictive validity has often been assessed.
The strongest correlation in the SIT-PE test was be-
tween students’ grades and interpretation skills. This
might show that teachers place great value on interpret-
ation and other science skills in grading students, which
might also explain why Estonian students do well in the
international PISA test (OECD, 2019); however, this
needs to be studied further, because in the current study,
the predictive validity was calculated based on data col-
lected only in one school. Indeed, this school repre-
sented an average school in Estonia according to the
SIT-PE test results. In addition, it should be noted that
whereas grading in school takes place in high-stakes set-
tings, the SIT-PE test was a low-stakes test for the stu-
dents. Therefore, the correlation between the grades and
SIT-PE test results might be even higher if the SIT-PE
test were to be used for grading students. Currently, this
was not the aim—the test was administered to give stu-
dents and teachers feedback about different learning
outcomes of the inquiry process and to provide specific
recommendations for next learning steps.

Conclusions and implications
We designed a science test for assessing students’ analyt-
ical skills, planning skills, interpretation skills, and sci-
ence knowledge at primary education level. IRT analysis
showed that the test as a whole is of good quality, as are
most of the test items and the scoring key of the items.
The assessment of knowledge appeared to be slightly
more complicated and requires further inquiry. We hy-
pothesized that several types of knowledge should be dif-
ferentiated, e.g., specific scientific knowledge and general
transferable inquiry knowledge. In addition, we admitted

that the knowledge assessed in the SIT-PE test was not
really needed for the inquiry activities. Thus, the test is
already good for assessing science skills but could be de-
veloped further to provide more insight into different
types of knowledge.
We also found that confirmatory factor analysis almost

equally supports both the correlated factors model and
the second-order factor model in describing the science
competence assessed by the SIT-PE test. Both models
confirmed the multidimensional structure of the science
learning outcomes: analytical skills, planning skills, inter-
pretation skills, and science knowledge. Indeed, it ap-
peared that the correlations between the latent variables
were rather strong. In this context, it is also important
to further explore how much the second-order factor—
general science competence—is described by science
skills, and how much is explained by science knowledge.
The relationship between science skills and knowledge is
also worth further investigation.
Despite the open questions regarding further develop-

ment of the SIT-PE test, the study showed that the test
has a good predictive validity in its current form. There-
fore, we can suggest its use in international studies for
assessing primary school students’ learning outcomes in
the context of inquiry-based learning. However, there
are also some limitations that need to be taken into ac-
count when applying the test. First, the quality of the
test was good, but some levels of certain dimensions
were assessed only with one item. Therefore, the test
could be even further improved by developing more
items in these particular categories. Second, the test has
been implemented on large samples and more than
once, but only in the context of Estonia, even though it
has been administered in the Russian language as well in
addition to Estonian. Therefore, the test versions trans-
lated and adapted to other languages (e.g., English and
Greek to date) need to go through psychometric ana-
lyses again using the same analysis methods as in the
current study. In addition, the applicability of the items
for assessing science knowledge needs to be checked in
different contexts, because the knowledge might depend
on the curriculum of a particular country. This might
apply to content knowledge, in particular, but this
should not be an issue in assessing inquiry knowledge.
The latter was not assessed with the current version of
the SIT-PE test and could be a potential improvement
for the next version of the test. Third, the stability of the
difficulty of the items for assessing science knowledge
needs to be studied further to avoid the situation where
the items describe different levels every time there is a
new sample. Fourth, the time needed to complete the
test is currently 45 to 60 min, which might be quite de-
manding for 10- to 11-year-old students. Although only
a minority of the students reported that they did not
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have enough time to complete the test, it might be that
fatigue had some effect on the validity of the data gath-
ered with the last items of the test. Therefore, it needs
to be tested further if some items could be left out from
the test without significantly lowering the quality of the
test. For example, in some cases, the level of a particular
inquiry outcome could be assessed with fewer items if
the items have very similar psychometric properties in
repeated tests and if they have a higher maximum score
to ensure variance among students in order to differenti-
ate them with the test. However, despite its limitations,
the test is already applicable as a state level science test
in other countries than Estonia or as a test for assessing
students’ science skills in scientific experiments. The
current set of items proved to be very good. This means
that we can measure science inquiry outcomes—skills
and knowledge—at the primary school level of educa-
tion. In addition, we also learned which items cause dif-
ficulties for students—this is important knowledge for
further studies.
One more area of improvement in the SIT-PE test for

further research is the design and analysis of new test
items, which would include the benefits of online testing,
e.g., interactive tasks where students have to conduct ex-
periments using simulations. In our development
process, these types of tasks were left out from the final
version of the SIT-PE test owing to their unsatisfactory
quality; however, in the future, more items could be
tested to find the ones with good quality.
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