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# Optimal Control of an Ensemble of Bloch Equations with Applications in MRI 

Bernard Bonnard and Alain Jacquemard and Jérémy Rouot


#### Abstract

The optimal control of an ensemble of Bloch equations describing the evolution of an ensemble of spins is the mathematical model used in Nuclear Resonance Imaging and the associated costs lead to consider Mayer optimal control problems. The Maximum Principle allows to parameterize the optimal control and the dynamics is analyzed in the framework of geometric optimal control. This leads to numerical implementations or suboptimal controls using averaging principle.


## I. Introduction

Optimal control algorithm was introduced in [1] in Nuclear Magnetic Resonance to improve the control field and at the end of the nineties, new theoretical results appear in optimal control of NMR systems both from the analytical and numerical points of view [8],[13],[10]. More recently under the impulse of S.J. Glaser, combination of geometric control based on the Maximum Principle [12] and related numerical algorithms ((Gradient methods: Grape) or shooting and continuation methods (HamPath [6])) were used and lead to sophisticated results starting from a complete solution of the time minimal saturation of a single spin [9] and application to the contrast problem in Magnetic Resonance Imaging, see [4],[11].

The model for analyzing such problems is to consider an ensemble of N -spins, each spin being described by a magnetization vector: $M_{i}=\left(M_{x_{i}}, M_{y_{i}}, M_{z_{i}}\right)$ in a (fixed) laboratory frame and satisfying the so-called Bloch equation:

$$
\begin{equation*}
\frac{\mathrm{d} M_{i}}{\mathrm{~d} t}=\gamma M_{i} \wedge B+R(M) \tag{1}
\end{equation*}
$$

$\gamma$ is the gyromagnetic ratio, $B(t) \in \mathbb{R}^{3}$ is the total magnetic field applied to the system which decomposes into:

$$
B(t)=B_{0}(t)+B_{1}(t)
$$

where $B_{0}(t)$ is oriented along the $z$-axis while $B_{1}(t)$ is the control RF-field in the transverse plane $(x, y)$. In Magnetic Resonance $B_{0}(t)$ decomposes into $B_{0}+\Delta B_{0}(X, Y, t)$ where $B_{0}$ is an intense stationary field. In this article we shall restrict to the case $\Delta B_{0}(X, Y)$ associated with MRI, where $X, Y$ describe the spatial position of the voxel in the image, time dependance has to be taken into account in Magnetic

[^0]Resonance Elastography where our computations can be easily generalized. The term $R(M)$ is the dissipation of the form:

$$
R(M)=\left(M_{x_{i}} / T_{2}^{i}, M_{y_{i}} / T_{2}^{i},\left(M_{z_{i}}-M_{0 i}\right) / T_{1}^{i}\right)
$$

where $M_{0 i}$ is the equilibrium magnetization which can be normalized to 1 , using rescaling $M_{i} \rightarrow M_{i} / M_{0 i}$ and $T_{1}^{i}, T_{2}^{i}$ are the relaxation parameters which are the chemical signatures of the observed species. The control components are denoted $u(t)=-\gamma B_{y}(t), v(t)=-\gamma B_{x}(t)$ where $B_{1}=\left(B_{x}, B_{y}\right)$ and up to a time rescaling one can impose the control bound: $u^{2}+v^{2} \leq 1$.

An important step is to rewrite each Bloch equation in a rotating frame:

$$
M_{i}(t)=S(t) q_{i}(t), q_{i}=\left(x_{i}, y_{i}, z_{i}\right)
$$

with

$$
S(t)=\exp \left(\omega t \Omega_{z}\right), \Omega_{z}=\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

and the Bloch equation takes the form:

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\begin{array}{c}
x_{i}  \tag{2}\\
y_{i} \\
z_{i}
\end{array}\right)=\left(\begin{array}{ccc}
-1 / T_{2}^{i} & -\Delta \omega_{i} & u_{2} \\
\Delta \omega_{i} & -1 / T_{2}^{i} & -u_{1} \\
-u_{2} & u_{1} & -1 / T_{1}^{i}
\end{array}\right)\left(\begin{array}{c}
x_{i} \\
y_{i} \\
z_{i}
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
1 / T_{1}^{i}
\end{array}\right)
$$

where $\Delta \omega_{i}$ is the resonance offset and the RF-control field is represented using the rotation:

$$
\begin{equation*}
u_{2}=u \cos (\omega t)-v \sin (\omega t), u_{1}=u \sin (\omega t)+v \cos (\omega t) \tag{3}
\end{equation*}
$$

which preserves the control bound: $u_{1}^{2}+u_{2}^{2} \leq 1$.
Finally in the moving frame, the Bloch equation takes the normalized form uses in our computations:

$$
\begin{align*}
\frac{\mathrm{d} x_{i}}{\mathrm{~d} t} & =-\Gamma_{i} x_{i}-\Delta \omega_{i} y_{i}+u_{2} z_{i} \\
\frac{\mathrm{~d} y_{i}}{\mathrm{~d} t} & =\Delta \omega_{i} x_{i}-\Gamma_{i} y_{i}-u_{1} z_{i}  \tag{4}\\
\frac{\mathrm{~d} z_{i}}{\mathrm{~d} t} & =\gamma_{i}\left(1-z_{i}\right)+u_{1} y_{i}-u_{2} x_{i}
\end{align*}
$$

where $2 \Gamma_{i} \geq \gamma_{i} \geq 0$ so that the Bloch ball $\left|q_{i}\right| \leq 1$ is invariant.

The case $\Delta \omega_{i}=0$ is called the resonant case.
Collecting N -spins systems, each state being given by $q_{i}=$ $\left(x_{i}, y_{i}, z_{i}\right), i=1, \ldots, N$ and denoting $q=\left(q_{1}, \ldots, q_{N}\right)$ the state describing the ensemble of N -spins, the system takes the form:

$$
\frac{\mathrm{d} q}{\mathrm{~d} t}=F_{0}(q)+u_{1} F_{1}(q)+u_{2} F_{2}(q)
$$

where thanks to the Bloch equation, $F_{0}, F_{1}, F_{2}$ are a copy of N -affine vectors fields, each depending linearly on the dissipation parameters $\Gamma_{i}, \gamma_{i}$ and of the resonance offset $\Delta \omega_{i}$.

The optimal control problems related to our applications consists into a Mayer problem, optimizing a cost function

$$
c\left(q\left(t_{f}\right)\right) \rightarrow \operatorname{Min}
$$

with initial condition $q(0)$ and a terminal condition defined by $f\left(q\left(t_{f}\right)\right)=0$ where $f: \mathbb{R}^{3 N} \rightarrow \mathbb{R}^{k}$ and $t_{f}$ is the fixed transfer time.

The contribution of this article is to analyze the above mentioned problems, using the Maximum Principle and to derive a computation of the optimal control taking into account the specificity of the problem, that is: the control is bi-input and the control system is described by a set of N -Bloch equations. In particular, the contrast problem in MRI will be studied in details to derive the properties in the resonant case for $N=2$. The general case taking into account the $B_{0}$ and $B_{1}$-inhomogeneities can be understood in this framework and suboptimal control can be derived using appropriate averaging procedure or numerically computed. The principle is coming from our model. Indeed if $N=2$, the optimal control can be computed in the resonant frame to derive the physical control $u(t), v(t)$. But coupling such systems leads to compute the optimal solution as an averaged process given by the Maximum Principle of the individual controls of each problems of the form $u(t)=-u_{1} \sin \left(\omega_{i} t\right)+$ $u_{2} \cos \left(\omega_{i} t\right), v(t)=u_{1} \cos \left(\omega_{i} t\right)+u_{2} \sin \left(\omega_{i} t\right)$ where $\omega_{i}$ is the resonant frequency and $u_{1}, u_{2}$ are the optimal controls. This corresponds to the concept of choregraphy (see [3] for related numerical simulations).

## II. MAXIMUM PRINCIPLE AND Optimal CONTROL COMPUTATIONS

## A. Preliminaries

We consider the Mayer problem associated with the control system (real analytic data): $\frac{\mathrm{d} q}{\mathrm{~d} t}=F(q, u), \quad q \in$ $Q \subset \mathbb{R}^{n}$ with fixed initial condition $q(0)=q_{0}$, where the set of admissible controls $\mathcal{U}$ is the set $u \in L^{\infty}\left(\left[0, t_{f}\right]\right)$, valued in the control domain $U$, such that the associated trajectory $q\left(t, q_{0}, u\right), q(0)=q_{0}$ is defined on $\left[0, t_{f}\right]$ and let $A\left(q_{0}, t_{f}\right)=\underset{u \in \mathcal{U}}{\cup} q\left(t_{f}, q_{0}, u\right)$ be the accessibility set, at time $t_{f}$. The cost function is denoted $c$, and the problem is of the form: $\operatorname{Min}_{u \in \mathcal{U}} c\left(t_{f}\right)$ and the boundary conditions are defined by $f\left(q\left(t_{f}\right)\right)=0, f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k}$. For fixed $m$, we define $M_{m}=\{q ; f(q)=0, c(q)=m\}$, where $m$ is the minimal cost. The geometric interpretation of the Maximum Principle leads to define the adjoint vector as orthogonal to the hyperplane separating $A\left(q_{0}, T\right)$ from $M_{m}$, this giving the following necessary conditions.

Proposition 1: Assume $u^{\star}$ with corresponding trajectory $q^{\star}$ optimal on $\left[0, t_{f}\right]$, then the following necessary conditions are satisfied. Introducing $H(z, u)=\langle p, F(q, u)\rangle$ with $z=$ $(q, p)$ called the pseudo-Hamiltonian, then there exists $p^{\star}($. such that for almost every $t \in\left[0, t_{f}\right]$ :
(i) $\frac{\mathrm{d} q^{\star}}{\mathrm{d} t}=\frac{\partial H}{\partial p}\left(z^{\star}, u^{\star}\right), \frac{\mathrm{d} p^{\star}}{\mathrm{d} t}=-\frac{\partial H}{\partial q}\left(z^{\star}, u^{\star}\right)$,
(ii) $H\left(z^{\star}, u^{\star}\right)=\operatorname{Max}_{u \in U} H\left(z^{\star}, u\right)$ (maximization condition)
and the following boundary conditions:
(iii) $f\left(q^{\star}\left(t_{f}\right)\right)=0$,
(iv) $p^{\star}\left(t_{f}\right)=p_{0} \frac{\partial c}{\partial q}\left(q^{\star}\left(t_{f}\right)\right)+\sum_{i=1}^{k} \sigma_{i} \frac{\partial f_{i}}{\partial q}\left(q^{\star}\left(t_{f}\right)\right)=$ $0, p_{0} \leq 0$ (transversality condition).
Definition 1: A solution of conditions (i) and (ii) of the Maximum Principle is called an extremal and if it satisfies the boundary conditions, it is called a BC-extremal.

1) Application to MRI: One considers an ensemble of N spins associated with the contrast problem, with saturation. The necessary optimal conditions are easily deduced.
a) Ideal contrast: (without $B_{0}, B_{1}$ inhomogeneities). One takes $N=2, q_{1}$ : magnetization vector species $1, q_{2}$ : magnetization vector species 2 . Saturation of the first spin gives: $q_{1}\left(t_{f}\right)=0$ and maximization of the contrast of the second spin writes: $\operatorname{Max}\left|q_{2}\left(t_{f}\right)\right|$ and the cost function is: $c(q)=\left|q_{2}\right|^{2}$. Splitting $p$ into $\left(p_{1}, p_{2}\right)$, the transversality condition is: $p_{2}\left(t_{f}\right)=-2 p_{0} q_{2}\left(t_{f}\right), p_{0} \leq 0$. If $p_{0} \neq 0$, it can be normalized to $p_{0}=-1 / 2$.
b) Contrast with $B_{0}$-inhomogeneities: We consider an ensemble of $N$-voxels. The state is $q=\left(q_{1}^{i}, q_{2}^{i}\right), \quad i=$ $1, \ldots, N$ where $q_{1}, q_{2}$ are the two chemical species. Each voxel is associated with a pair of Bloch equation (4) with parameter $\left(\Gamma_{1}, \gamma_{1}\right),\left(\Gamma_{2}, \gamma_{2}\right)$ and resonance offset $\Delta \omega_{i}$. Exact saturation leads to: $q_{1}^{i}\left(t_{f}\right)=0, i=1, \ldots, N$ and the cost takes the form $\sum_{i=1}^{N} q_{2}^{i^{2}}\left(t_{f}\right)$. Another point of view is to relax the boundary condition and to consider a cost:

$$
c_{\alpha}(q)=\alpha\left(\sum_{i=1}^{N} q_{1}^{i}{ }^{2}\left(t_{f}\right)\right)-\sum_{i=1}^{N} q_{2}^{i^{2}}\left(t_{f}\right)
$$

where $\alpha$ is a parameter.
c) Contrast with $B_{1}$-inhomogeneities: The effect of $B_{1}$-inhomogeneities on a given voxel is to make a variation of the maximal control amplitude $u_{1}^{2}+u_{2}^{2}$, which has been normalized to 1 . Hence one must replace the control vector fields $F_{j}, j=1,2$ by $\left(1-\varepsilon_{i}\right) F_{j}$ where $\varepsilon_{i}$ corresponds to voxel $i$.

## B. Lie brackets computations

The importance feature of the system is the possibility of performing all Lie brackets computations and relations between Lie brackets using the invariance of the system on an appropriate semi-direct Lie group, we refer to [7] for the theoretical framework.

1) Preliminaries: First of all we use the following Lie and Poisson brackets relations. If $X, Y$ are two (smooth) vector fields on $Q$, the Lie bracket is defined by:

$$
[X, Y](q)=\frac{\partial X}{\partial q} Y(q)-\frac{\partial Y}{\partial q} X(q)
$$

If $H$ is an Hamiltonian on $T^{\star} Q$, one denotes $\vec{H}(z)=$ $\left(\frac{\partial H}{\partial p},-\frac{\partial H}{\partial q}\right)$ and the Poisson bracket of $H_{1}, H_{2}$ is defined by:

$$
\left\{H_{1}, H_{2}\right\}(z)=\mathrm{d} H_{1}\left(\overrightarrow{H_{2}}(z)\right)
$$

Let $X_{1}, X_{2}$ be two vector fields on $Q$ defining the two Hamiltonians $H_{i}(z)=\left\langle p, F_{i}(q)\right\rangle, i=1,2$. One has:

$$
\left\{H_{1}, H_{2}\right\}(z)=\left\langle p,\left[F_{1}, F_{2}\right](q)\right\rangle .
$$

For a single voxel, one can assume that $\Delta \omega_{i}=0$, and omitting the indices the Bloch equation (4) can be written:

$$
\frac{\mathrm{d} q}{\mathrm{~d} t}=F_{0}(q)+u_{1} F_{1}(q)+u_{2} F_{2}(q)
$$

Next we present all Lie brackets computations and relations crucial in our analysis.
2) Lie brackets of length less than 4: The indices are omitted. To take into account the detuning for an ensemble of spins we introduce:

$$
\widetilde{F_{0}}=(-\Gamma x-\varepsilon y,-\Gamma y+\varepsilon, \gamma(1-z))=F_{0}+\varepsilon(-y, x, 0)
$$

where $(-y, x, 0)$ corresponds to a rotation along the z -axis. Note that $\varepsilon$ can be taken as zero for a single voxel using $a$ resonant representation. We write $F_{1}=(0,-z, y), F_{2}=$ $(z, 0,-x)$ and we have the following Lie brackets

- Length 2:

$$
\begin{aligned}
& {\left[\widetilde{F_{0}}, F_{1}\right]=\left[F_{0}, F_{1}\right]+\varepsilon F_{2}=(z \varepsilon, \gamma-\delta z,-\delta y-\varepsilon x)} \\
& {\left[\widetilde{F_{0}}, F_{2}\right]=\left[F_{0}, F_{1}\right]-\varepsilon F_{1}=(-\gamma+\delta z, z \varepsilon, \delta x-\varepsilon y)} \\
& {\left[F_{1}, F_{2}\right]=(-y, x, 0)}
\end{aligned}
$$

- Length 3:

$$
\begin{aligned}
{\left[\left[F_{1}, F_{2}\right], F_{1}\right] } & =F_{2},\left[\left[F_{1}, F_{2}\right], \widetilde{F}_{0}\right]=0,\left[\left[F_{1}, F_{2}\right], F_{2}\right]=-F_{1} \\
{\left[\left[F_{0}, F_{1}\right], F_{1}\right] } & =\left[\left[F_{0}, F_{1}\right], F_{1}\right]-\varepsilon\left[F_{1}, F_{2}\right]=(\varepsilon y,-2 \delta y-\varepsilon x,-\gamma+2 \delta z) \\
{\left[\left[\widetilde{F_{0}}, F_{1}\right], F_{2}\right] } & =(\delta y, \delta x, 0)=\left[\left[\widetilde{F}_{0}, F_{2}\right], F_{1}\right] \\
{\left[\left[F_{0}, F_{2}\right], F_{2}\right] } & =\left[\left[F_{0}, F_{2}\right], F_{2}\right]-\varepsilon\left[F_{1}, F_{2}\right]=(-2 \delta x+\varepsilon y,-\varepsilon x, 2 \delta z-\gamma) \\
{\left[\left[\widetilde{F}_{0}, F_{1}\right], \widetilde{F_{0}}\right] } & =\left[\left[F_{0}, F_{1}\right], F_{0}\right]+\varepsilon\left(\left[\left[F_{0}, F_{1}\right],\left[F_{1}, F_{2}\right]\right]+\left[F_{2}, F_{0}\right]\right)+\varepsilon^{2} F_{1} \\
& =\left(-2(\delta z-\gamma) \varepsilon,-\gamma(\gamma-2 \Gamma)+\delta^{2} z-z \varepsilon^{2},-\delta^{2} y-2 \varepsilon x \delta+\varepsilon^{2} y\right) \\
{\left.\left[\widetilde{F_{0}}, F_{2}\right], \widetilde{F_{0}}\right] } & =\left[\left[F_{0}, F_{2}\right], F_{0}\right]+\varepsilon\left(\left[\left[F_{0}, F_{2}\right],\left[F_{1}, F_{2}\right]\right]-\left[F_{1}, F_{0}\right]\right)+\varepsilon^{2} F_{2} \\
& =\left(\gamma(\gamma-2 \Gamma)-\delta^{2} z+\varepsilon^{2} z,-2(\delta z-\gamma) \varepsilon, \delta^{2} x-2 \varepsilon y \delta-\varepsilon^{2} x\right)
\end{aligned}
$$

## C. Application to the stratified computations of the extremal solutions

First of all, one needs to introduce the concept of singular extremals, adapted to our study, see [2] for more details.

1) Singular extremals: Consider the (smooth) control system: $\dot{q}=F(q, u), q \in \mathbb{R}^{n}$, and the set of admissible controls is the set $\mathcal{U}$ of bounded measurable mappings $u$ defined on $\left[0, t_{f}\right]$ and valued in an open set $U$. Denoting $q\left(t, x_{0}, u\right)$ the solution emanating from $q_{0}$, the input state mapping (fixed $\left.q_{0}, t_{f}\right)$ is the mapping $E: u \in \mathcal{U} \mapsto q\left(t_{f}, q_{0}, u\right)$. The set of admissible controls is endowed with the $L^{\infty}$-norm: $\|u\|=\sup _{t \in\left[0, t_{f}\right]}|u(t)|$.

Definition 2: A control $u$ is singular on $\left[0, t_{f}\right]$ if the Fréchet derivative of $E$, denoted $E^{\prime}$ is not of full rank when evaluated at $u$ and the corresponding trajectory $q\left(., q_{0}, u\right)$ is called singular on $\left[0, t_{f}\right]$.

One has:
Proposition 2: If $u($.$) is singular on \left[0, t_{f}\right]$ there exists $p($.$) on \left[0, t_{f}\right]$ such that $(q, p, u)$ is solution of the equations:

$$
\dot{q}=\frac{\partial H}{\partial p}, \dot{p}=-\frac{\partial H}{\partial p}, \frac{\partial H}{\partial u}=0
$$

with $H(z, u)=\langle p, F(q, u)\rangle$ is the pseudo-Hamiltonian.
The corresponding triplet $(z(),. u()$.$) is called a singular$ extremal on $\left[0, t_{f}\right]$ for the corresponding control domain $U$.
2) Extremals of order zero: Denoting $H_{i}(z)=$ $\left\langle p, F_{i}(q)\right\rangle, i=0,1,2$ the Hamiltonian lifts and the maximization condition of the Maximum Principle leads to:

$$
u_{1}=\frac{H_{1}}{\sqrt{H_{1}^{2}+H_{2}^{2}}}, \quad u_{2}=\frac{H_{2}}{\sqrt{H_{1}^{2}+H_{2}^{2}}}
$$

if $z$ doesn't belong to the (switching) surface $\Sigma: H_{1}=$ $H_{2}=0$. The corresponding extremals are called of order zero and they are the (smooth) solutions of the Hamiltonian $H_{n}=H_{0}+\left(H_{1}^{2}+H_{2}^{2}\right)^{1 / 2}$

They have the following interpretation.
Proposition 3: Extremals of order zero corresponds to singularities of the input-state mapping, restricting $u$ to a chart of $S^{1}: u_{1}^{2}+u_{2}^{2}=1$.

Additional extremals are contained in the surface $\Sigma$ and we have the following.

Proposition 4: Extremals contained in $\Sigma$ correspond to singularities of the input state mapping, corresponding to the bi-input control systems.

Next they are computed in the case $N=2$ and restricting to the resonant situation. The generalization being straightforward. In our computations, we take into account the control constraints: $u_{1}^{2}+u_{2}^{2} \leq 1$ and the so-called Goh condition $\left\{H_{1}, H_{2}\right\}=0$ related to optimality issues, see [2].
a) Stratification of the surface $\Sigma: H_{1}=H_{2}=0$ : Let $z$ be a solution of $\overrightarrow{H_{0}}+u_{1} \overrightarrow{H_{1}}+u_{2} \overrightarrow{H_{2}}$. Differentiating $H_{1}$ and $\mathrm{H}_{2}$ along such a solution one gets:

$$
\begin{gather*}
\dot{H}_{1}=\left\{H_{1}, H_{0}\right\}+u_{2}\left\{H_{1}, H_{2}\right\}  \tag{5}\\
\dot{H}_{2}=\left\{H_{2}, H_{0}\right\}-u_{1}\left\{H_{1}, H_{2}\right\} .
\end{gather*}
$$

Hence we have:
Proposition 5: Let $z_{0} \in \Sigma_{1}=\Sigma \backslash\left\{H_{1}, H_{2}\right\}=0$, and define the control $u_{s}^{1}$ by

$$
u_{s}^{1}(z)=\frac{\left(\left\{H_{2}, H_{0}\right\}(z),\left\{H_{0}, H_{1}\right\}(z)\right)}{\left\{H_{1}, H_{2}\right\}(z)}
$$

and plugging $u_{s}^{1}(z)$ into $H$ defined the true Hamiltonian, whose solutions parameterized the singular extremal contained in $\Sigma_{1}$.

One can easily proves that the corresponding control is such that $\left|u_{s}^{1}\right|>1$ and moreover the Goh condition is not satisfied. Hence, they play no role in our analysis.

Next, we consider extremals in $\Sigma$ such that the Goh relation is satisfied that is:

$$
\begin{equation*}
H_{1}=H_{2}=\left\{H_{1}, H_{2}\right\}=0 \tag{6}
\end{equation*}
$$

Using (5) one gets the additional conditions by differentiating:

$$
\begin{equation*}
\left\{H_{1}, H_{2}\right\}=\left\{H_{0}, H_{1}\right\}=\left\{H_{0}, H_{2}\right\}=0 \tag{7}
\end{equation*}
$$

Then differentiating again one gets:

$$
\begin{align*}
\left\{\left\{H_{1}, H_{2}\right\}, H_{0}\right\}+u_{1}\{ & \left.\left\{H_{1}, H_{2}\right\}, H_{1}\right\} \\
& +u_{2}\left\{\left\{H_{1}, H_{2}\right\}, H_{2}\right\}=0 \tag{8}
\end{align*}
$$

$$
\begin{align*}
\left\{\left\{H_{0}, H_{1}\right\}, H_{0}\right\}+u_{1}\{ & \left.\left\{H_{0}, H_{1}\right\}, H_{1}\right\} \\
& +u_{2}\left\{\left\{H_{0}, H_{1}\right\}, H_{2}\right\}=0 \\
\left\{\left\{H_{0}, H_{2}\right\}, H_{0}\right\}+u_{1}\{ & \left.\left\{H_{0}, H_{2}\right\}, H_{1}\right\}  \tag{9}\\
& +u_{2}\left\{\left\{H_{0}, H_{2}\right\}, H_{2}\right\}=0
\end{align*}
$$

This leads in general to three relations to compute two control components and according to Lie brackets computations, we have:

Lemma 1: If $H_{1}=H_{2}=0$, one has

$$
\begin{aligned}
& \left\{\left\{H_{1}, H_{2}\right\}, H_{0}\right\}=0,\left\{\left\{H_{1}, H_{2}\right\}, H_{1}\right\}=H_{2}=0, \\
& \left\{\left\{H_{1}, H_{2}\right\}, H_{2}\right\}=-H_{1}=0 . \triangleleft
\end{aligned}
$$

The equation (9) are then written: $\tilde{A}+\tilde{B} u$ and if $\operatorname{det}(\tilde{B}) \neq$ 0 , the corresponding singular control is given by:

$$
\begin{equation*}
u_{s}^{2}(z)=-\tilde{B}^{-1}(z) \tilde{A}(z) \tag{10}
\end{equation*}
$$

Using the relations:

$$
H_{1}=H_{2}=\left\{H_{1}, H_{2}\right\}=\left\{H_{0}, H_{1}\right\}=\left\{H_{0}, H_{2}\right\}=0
$$

the vector $p$ is orthogonal to $F_{1}, F_{2},\left[F_{1}, F_{2}\right],\left[F_{0}, F_{1}\right]$, [ $F_{0}, F_{2}$ ]. Introducing:

$$
\begin{aligned}
& A=\binom{A_{1}}{A_{2}}, B=\left(\begin{array}{ll}
B_{1} & B_{3} \\
B_{2} & B_{4}
\end{array}\right), \\
& C=\left(F_{1}, F_{2},\left[F_{1}, F_{2}\right],\left[F_{0}, F_{1}\right],\left[F_{0}, F_{2}\right]\right)
\end{aligned}
$$

with

$$
A_{1}=\operatorname{det}\left(C,\left[\left[F_{0}, F_{1}\right], F_{0}\right]\right), \quad A_{2}=\operatorname{det}\left(C,\left[\left[F_{0}, F_{2}\right], F_{0}\right]\right)
$$

and

$$
\begin{array}{ll}
B_{1}=\operatorname{det}\left(C,\left[\left[F_{0}, F_{1}\right], F_{1}\right]\right), & B_{2}=\operatorname{det}\left(C,\left[\left[F_{0}, F_{2}\right], F_{1}\right]\right), \\
B_{3}=\operatorname{det}\left(C,\left[\left[F_{0}, F_{1}\right], F_{2}\right]\right), & B_{4}=\operatorname{det}\left(C,\left[\left[F_{0}, F_{2}\right], F_{2}\right]\right),
\end{array}
$$

the relation (9) leads to:

$$
A+B u=0,
$$

and if $\operatorname{det} B \neq 0$, one gets the singular control given by the feedback:

$$
\begin{equation*}
u_{s}^{2}(q)=-B^{-1}(q) A(q) \tag{11}
\end{equation*}
$$

and the associated vector field:

$$
Q_{s}^{2}=F_{0}+u_{s, 1}^{2} F_{1}+u_{s, 2}^{2} F_{2}
$$

Moreover, the singular control has to be admissible: $\left|u_{s}^{2}\right| \leq 1$. We introduce the stratum:
2) For the contrast problem:

$$
\begin{aligned}
\operatorname{det} B & =-\left(y_{2} x_{1}-x_{2} y_{1}\right)^{4}\left(\Gamma_{1}-\Gamma_{2}-\gamma_{1}+\gamma_{2}\right) \\
& \left(2 \Gamma_{1}{ }^{2} \gamma_{2} z_{1}-2 \Gamma_{1} \Gamma_{2} \gamma_{1} z_{2}+2 \Gamma_{1} \Gamma_{2} \gamma_{2} z_{1}\right. \\
& -4 \Gamma_{1} \gamma_{1} \gamma_{2} z_{1}+2 \Gamma_{1} \gamma_{1} \gamma_{2} z_{2}-2 \Gamma_{1} \gamma_{2}^{2} z_{1} \\
& -2 \Gamma_{2}{ }^{2} \gamma_{1} z_{2}+2 \Gamma_{2} \gamma_{1}^{2} z_{2}-2 \Gamma_{2} \gamma_{1} \gamma_{2} z_{1} \\
& +4 \Gamma_{2} \gamma_{1} \gamma_{2} z_{2}+2 \gamma_{1}{ }^{2} \gamma_{2} z_{1}-2 \gamma_{1}{ }^{2} \gamma_{2} z_{2} \\
& +2 \gamma_{1} \gamma_{2}^{2} z_{1}-2 \gamma_{1} \gamma_{2}^{2} z_{2}+\Gamma_{1} \gamma_{1} \gamma_{2}-\Gamma_{2} \gamma_{1} \gamma_{2} \\
& \left.-\gamma_{2} \gamma_{1}^{2}+\gamma_{1} \gamma_{2}^{2}\right) . \triangleleft
\end{aligned}
$$

Finally, another important property of the extremal flow which is a consequence of the symmetry of revolution, is given next, in relation with Goh condition. It is an application of Noether integrability theorem.

Proposition 6: In the contrast problem, for the Hamiltonian vector field $\vec{H}_{n}$ whose solutions are extremals of order zero, the Hamiltonian lift $H(z)=\left\{H_{1}, H_{2}\right\}(z)=$ $\left(p_{y_{1}} x_{1}-p_{x_{1}} y_{1}\right)+\left(p_{y_{2}} x_{2}-p_{x_{2}} y_{2}\right)$ is a first integral.

The case $\boldsymbol{u}_{\mathbf{2}}=\mathbf{0}$ : Another consequence of the symmetry of revolution and enlighten by the previous computation is the following. There exist singular extremals such that $\operatorname{det} B=0$ since the plane $x_{1}=x_{2}=0$ can be made invariant imposing $u_{2}=0$. The system behaves as the single-input system $\frac{\mathrm{d} q}{\mathrm{~d} t}=F_{0}(q)+u_{1} F_{1}(q)$, thus defining the singular control:

$$
u_{1, s}=-\frac{\left\{\left\{H_{0}, H_{1}\right\}, H_{0}\right\}}{\left\{\left\{H_{0}, H_{1}\right\}, H_{1}\right\}}
$$

and we have:
Proposition 7: The singular extremals of the single-input case with $u_{2}=0$ are extremals of the bi-input case with the additional condition: $x_{1}=p_{x_{1}}=x_{2}=p_{x_{2}}=0$.
They are the extremals obtained numerically in the ideal contrast problem. Indeed in this case, the initial condition $q(0)$ corresponds to the North pole the Bloch ball $((0,0,1),(0,0,1))$ and we may choose to stay in the meridian plane given by ( $x_{1}=x_{2}=0$ ) imposing $u_{2}=0$ and the optimal solution is a sequence of bang and singular arcs associated with the single-input control system. The analysis of such a dynamics boils down to analyze the dynamics of the singular flow which is presented in the next section, using a specific example.
D. An example of the single-input case: algebraic classification in the multisaturation of the same species with $B_{1-}$ inhomogeneity

Next, we present a detailed analysis of the singular extremals, when one can restrict to the single-input case. The system is written $F_{0}+u_{1} F_{1}$ and $B_{1}$-inhomogeneity leads to a rescaling that is:

$$
\begin{aligned}
& F_{0}=\left(-\Gamma y_{1},-\gamma z_{1},-\Gamma y_{2},-\gamma z_{2}\right) \\
& F_{1}=\left(\left(-\left(z_{1}+1\right), y_{1}\right),(1-\varepsilon)\left(-\left(z_{2}+1\right), y_{2}\right)\right)
\end{aligned}
$$

Hence we have:
Lemma 2: 1) On the stratum $\Sigma_{2}$, there exist singular extremals satisfying Goh condition where the singular control is given by the feedback (10).
where for the sake of the computations the North pole of the Bloch ball $((0,1),(0,1))$ is taken as the origin of the coordinates. Moreover to simplify the computations we assume that the transfer time $t_{f}$ is not fixed and hence the
singular extremals can be restricted to the level set $H_{0}=0$, thanks to the Maximum Principle. Using this constraint the singular control is given by the feedback:

$$
u_{1 s}(q)=-\frac{D^{\prime}(q)}{D(q)}
$$

with

$$
\begin{aligned}
D & =\operatorname{det}\left(F_{0}, F_{1},\left[F_{1}, F_{0}\right],\left[\left[F_{1}, F_{0}\right], F_{1}\right]\right) \\
D^{\prime} & =\operatorname{det}\left(F_{0}, F_{1},\left[F_{1}, F_{0}\right],\left[\left[F_{1}, F_{0}\right], F_{0}\right]\right)
\end{aligned}
$$

and plugging such $u_{1 s}$ leads to analyze: $F_{0}(q)-\frac{D^{\prime}(q)}{D(q)} F_{1}(q)$ and using a time parameterization the analysis is reduced to investigate the smooth vector field:

$$
X_{e}^{r}(q)=D(q) F_{0}(q)-D^{\prime}(q) F_{1}(q)
$$

The crucial point is to compute the equilibrium points which is a complicated algebraic problem and the interest of our study is to use computer algebraic methods to handle this problem.

First of all, we have.
Lemma 3: 1) The quadric $D$ can be written as a sum of homogeneous forms $h_{i}$ of degree $i$

$$
D=h_{2}+h_{3}+h_{4}
$$

We set $D=(1-\varepsilon) \tilde{D}$.
2) The quadric $D^{\prime}$ reduces to a cubic form which is factorized into a linear and a quadratic (homogeneous) forms:

$$
D^{\prime}=2 \gamma^{2}(\Gamma-\gamma)(2 \Gamma-\gamma)(1-\varepsilon)\left(z_{1}-z_{2}\right)
$$

$$
\left((\varepsilon-1) z_{1} y_{2}+z_{2} y_{1}\right) \triangleleft
$$

In particular we deduce:
Proposition 8: The quadric $D^{\prime}$ reduces to a cubic form which is factorized into a linear and a quadratic (homogeneous) forms.
a) Singular analysis: We assume $\gamma>0$ and $2 \Gamma>$ $3 \gamma$. It implies $\gamma \neq \Gamma$ and $\gamma \neq 2 \Gamma$. The main result is the following:

Theorem 1: Provided $\varepsilon \neq 1$ the equilibrium points of $X_{e}^{r}=D F_{0}-D^{\prime} F_{1}$ are all contained in $\left\{D=D^{\prime}=0\right\}$.

Proof: Obviously, every point of $\{D=0\} \cap\left\{D^{\prime}=0\right\}$ is a singularity of $X_{e}^{r}$.

Conversely, let us assume $\varepsilon \neq 1$. We first divide $X_{e}^{r}$ by $1-\varepsilon$. We still assume that $\Gamma \neq 0$. We consider the equations $\left\{\left(X_{e}^{r}\right)_{y_{1}}=0,\left(X_{e}^{r}\right)_{z_{1}}=0,\left(X_{e}^{r}\right)_{y_{2}}=0,\left(X_{e}^{r}\right)_{z_{2}}=\right.$ $0\}$ and remark that the last third are dividable by $\gamma$. By homogeneity, changing $\gamma$ into $\gamma \Gamma$, we get rid of $\Gamma$. So we may assume $\Gamma=1$. The resulting system is denoted $\Sigma_{r}$. We add the two polynomials $\left((\varepsilon-1) z_{1} y_{2}+z_{2} y_{1}\right) a_{1}-1$ and $\left(z_{1}-z_{2}\right) a_{2}-1$, and the polynomials $\gamma g-1,(\gamma-1) g_{1}-1$, $(\gamma-2) g_{2}-1$. We denote $\tilde{\Sigma}_{r}$ this new system, involving four new variables $g_{1}, g_{2}, a_{1}, a_{2}$. We compute a Gröbner basis with total degree with reverse lexicographic order on ( $y_{1}, y_{2}, z_{1}, z_{2}, \varepsilon, g, g_{1}, g_{2}, a_{1}, a_{2}$ ) and get $\{1\}$. Hence, provided $\gamma$ is different from $0,1,2$, there is no singular point of $X_{e}^{r}$ outside of $\{D=0\} \cap\left\{D^{\prime}=0\right\}$.

The remaining of the section is devoted to the singularity resolution. From the factorized form of $D^{\prime}$ (Proposition 8) we get:

Proposition 9: $\{D=0\} \cap\left\{D^{\prime}=0\right\}$ is an algebraic variety of algebraic dimension 2 whose components are located in the hyperplane $z_{1}=z_{2}$ and in the hypersurface $(\varepsilon-1) z_{1} y_{2}+z_{2} y_{1}=0$.
These components are studied in the following analysis, and explicitly expressed in Lemmas 4, 5, 6, 7.

- Case A: components of $\{D=0\} \cap\left\{D^{\prime}=0\right\}$ in $z_{1}=z_{2}$. Under the constraint $z_{1}=z_{2}$, we have a factorization $\tilde{D}=p_{1} p_{2}$ with:

$$
p_{1}=2(\gamma-\Gamma) z_{1}+\gamma-2 \Gamma
$$

and:

$$
\begin{aligned}
p_{2}= & \left(2(\gamma-\Gamma)\left(\gamma+(\varepsilon-1)^{2} \Gamma\right) z_{1}+\Gamma(\varepsilon-1)^{2}\right. \\
& (\gamma-2 \Gamma)) y_{1}^{2}+\left(4(\gamma-\Gamma)(\gamma+\Gamma)(\varepsilon-1) z_{1}\right. \\
& +2 \Gamma(\varepsilon-1)(\gamma-2 \Gamma)) y_{2} y_{1}+(2(\gamma-\Gamma) \\
& \left.\left(\Gamma+(\varepsilon-1)^{2} \gamma\right) z_{1}+\Gamma(\gamma-2 \Gamma)\right) y_{2}^{2}
\end{aligned}
$$

The first polynomial has one root $z_{1}=z_{\gamma, \Gamma}$

$$
z_{\gamma, \Gamma}=\frac{1}{2} \frac{2 \Gamma-\gamma}{\gamma-\Gamma}
$$

which corresponds to the plane-solution $\left\{\left(y_{1}, z_{\gamma, \Gamma}, y_{2}, z_{\gamma, \Gamma}\right),\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}\right\}$.
We put:

$$
\begin{aligned}
d_{2}\left(y_{1}, y_{2}\right)= & \left(\gamma+(\varepsilon-1)^{2} \Gamma\right) y_{1}^{2}+2(\varepsilon-1) \\
& (\gamma+\Gamma) y_{2} y_{1}+\left(\Gamma+(\varepsilon-1)^{2} \gamma\right) y_{2}^{2} 1
\end{aligned}
$$

The discriminant of $d_{2}$ with respect to $y_{1}$ is $-4(\varepsilon-2)^{2} \gamma \Gamma \varepsilon^{2} y_{2}^{2}$ which is strictly negative provided $\varepsilon \neq 0$. So $d_{2}$ is non-zero outside $y_{1}=y_{2}=0$. So, provided $y_{1}^{2}+y_{2}^{2} \neq 0, d_{2} \neq 0$, and $p_{2}=0$ is solved with respect to $z_{1}$. We get $z_{1}=r_{2}\left(y_{1}, y_{2}\right)$ with

$$
r_{2}\left(y_{1}, y_{2}\right)=\frac{\Gamma(2 \Gamma-\gamma)\left((\varepsilon-1) y_{1}+y_{2}\right)^{2}}{2(\gamma-\Gamma) d_{2}\left(y_{1}, y_{2}\right)}
$$

and $\quad\left(y_{1}, r_{2}\left(y_{1}, y_{2}\right), y_{2}, r_{2}\left(y_{1}, y_{2}\right)\right) \quad$ (defined for $\left.\left(y_{1}, y_{2}\right) \neq(0,0)\right)$ vanishes both $D$ and $D^{\prime}$.
Finally, if $y_{1}=y_{2}=0$, we have the solution $(0, z, 0, z), \quad z \in \mathbb{R}$.
We summarize the case $z_{1}=z_{2}$ in:
Lemma 4: $\{D=0\} \cap\left\{D^{\prime}=0\right\} \cap\left\{z_{1}=z_{2}\right\}$ is the union of an affine plane $z_{1}=z_{2}=z_{\gamma, \Gamma}$, a rational surface $z_{1}=z_{2}=r_{2}\left(y_{1}, y_{2}\right)$ (defined for $\left(y_{1}, y_{2}\right) \neq$ $(0,0)$ ), and the line $\{(0, z, 0, z), z \in \mathbb{R}\}$. $\quad \triangleleft$

- Case B: components of $\{D=0\} \cap\left\{D^{\prime}=0\right\}$ in $(\varepsilon-1) z_{1} y_{2}+z_{2} y_{1}=0$.
- Assume first that $y_{1}=0$ and $z_{1} \neq z_{2}$. We have $z_{1} y_{2}=0$.

$$
* \text { If } y_{1}=z_{1}=0, \text { then: }
$$

$$
\tilde{D}=(\gamma-2 \Gamma)\left(\Gamma(\gamma-2 \Gamma) y_{2}^{2}+\gamma^{2} z_{2}^{2}\right)
$$

Since $2 \Gamma>\gamma,\{\tilde{D}=0\} \cap\left\{y_{1}=z_{1}=0\right\}$ corresponds to two lines intersecting at $N$.

* If $y_{1}=y_{2}=0$, then let us put

$$
d_{1}\left(z_{1}\right)=2 \varepsilon(\varepsilon-2)(\gamma-\Gamma) z_{1}+2 \Gamma-\gamma
$$

We have:
$\tilde{D}=\gamma^{2}\left(z_{2}-z-1\right)\left(d_{1}\left(z_{1}\right) z_{2}-(\varepsilon-1)^{2}(2 \Gamma-\gamma) z_{1}\right.$
Observe that the polynomial $d_{1}$ vanishes if and only if $z_{1}$ equals $\tilde{z}_{\gamma, \Gamma}$ with

$$
\tilde{z}_{\gamma, \Gamma}=\frac{1}{2} \frac{\gamma-2 \Gamma}{\varepsilon(\varepsilon-2)(\gamma-\Gamma)}
$$

and in this case, there is no solution such that $z_{2} \neq z_{1}$.
Provided $d_{1}\left(z_{1}\right) \neq 0$, one gets $z_{2}=r_{1}\left(z_{1}\right)$ :

$$
r_{1}\left(z_{1}\right)=\frac{(\varepsilon-1)^{2}(2 \Gamma-\gamma) z_{1}}{d_{1}\left(z_{1}\right)}
$$

which is a rational function of $z_{1}$. And the intersection with $\{D=0\} \cap\left\{D^{\prime}=0\right\}$ is the curve $\left\{\left(0, z_{1}, 0, r_{1}\left(z_{1}\right)\right) z_{1} \in \mathbb{R} \backslash\left\{\tilde{z}_{\gamma, \Gamma}\right\}\right\}$.
Lemma 5: $\{D=0\} \cap\left\{D^{\prime}=0\right\} \cap\left\{y_{1}=0\right\} \cap$ $\left\{\left(z_{1}-z_{2}\right) \neq 0\right\}$ is the union of two lines of $\left\{y_{1}=z_{1}=0\right\}$ intersecting at N and a rational curve $\left\{\left(0, z_{1}, 0, r_{1}\left(z_{1}\right)\right) z_{1} \in \mathbb{R} \backslash\left\{\tilde{z}_{\gamma, \Gamma}\right\}\right\}$.

- Let us assume $y_{1} \neq 0$.

We can eliminate $z_{2}$ using:

$$
z_{2}=\frac{z_{1} y_{2}(1-\varepsilon)}{y_{1}}
$$

and, substituting in $y_{1}^{2} \tilde{D}$ we get the factorization $y_{1}^{2} \tilde{D}=q_{1} q_{2}$, with:

$$
\begin{aligned}
q_{1}= & \Gamma(\varepsilon-1)(2 \Gamma-\gamma) y_{1}^{3}+\gamma^{2}(\varepsilon-1) z_{1}^{2} y_{1} \\
& +\gamma^{2}(\varepsilon-1)^{2} z_{1}^{2} y_{2}+(-\Gamma(\gamma-2 \Gamma) \\
& \left.+2 \Gamma \varepsilon(\varepsilon-2)(\gamma-\Gamma) z_{1}\right) y_{2} y_{1}^{2}
\end{aligned}
$$

and:

$$
\begin{array}{r}
q_{2}=(\varepsilon-1)(\gamma-2 \Gamma) y_{1}+(2 \varepsilon(2-\varepsilon) \\
\left.(\gamma-\Gamma) z_{1}+\gamma-2 \Gamma\right) y_{2}
\end{array}
$$

Provided $d_{1} \neq 0$ (that is $z_{1} \neq \tilde{z}_{\gamma, \Gamma}$ ), we solve $q_{2}=$ 0 with respect to $y_{2}$, and then we get the value of $\left(y_{2}, z_{2}\right)$ :

$$
\left(\frac{(\varepsilon-1)(\gamma-2 \Gamma) y_{1}}{d_{1}\left(z_{1}\right)}, \frac{(\varepsilon-1)^{2}(2 \Gamma-\gamma) z_{1}}{d_{1}\left(z_{1}\right)}\right)
$$

Lemma 6: $\{D=0\} \cap\left\{D^{\prime}=0\right\} \cap$ $\left\{\left(z_{1}-z_{2}\right) y_{1} d_{1}\left(z_{1}\right) \neq 0\right\}$ is a rational surface $\left(y_{2}=\rho_{2}\left(y_{1}, z_{1}\right), z_{2}=\rho_{1}\left(z_{1}\right) y_{1} \neq 0 z_{1} \neq \tilde{z}_{\gamma, \Gamma}\right) . \quad \triangleleft$ We put $d_{3}$

$$
\begin{aligned}
d_{3}=\left(2 \Gamma \varepsilon(\varepsilon-2)(\gamma-\Gamma) z_{1}-\Gamma( \right. & \gamma-2 \Gamma)) y_{1}^{2} \\
& +\gamma^{2}(\varepsilon-1)^{2} z_{1}^{2}
\end{aligned}
$$

Its discriminant with respect to $y_{1}$ is:

$$
-4\left(2 \Gamma-\gamma+2 \varepsilon(2-\varepsilon)(\Gamma-\gamma) z_{1}\right) \Gamma \gamma^{2} z_{1}^{2}(\varepsilon-1)^{2}
$$

and its sign changes when $z_{1}$ reaches $\tilde{z}_{\gamma, \Gamma}$.
Provided $d_{3}\left(y_{1}, z_{1}\right) \neq 0$, we solve $q_{1}$ with respect to $y_{2}$, and then we get the value of $\left(y_{2}, z_{2}\right)$ :
$\left(\frac{\left(\Gamma(2 \Gamma-\gamma) y_{1}^{2}+\gamma^{2} z_{1}^{2}\right)(1-\varepsilon) y_{1}}{d_{3}\left(y_{1}, z_{1}\right)}, \frac{\left(\Gamma(2 \Gamma-\gamma) y_{1}^{2}+\gamma^{2} z_{1}^{2}\right)(\varepsilon-1)^{2} z_{1}}{d_{3}\left(y_{1}, z_{1}\right)}\right)$
Lemma 7: $\{D=0\} \cap\left\{D^{\prime}=0\right\} \cap$ $\left\{\left(z_{1}-z_{2}\right) y_{1} d_{3}\left(z_{1}\right) \neq 0\right\}$ is a rational surface with parameterization $\left(y_{2}=\rho_{3}\left(y_{1}, z_{1}\right), z_{2}=\rho_{4}\left(y_{1}, z_{1}\right)\right)$. $\triangleleft$

- Analysis of the behaviors of the solutions of $X_{e}^{r}$ near O.

We set $\tilde{z}_{i}=1+z_{i}$ and we have the following approximations:

$$
\begin{aligned}
&-\tilde{D}= h_{1}+h_{2} \\
& h_{1}=\gamma^{2} \varepsilon(\varepsilon-2)(\gamma-2 \Gamma)\left(\tilde{z}_{1}-\tilde{z}_{2}\right) \\
& h_{2}=\Gamma(\varepsilon-1)^{2}(\gamma-2 \Gamma)^{2} y_{1}^{2}+\Gamma(\gamma-2 \Gamma)^{2} y_{2}^{2} \\
&-\gamma^{2}(\gamma-2 \Gamma) \tilde{z}_{2}^{2}-\gamma^{2}(\varepsilon-1)^{2}(\gamma-2 \Gamma) \tilde{z}_{1}^{2} \\
&+2 \Gamma(\gamma-2 \Gamma)^{2}(\varepsilon-1) y_{2} y_{1}+\gamma^{2}\left(\varepsilon^{2}+2\right. \\
&-2 \varepsilon)(\gamma-2 \Gamma) \tilde{z}_{1} \tilde{z}_{2} \\
&-D^{\prime}=2 \gamma^{2}(\Gamma-\gamma)(2 \Gamma-\gamma)(1-\varepsilon)\left(\tilde{z}_{2}-\tilde{z}_{1}\right)[(-1+ \\
&\left.\left.\tilde{z}_{1}\right) y_{2}(\varepsilon-1)+\left(-1+\tilde{z}_{2}\right) y_{1}\right] .
\end{aligned}
$$

Conclusion: these computations allow to evaluate the equilibrium points and the behaviors of the solutions near such point, using linearization methods.
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