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In this work, we implement of semantic segmentation for images to enhance ob-

ject detections and autonomous ground vehicle for driving in road, also an object 
understanding and classification. We performed on video of regional roads to verify 
the feasibility of semantic segmentation. The results of our semantic segmentation 
determined the road areas in each frame were truly segmented, and that road lane 
and objects can be categorized.   

Keywords: autonomous driving, SegNet, deep learning, object detection, object 
classification, semantic segmentation. 

 
Introduction 
In auto-driving setting, the primary inputs from sensors and cameras 

such as depth information, proximity measurements, and distance measure-
ment information. The model can use these inputs in to produce optimal 
driving instructions [1]. The number of training examples required to train 
the model for arbitrary scenarios is huge. So, it’s extremely difficult to in-
terpret or taking a particular action or to make model lead decisions for ve-
hicle behavior. However, in an autonomous driving scenario with image 
that has high dimensional input, these methods should demonstrate to what 
extent each pixel contributes to the driving decision. Because of our real-
world geometry, this results in smaller or larger continuous patches of sin-
gle class identities that represent the shape of individual objects, e.g , cars, 
sidewalks, buildings and pedestrians (Figure 1). It is clear that the product 
of the semantic segmentation network represents important initial decisions 
of the analogous system [2]. Decisions are made about the presence or ab-
sence of humans or vehicles at this stage to reflect the output as one of the 
sectors. In order to define a conventional pipeline of engineered features, 
also categorized not to be handcrafted, by using human knowledge to define 
the abstraction layer of the overall problem. Elementary feature analysis is 
fully trained and improved in holistic methods. In this work we propose 
constructs capable of inferring semantic hashing in real time while achiev-
ing better accuracy than other competitors. 

 
Semantic Segmentation 
Semantic segmentation gives detailed information of road scenes which 

can be important for mapping and localization tasks. Pixels classifying in 
the image to classes can offer gathering points from the scene which are 
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static that can be used in localization. The classes like «Road», «Side-walk» 
and «Parking» give information that can be directly used for path planning. 
The deep learning approaches presented a good study that achieve competi-
tive and promising results on segmentation task [3]. Also achieve grate re-
sults on the Cityscapes evaluation benchmark compared to the others. Se-
mantic segmentation presented in this work essentially pixel level classifi-
cation belonging to different pre-defined classes. This task involves asso-
ciating pixels of the image to belong to individual objects. A difficulty with 
this task is that the image might contain any number of objects, and thus 
having a pre-defined number of object instances is not sufficient. Recent 
work combining CNNs and recurrent neural networks [4], segmenting one 
object at a time, shows promising results and could be useful for future 
work in relation to the content of this work. the goal of our task is to assign 
a class to each pixel of the input image as shown in Figure 2, each mask 
covers all the objects that has the same class with distinction between dif-
ferent instances. 

 

 
Fig. 1. Example of ground truth on images 

 
Fig. 2. Result of performing Semantic Segmen-

tation over an image with ten classes 

 
Experimental details 
In the task parsing and perception scene semantic segmentation was 

used. We used a modified SegNet with a pre trained auto driving model 
proposed by Badrinarayanan et al [5]. SegNet is a deep learning encoder 
network that has thirteen layers of convolutional network with VGG16 and 
it had eleven classes, such as cars, road, bikes, etc. The information gives a 
segment understanding for a scene to recognize the objects. In a dynamic 
road traffic scene, the pixel for the building class may be more reliable than 
a pixel from a Cars or road signs or pedestrians in motion estimation and it 
should be sampled with high probability process.    

In order to obtain in real time instance semantic segmentation, we have 
to execution speed versus segmentation accuracy as most effective segmen-
tation networks, our model is structured as pair of encoder decoder. An en-
coder CNN detects high level classes such as cars or pedestrians in the input 
image. A decoder takes this information and emboss it with information 
from the layers in the lower structure of our encoder, providing a prediction 
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to each pixel in the original input. Figure 3 shows network architecture that 
used. Pooling layers in the encoder was used to guarantee the degree of 
translational invariance when detecting the object or a part of object by turn 
reduce the spatial.  

 

 
Fig. 3. Proposed architecture network for semantic 

segmentation 

 
Fig. 4. Statistics of counts the number of 

pixels by class label 

 
Results 
We evaluated the network on the test set using the official evaluation 

server using Intersection over Union (IoU) where IoU = area of overlab / 
area of union. We achieve 66.1 average of IoU and higher IoU of class is 
97.1 and minimum 11.5. Hence the network architecture has good perfor-
mance like other models like SegNet in [6]. Visual examination of the 
classes predictions of the showed satisfying results on typical street scene 
images object in the image segmented looks very sharply (Figure 1).  We 
believe that this is due to the enhanced ability to combine pixel level infor-
mation in earlier layers in the encoder to upper layers in the decoder by us-
ing improvement modules in the architecture. 

 
Conclusions 
The presented work designed to explore the road semantic segmentation 

with SegNet network initialized using VGG-16 weights on the domain. The 
tests have been carried out on Camvid road datasets. Utilizing this metho-
dology, demonstrated that SegNet based semantic segmentation which is 
tuned to identify general images can be useful to effectively segment road 
area on image domain. The evidence from this study suggests that a 
changed system can improve the accuracy at distinguishing many road 
scene situations.  

The most obvious advantage is efficiency, since road centered crops al-
low for more training examples of classes and better control of the ratio of 
positive to negative ratio whilst training mostly involving memory, time and 
accuracy. 
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Hence, the detailed analysis of deep learning methods presented in the 
work offers the potential understanding and ongoing research to improve 
current methods. 
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