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Abstract. Early detection of COVID-19 infected patients is essential to ensure adequate treatment and reduce the 

load on the healthcare systems. One of effective methods for detecting COVID-19 is deep learning models of chest 

X-ray images. They can detect the changes caused by COVID-19 even in asymptomatic patients, so they have great 

potential as auxiliary systems for diagnostics or screening tools. 

This paper proposed a methodology consisting of the stage of pre-processing of X-ray images, augmentation and 

classification using deep convolutional neural networksXception, InceptionResNetV2, MobileNetV2, DenseNet121, 

ResNet50 and VGG16, previously trained on theImageNet dataset. Next, they fine-tuned and trained on prepared data 

set of chest X-rays images. The results of computer experiments showed that theVGG16 model with fine tuning  

of the parameters demonstrated the best performance in the classification of COVID-19 with accuracy 99,09%,  

recall=98,318%, precision=99,08% and f1_score=98,78. This signifies the performance of proposed fine-tuned deep 

learning models for COVID-19 detection on chest X-ray images. 
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Аннотация. Одним из эффективных методов обнаружения коронавирусной инфекции COVID-19 является 

рентгенография легких. В работе предложена методика компьютерного анализа рентгеновских снимков  

с использованием глубоких сверточных нейронных сетей Xception, MobileNetV2, DenseNet121, ResNet50,  

InceptionResNetV2 и VGG16, предварительно обученных на наборе данных ImageNet. Компьютерные экспе-
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рименты показали, что модель VGG16 обладает наилучшей производительностью при классификации 

COVID-19 с показателями точности (accuracy) 99,09%, чувствительности (recall) 98,318%. 
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The 2019 coronavirus (COVID-19) pandemic, caused by the Severe Acute Respiratory Syndrome 

Coronavirus 2 (SARS-CoV-2), continues to have a devastating global impact with far-reaching social and 

economic consequences. The COVID-19 pandemic has placed a huge burden on healthcare systems around 

the world struggling to provide care and treatment for patients due to limited numbers of healthcare workers 

and clinical resources such as ventilators, oxygen, personal protective equipment and other medical supplies 

[1, 2]. Due to the exponential increase in the number of covid 19 cases, there is a high demand for its quick 

and accurate testing. The standard for testing is reverse transcription polymerase chain reaction (RT-PCR). 

Other testing methods include antigen testing for coronavirus disease. But as a rule, patients experiencing 

symptoms of coronavirus disease are asked to undergo a chest CT scan or X-ray scans. 

Chest X-ray has several important advantages as a screening tool for COVID-19 diagnostics. First, 

chest X-ray equipment is one of the most affordable medical imaging techniques in healthcare settings. Chest 

X-ray equipment is relatively quick to decontaminate compared to other medical imaging equipment, and the 

widespread availability of portable systems allows screening to be performed in isolated rooms, which greatly 

reduces the likelihood of infection transmission. Finally, chest X-ray is commonly used to assess respiratory 

complaints, which is one of the key symptoms of COVID-19 and can therefore be used in parallel with other 

tests. Finally, a chest X-ray can be used to assess the severity of a patient with a positive COVID-19, which 

cannot be done using PCR tests [3]. 

Despite the many benefits of chest X-ray for screening for COVID-19, one challenge is the limited 

number of expert radiologists needed to interpret the data, visualize it for screening, and assess disease severity. 

Thus, the development and implementation of automated clinical decision support systems to assist radiographers 

to accelerate the interpretation of imaging data can significantly help the clinical process of COVID-19, improve 

the medical care of large numbers of patients and manage the course of the COVID-19 pandemic [4]. Artificial 

intelligence and deep learning are currently the most advanced methods of predicting results in almost all areas. 

Computer systems based on artificial intelligence demonstrate serious advances in the field of healthcare, 

and their use will significantly reduce the time for identifying patients infected with the COVID-19 virus [5, 6]. 

The main goal of this work is to develop effective deep learning models for detecting and classifying 

COVID-19 and pneumonia based on the analysis of chest X-rays. We developed four models based on pre-

trained deep neural networksVGG16 [7], DenseNet121, ResNet50 [8], Xception [9], InceptionResNetV2 and 

MobileNetV2. They were then trained and tested on thedesigned data set of chest X-rays from different  

public data sets. The results showed that the models proposed in the paper achieved theaccuracy 99.09%, 

recall=98,318%, precision=99,08% and f1_score=98,78, which are exceeds or comparable tothe indicators in 

similar studies. 

The main contribution of this paper to the research of the detection of COVID-19 using computer  

systems are the constructed deep learning models, as well as quantitative estimates of their performance for 

three classes of images from a designed set of X-ray chest images. 
 

1. Development of computer models for automatic detection of COVID-19 

cases based on chest X-ray images analysis 
 

Automated diagnosis of pneumonia, including those associated with COVID-19 infection, based on 

chest X-ray images, is a computer vision problem that has been proposed to be solved as an image 
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classification problem. Extensive research is currently underway to determine an accurate and reliable deep 

learning (DL) model for the detection and classification of COVID-19 disease. Researchers classify chest  

X-rays and CT images of patients using various deep learning models. As a rule, in these works devoted to 

similar studies, the problem of binary classification for the classes {COVID-19, No_COVID-19} is solved 

and rather high values of the COVID-19 detection accuracy metrics are obtained.Authors of [10] proposed 

different convolutional network (CNN) models that used as binary classifiers and reached 99% 

accuracy.Authors of [11] classified normal and COVID-19 X-ray images using deep CNN pretrained models 

ResNet50, ResNet18, ResNet101, VGG19 and VGG16. They found 92.6% accuracy for ResNet50 model. 

Ozturk et al. [12] proposed the DarkNet model for binary classes, it has 98.08% accuracy, and for multi-class 

cases, it has 87% accuracy.In paper [13] authors proposed a convolutional neural network (CNN) model to 

classify Normal, Pneumonia and COVID-19 classes with accuracy of 92.4% [13]. Similarly, other 

researchers also put efforts to detect COVID-19 cases from chest X-ray images using variousdeep models 

[14–19]. 

However, in our opinion, the task of detecting pneumonia and its distinguishing from COVID-19 is  

also significant in clinical practice, since it is solved together with the detection of COVID-19 and has simi-

lar symptoms when these diseases are detected, but different methods of their treatment. In our work, we 

conducted research on the development of deep learning models aimed at classifying three classes of chest 

X-rays containing signs of COVID-19 disease, pneumonia, as well as the lungs of healthy people. For this, 

the ResNet50, MobileNetv2, VGG16, Xception, InceptionResNetV2 and DenseNet121 basic models of deep 

neural networks were used, pre-trained on the ImageNet image set [20], and then tuned to the set of studied 

X-ray images. This approach is standard in the practice of training deep learning models, as it helps to speed 

up and simplify the development and training of models on other data. 

First, we need to create a sequential model in the Keras deep learning library [21]. To build a classifi-

cation model for X-ray images, we imported the weights of the base models from the ImageNet library and 

‘frozen’ them, setting the value of the training parameter for each layer as ‘False’. Thus, the values of the 

parameters of the convolutional layers of the model are saved in the process of its training. The sizes of the 

input data for the initial layer of pretrained models can vary, so you need to change the input_shape parame-

ter of the input layer to match the input sizes of the neural network (IMG_SIZE = 224, IMG_SIZE = 224,3). 

Next, Flatten layer, two Dense layers with activation functions ‘relu’ and ‘softmax’, respectively, separated 

byDropout(0,2) and Batch_Normalization layer were sequentially attached to the frozen layers of the model, 

which avoids overfitting. In addition, the output layer of the pretrained models needs to be changed, since  

it is configured to classify 1000 image classes, while we have three classes (‘COVID-19’ – 0, ‘Normal’ –1, 

‘Pneumonia’ – 2). The model constructed in this way was trained with the ‘sparse_categorical_crossentropy’ 

loss function and accuracy, recall, f1-score, AUC metrics for several epochs (epochs = 20).  

Then, in order to improve the performance metrics, the models have been fine-tuned as follows. First, 

the upper part of the convolutional blocks of the model is unfrozen, namely, the parameters of these layers 

are set as 'True', which are later to be updated during the retraining process. For example, theVGG16model 

contains 13 convolutional blocks, of which we unfrozen the last three. Then we attached the Global Average 

Pooling_2D, Batch Normalization and Dropout (0,2) layers to the model. Finally, the layers Dense(units = 512, 

activation = 'relu'), Batch Normalization and Dropout (0,5), Dense (3, activation = 'softmax') were attached. 

The model was compiled using the ‘categorical_crossentropy’ loss function and the Adam optimizer (lr = 0,0001). 

Next, the model was retrained and its performance metrics were calculated on X-ray images from the 

train_set. The fine tuning was carried out in the same way for the rest of the models. 

 

2. Description of the data set of chest X-rays 

 

In our investigations we used chest X-rays images of COVID19 patients, healthy patients, patients 

with opaque lungs, and patients with viral pneumonia. We collected images from publicly available data [22, 

23]. We combined all X-ray images into three classes: COVID-19 (3865 images), Normal (9850) and Pneu-

monia (1440), a total 15170 images.In addition, the images have been resized from 1024x1024 to 224x224  
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to reduce the computational costs of training the models. Then the data set was divided into training set 

(train_set) with dimension (12124,1), on which the models training will be carried out and testing set 

(test_set) with dimension (3031,1).The examples of X-ray images are shown on Fig. 1.  
 

  
а b 

 

Fig. 1. Chest X-ray images from classes: (a) Pneumonia (b) COVID-19 

 

3. Investigation of the performance of deep models in the problem 

of classification of chest X-rays 

 

On the set of X-ray images described above, computer experiments were carried out to classify them 

for three classes, the performance of deep learning models VGG16, ResNet50, DenseNet121, Xception,  

InceptionResNetV2 and MobileNetv2 was evaluated and their accuracy, precision, recall and f1-score  

metrics were calculated. They are shown in Table 1. As follows from the results presented here, the VGG16 

and Xception turned out to be the best among all proposed models. This choice was based on the analysis of 

the values of the accuracy and recall metrics for the classes COVID-19 and Pneumonia. This means that the 

priority in choice the best model is the value of its sensitivity and accuracy in detection of patients with 

COVID-19, as well as pneumonia. Recall metrics indicates how well the model is correctly detecting what it 

is supposed to detect. For our classes, it shows what percentage of patients that the model has detected as 

having COVID-19 or pneumonia are actually these ones. 

 𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
, (1) 

where 𝑇𝑃 are the true positive cases for a given class, 𝐹𝑁 are the false negative cases for a given class  

(in particular, for the case of COVID-19 it is the number of patients with COVID-19, predicted by the model 

as not COVID-infected). Specificity is the proportion of predicted true negatives to the summation of  

predicted true negatives and false positives. The specifity is calculated as  

 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
, (2) 

where 𝑇𝑁 is the number of the true negative cases (in particular, true number of patients with pneumonia and 

healthy lungs), 𝐹𝑃  are the false positive cases for a given class (in particular, the X-rays from other classes, 

falsely predicted by the model as X-rays with signs of COVID-19). Precision is the proportion of predicted 

true positive values to the total number of predicted true positive and false positive values. Precision can be 

calculated as 

 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
. (3) 

 

The accuracy is calculated as follows: 

 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
. (4) 
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Metrics f1-score is calculated as follows: 

 f1-score =
2∗𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑡𝑦∗𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑡𝑦+𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
. (5) 

To evaluate the performance of machine learning model, it is customary to use the confusion matrix. 

For Xception and VGG16 models, they are presented in Fig. 2 and Fig. 3. Signature ‘Actual’ denotes the true 

class of X-ray image to be predicted (Normal, Pneumonia, COVID-19). Signature ‘Predicted’ denotes the 

class of predicted images class. Diagonal cells in blue color represent true positive values (TP,%) and true 

negative values (TN,%). If percentages are indicated in the cells, they are considered to contain the values  

of the accuracy index for the corresponding class. The yellow cells of the matrix contain the percentage  

of images that are evaluated by the model as false positive (vertical elements, FP,%) and false negative  

(horizontal elements, FN,%) images.A higher recall value means a higher true positive value and a lower 

false negative value. However, a higher precision value will mean a higher true positive value and a lower 

false positive rate. Therefore, both false positive and false negative values should be as low as possible.  

But we are interested first in all in true number of detected COVID-19 and Pneumonia patients. So, we pre-

fer to control recall and accuracy metrics for the best model selection.  
 

  

Fig. 2. The confusion matrix for the Xception model Fig. 3. The confusion matrix of the VGG16 model 
 

From Table we can conclude that VGG16 model outperforms the Xception model in classification of 

images from the COVID-19, Pneumonia and Normal classes. The accuracy of classification of images from 

the COVID-19 class (accuracy) for the VGG16 model is 99,09%, for the Xception model is 98,21%.  

The accuracy score for VGG16 is 99,142%, while for Xception it equals 99,062%. The precision and recall 

metrics of Xception model are lower due to the greater error in classifying healthy patients as COVID-19-

positive 1,53% in Xception versus 0,78% in VGG16) and as patients with pneumonia (1,41% in Xception 

versus 0,7% in VGG16). Also, necessary to note 100% accuracy in distinguishing COVID-19 from Pneumo-

nia classes by these models. All this made it possible to establish VGG16 as the best model for classifying 

X-rays of the lungs and detecting COVID-19 diseases and pneumonia from them. 

Performance metrics of deep learning models for COVID-19 class 

Deep model  class_accuracy,  

% 

precision,  

% 

recall, 

% 

f1-score, 

% 

accuracy model,  

macro, % 

DenseNet121 95,93 95,373 97,542 96,729 97,691 

ResNet50 95,77 95,771 99,612 97,654 98,482 

MobileNetV2 90,39 90,387 99,741 94,834 96,866 

VGG16 99,09 99,081 98,318 98,78 99,142 

Xception 98,21 98,212 99,483 98,843 99,062 

InceptionResNetV2 96,13 96,135 99,741 97,905 98,251 
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Using the VGG16 model, a prediction of X-ray images from the test_set belonging to the corresponding 

classes for was also performed. The result is shown in Fig. 4. Label ‘Actual’ denotes the true class of X-ray 

image to be predicted (Normal, Pneumonia, COVID-19). Label on image denotes images predicted class.  

In our prediction, 0,78% of healthy patients (class Normal) and 0,13% of patients with pneumonia (class 

Pneumonia) were mistakenly classified as patients with COVID-19; 0,7% of healthy patients were mistaken-

ly recognized as patients with pneumonia, 0,66% of healthy patients were mistakenly recognized as patients 

with COVID-19 and 0,2% of images from class Normal were recognized as images from Pneumonia class. 
 

 
 

Fig. 4. Results of prediction of the class of chest images from test_set 

 

 
 

Fig. 5. The heatmap of predicted chest X-ray images from test_set 
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Additionally, the gradient-based class activation mapping (Grad-CAM) [24] was used to represent  

the decision area on a heatmap. Figure 5 illustrates the heatmaps for three COVID-19 cases, confirming that 

the proposed method extracted correct features for detection of COVID-19, Pneumonia and Normal classes, 

and the model is mostly concentrated on the lung area. Radiologists might use these heatmaps to evaluate  

the chest area more accurately. 

 

4. Results discussion 

 

In this paper we proposed and investigated a lot of deep models for the automated detection of 

COVID-19 and pneumonia clinical cases based on the analysis of chest X-rays images. Deep convolutional 

neural network models Xception, MobileNetV2, DenseNet121, ResNet50, InceptionResNetV2 and VGG16 

were developed, pretrained on the ImageNet, and then fine-tuned on a set of chest X-rays [22, 23]. As we 

noted later many of the earlier studies implied the classification of X-ray images into two classes: COVID-19 

and Not COVID-19 [10, 11, 15, 17, 18]. However, despite the high performance of these models, they do not 

consider the class of images containing features of pneumonia. Such images are either not included in the  

calculations or are included in other image classes. Despite the fact that at an early stage, the clinical symptoms 

of pneumonia and COVID-19 are very similar, the course of these diseases and the methods of their treatment 

are different. Therefore, it is fundamentally important to differentiate them already at an early stage of detec-

tion. In our study, the task of classifying into three classes was solved: COVID-19, Normal, and Pneumonia. 

Evaluation of the effectiveness of the studied models was carried out using the metrics of accuracy, 

precision, recall, f1-score and AUC. Based on their analysis, the VGG16 model was found to be the best 

model of all considered in our paper. It classifies X-rays images from the COVID-19 class with an accuracy 

of 99,09%, which means that the model has a high performance for images belonging to this class. In addi-

tion, the model rarely misclassifies COVID-positive patients as healthy or with pneumonia. This fact is con-

firmed by the high value of recall metrics, which is equal to 98,318%. Moreover, fine-tuned VGG16 model 

classifies X-rays images from class Pneumonia with accuracy of 99,14% and from class Normal with accu-

racy=99,30%. With an error 0,7% this model classifies healthy patients as Pneumonia class, and with an  

error of 0,13% it detected patients with pneumonia to COVID-19 class, which allows asserting the high per-

formance of the model in pneumonia detection. 

Also, we performed the fine-tuning of deep classification models to improve their performance. Such 

studies also used a variety of deep learning models, pre-trained on large datasets, as a rule, on ImageNet 

[20]. So, in paper [11] ResNet50 model have resulted the average accuracy 92,6%, whilst end-to-end training 

of the developed CNN model produced average accuracy=91,6%. In paper [12] accuracy=89,33%, re-

call=88,17%. Muhammad Talha Nafees and coauthors [13] developed CNN model trained on three classes 

with average accuracy of 92,3%. H. Nasiri and S. Hasani [14] employed DenseNet169 to extract features 

from X-ray images and used XGBoost for classification; so, they gained 98,24% and 89,70% in binary, and 

three-class classification, respectively. In papers [14] authors applied transfer learning method for COVID-19 

images recognition and for pre-trained ResNet50 model achieved accuracy=92,32%, precision=95,69% and 

recall=95,62%. In paper [16] binary classifications with four classes (COVID-19, normal (healthy), viral pneu-

monia and bacterial pneumonia) by using 5-fold cross validation have implemented. Considering the performance 

results obtained, it has seen that pre-trained ResNet50 model provides the highest classification performance 

accuracy=99,7% among other four used models. Hamid Nasiri, Seyyed Ali Alavi [17] proposed deep model with 

ANOVA features selection that achieved evaluated accuracy=92% and recall=88,46%. Authors of papers [18, 

19] developed several deep learning architecture are deployed for the detection of COVID-19 such as ResNet, 

Inception, Googlenet etc. as binary classifiers. The best model is ResNet50 with accuracy=98%.  

 

Conclusion 

 

The proposed models significantly exceed or comparable to the results in papers mentioned above, 

which confirms the effectiveness of proposed approach of preprocessing x-ray images and followed by their 
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fine-tuning deep learning models to solve the task of multiclass classification with imbalance of images in 

classes. For future research, it is necessary to eliminate a number of shortcomings. In particular, a more de-

tailed analysis requires a larger volume of patient data, especially those associated with COVID-19. In addi-

tion, such effective deep learning models as VGG16 are trained on images from ImageNet that are not medi-

cal. So, the methods of synthetic data generation are most prospective in this task solution. 

In future work, we intend to develop a mobile application for wearable devices and mobile X-ray 

units, with the aim of detecting COVID-19 and pneumonia on the early stages of the disease. We are also 

planning to extend our work to the segmentation of COVID-19 chest X-rays and CT scans to give more  

information for the radiologists.    
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