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Quantum computing offers a powerful new paradigm of information processing that has the potential
to transform a wide range of industries. In the pursuit of the tantalizing promises of a universal quantum
computer, a multitude of new knowledge and expertise has been developed, enabling the construction
of novel quantum algorithms as well as increasingly robust quantum hardware. In particular, we have
witnessed rapid progress in the circuit quantum electrodynamics (cQED) technology, which has emerged
as one of the most promising physical systems that is capable of addressing the key challenges in realizing
full-stack quantum computing on a large scale. In this Tutorial, we present some of the most crucial
building blocks developed by the cQED community in recent years and a précis of the latest achievements
towards robust universal quantum computation. More importantly, we aim to provide a synoptic outline
of the core techniques that underlie most cQED experiments and offer a practical guide for a novice
experimentalist to design, construct, and characterize their first quantum device.
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I. INTRODUCTION

Over the past decade, quantum computing and quantum
information science have gathered tremendous momen-
tum from both academic and industrial research endeav-
ors. With this comes the relentless progress in both the
theoretical and experimental front, transforming quantum
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computing from a mere mathematical curiosity to a rapidly
advancing domain of innovation. Remarkable improve-
ments in the creation [1–8], control [9–14], and measure-
ment [15–19] of quantum systems and their entanglement
properties have been demonstrated in various different
physics systems. Amongst them, circuit quantum electro-
dynamics (cQED) technology [20,21] has emerged as one
of the most promising platforms for realizing a robust and
scalable universal quantum computer. It has enabled many
of the landmark achievements in quantum computing, such
as the first realizations of quantum error correction [22–32]
and demonstrating the potential advantage of a quantum
processor over its classical counterparts [33].

In a nutshell, cQED describes the interaction of light,
typically at microwave frequencies, and matter, composed
of superconducting circuit elements. The characteristics of
all components in cQED devices are highly configurable.
They can be engineered on demand to provide both large,
controllable nonlinearities for fast quantum operations as
well as isolation from the environment for robust quantum
coherence in a single hardware solution. The construc-
tion of cQED quantum processors requires both careful
considerations in the design and fabrication processes of
the device, as well as continual optimization of the mea-
surement and control setup. The key building blocks for
realizing a robust full-stack cQED system are summarized
in Fig. 1(a). In order to successfully construct a large-scale
universal quantum computer, every element in this stack
must be constructed with finesse and constantly enhanced
through research and innovation.

As the cQED technology matures, the implementation
of each of these elements is becoming increasingly

sophisticated and multidisciplinary. There are many superb
review articles that capture the latest advances in key
aspects of this technology [34–38] geared towards the
experts in the field. They offer holistic overviews of the
main concepts and key results in this rapidly developing
field of research. In contrast, this Tutorial aims to pro-
vide an introductory Tutorial for experimentalists at the
early stages of their venture in developing superconducting
quantum systems. Compared with the pedagogical review
of the cQED knowledge base in Ref. [39], here we focus on
the crucial experimental techniques and practices involved
in successfully constructing quantum devices using super-
conducting circuits. This Tutorial aims to provide a useful
vantage point for a novice experimentalist to gain practical
insights into the various elements required to implement a
cQED experiment.

A. Overview of article

This Tutorial is structured to mimic the full workflow
of building a new cQED experimental setup in the labora-
tory. Each step plays a crucial role in ensuring the eventual
realization of a robust quantum device and requires a
multitude of careful considerations, which are often
skipped over in research articles. In this Tutorial, we aim
to provide a step-by-step guide on these practical details,
with a specific focus on devices that employ transmon
qubits [40].

It is important to highlight that this Tutorial is not
intended as a comprehensive review of the entire field of
cQED or as an exhaustive summary of the wide range of
techniques that have been developed by the community.

Device

Cryogenics and
interconnects

processing

Control
electronics

Control
software

Quantum
algorithms

Sec. VII

Progress and challenges 
towards universal QC

Sec. II

Sec. III

Sec. IV
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FIG. 1. Overview of the crucial hardware building blocks and experimental processes in realizing a quantum system in
cQED. (a) The full stack of cQED quantum computer. Each layer represents an important element that must be carefully constructed
and optimized, in order to construct full-stack quantum processors in cQED. (b) The engineering cycle of a cQED device. The desired
target application influences the chip’s Hamiltonian design (Sec. II) in which an equivalent circuit and its target parameters are deter-
mined. This design serves as the input for a second design step in which the geometry and layout of the device is determined, taking
into account the constraints of the fabrication process (III). After fabricating the device, the system is carefully characterized (V) and
the resulting information is used to inform the next design iteration to bring the system closer towards the desired Hamiltonian.
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Rather, it aims to discuss a selected set of basic tools and
useful intuitions that, in the opinion of the authors, are
important for understanding the practical aspects of imple-
menting cQED experiments. In particular, we aim to offer
a Tutorial-style walk through on the design and charac-
terization of cQED devices while providing more general
overviews and useful references on the other aspects of the
workflow.

We start by providing a concise summary of the physics
of cQED in Sec. II. The purpose of this segment is to pro-
vide a general basis for the subsequent discussions and
provide useful resources for more advanced readers to
further investigate the more technically involved concepts.

In Sec. III, we introduce the necessary ingredients and
tools for translating the target Hamiltonians into a phys-
ical circuit. This requires an iteration cycle consisting of
configuring the device layout and circuit components, sim-
ulating the electromagnetic mode structures, and extracting
the relevant Hamiltonian parameters. We further highlight
some of the main limiting factors of the coherence of quan-
tum circuits and summarize the known design strategies
to mitigate them. This is followed by a short discussion
of device fabrication as well as considerations towards
achieving better yield and reliability.

In Sec. IV, we move on to provide an overview of the
configuration of cryogenic and room temperature envi-
ronments required to ensure both the coherence and con-
trollability of cQED devices. Here, we highlight some of
the crucial factors involved in the filtering and shielding
of the quantum devices in the dilution refrigerator (DR).
Furthermore, we also provide an overview of the typical
room-temperature microwave signal-processing elements
and control electronics used in providing sophisticated
pulse sequences for quantum operations.

In Sec. V, we present the typical workflow of charac-
terizing and calibrating a cQED device. Here, we cover a
series of basic tune-up procedures, from cavity and qubit
spectroscopy, coherence measurements, to qubit rotation
diagnosis and readout optimization. The information we
learn through these measurements offers a comprehensive
view of the performance of individual quantum elements,
and provides valuable feedback for future iterations of
device designs. We then discuss a few more advanced
topics including implementing two-qubit gates, character-
ization of quantum operations, and control of quantum
memory cavities, which are crucial in building towards
high-fidelity experiments in multiqubit systems.

The building blocks introduced thus far form an itera-
tive cycle [Fig. 1(b)] that enables cQED devices to achieve
increasingly robust performance for the desired applica-
tions. Collectively, they culminate in the ultimate goal
of realizing a robust universal quantum computer capa-
ble of tackling real-world challenges. In this Tutorial, we
do not attempt to give a prescription of how to realize
and operate a large-scale quantum computer since that

remains an open pursuit of the entire community. Instead,
in Sec. VI, we switch gears to provide a brief review of
two concurrent research thrusts that aim to develop more
robust and powerful quantum devices. First, we discuss
the recent developments and main challenges in scaling up
planar cQED devices from noisy intermediate-scale quan-
tum (NISQ) era processors to a robust, universal quantum
machine. Subsequently, we illustrate how superconducting
cavities can be utilized to realize robust quantum mod-
ules with first-order quantum error correction. Finally, we
provide some prospective on the challenges and future
directions towards using them as building blocks for a
fault-tolerant and general-purpose quantum computer.

II. PHYSICS OF cQED

The cQED framework describes the dynamics of
photon-matter interaction, where devices consisting of
engineered quantum circuit elements interact with
microwave photons. The first step towards setting up a suc-
cessful cQED experiment is to establish a solid grasp of the
fundamental concepts of the main building blocks of the
superconducting quantum circuit. There are many excel-
lent materials detailing the general principles of cQED
systems [41–45]. In this section, we focus specifically on
two key circuit elements, superconducting resonators and
transmon qubits, which are the main workhorses for cur-
rent cQED experiments. We aim to summarize the physical
principles governing their quantum dynamics and bring
some intuition on how to effectively engineer quantum
devices with them.

A. Superconducting resonators

The simple harmonic oscillator is often used as the basis
for formulating the quantum-mechanical models of more
complex systems. In the cQED framework, the physical
manifestation of a simple harmonic oscillator is an LC cir-
cuit, which consists of one inductive and one capacitive
element. This simple resonant circuit with frequency ω can
be coerced to exhibit fully quantum-mechanical behavior
if constructed with superconducting materials (with criti-
cal temperature Tc) and kept at sufficiently low temperature
(T � Tc). This allows such superconducting LC oscillators
to achieve lossless conduction, as well as effective suppres-
sion of thermal noise (kT � �ω, where k is the Boltzmann
constant). This simple quantum element plays many cru-
cial roles in cQED devices, from readout and mediating
quantum interactions to the coherent storage of quantum
information.

1. Isolated superconducting resonators

We often model an isolated LC oscillator as a lumped-
element system consisting of an inductor L and a capacitor
C, as shown in Fig. 2(a). However, these notions can be
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(a) (b)

Bath

FIG. 2. Circuit model of a superconducting resonator. (a)
Lumped element representation of an isolated LC circuit. (b)
Circuit of a LC oscillator coupled to a transmission line, which
carries the desired microwave probe signals, and a bath, which
signifies the presence of other undesired environment couplings
that can potentially be noisy.

extended beyond lumped-element circuits. More generally,
the inductive energy stems from charges moving in a con-
ductor and creating a magnetic field, which tends to oppose
any change in current. The capacitive energy, on the other
hand, arises from the electrostatic energy between two
regions of a superconductor that contain a different num-
ber of charges. A superconducting resonator is simply a
collection of such quantum LC oscillators, with each mode
of the resonator corresponding to a single oscillator with a
well-defined resonance frequency.

We can capture the dynamics of superconducting res-
onators with two dimensionless quantities. The first one, ϕ,
is a result of the quantization of the magnetic flux threaded
through the inductor. The total magnetic flux observable is
then φ = φ0 ϕ, where φ0 = �/2e is the reduced magnetic
flux quantum. The second one, n, is the difference in the
number of charges on the two plates of the capacitor in
units 2e, which correspond to the charge of a Cooper pair.
It is related to the total charge observable, which is given
by nQ = 2en. While valuable insight is gained from this
lumped-element model, microwave resonators are gener-
ally implemented using distributed elements in practice.
For such systems, n relates to the quantization of the elec-
tric energy, caused by an unbalanced charge distribution
across different parts of the structure [see Fig. 3(d)]. The
oscillations of this charge distribution induces a magnetic
field flux quantized with ϕ, as predicted by Faraday’s law.

The two dimensionless quantities, n and ϕ, obey the
canonical commutation relation [46]

[ϕ, n] = i. (1)

With this, the Hamiltonian of a superconducting LC oscil-
lator is given by

H = EL

2
ϕ2 + 4ECn2, (2)

where EL = φ2
0/L = �2/4e2L and EC = e2/2C [46,47].

Usually, these energies are expressed in frequency units
by dividing them by � to more conveniently relate to other
experiment parameters.

Alternatively, we can also express this Hamiltonian
using two standard circuit parameters: the angular fre-
quency ω and the impedance Z, defined as

ω =
√

8ELEC

�
= 1√

LC
, Z0 =

√
L
C

, (3)

such that

H = �ω

[(
RQ

2Z0

)
ϕ2 +

(
Z0

2RQ

)
n2
]

. (4)

Here, we introduce the reduced resistance quantum for
superconductors RQ = �/(2e)2 = 1.027 k�, and we can
write RQ/Z0 = √

EL/8EC.
Next, we diagonalize this Hamiltonian by finding ladder

operators a and a† that are linear combinations of ϕ and n
with [a, a†] = 1. We find

a =
√

RQ

2Z0
ϕ + i

√
Z0

2RQ
n. (5)

From this, we obtain the flux ϕ and charge n observables
explicitly, in their respective units and get a physical sense
of the zero-point fluctuations of the magnetic flux and of
the charge by writing ϕ = ϕZPF(a + a†) and n = nZPF(a −
a†)/i, where

ϕZPF =
√

Z0

2RQ
, (6)

nZPF =
√

RQ

2Z0
. (7)

We deduce that when the impedance of the resonator is
high (Z0 � RQ), the zero-point fluctuations of the mag-
netic flux are large compared to φ0 and that of charges are
small compared to 2e. The situation is reversed when the
impedance is low relative to the flux quantum.

2. Resonators in contact with the environment

For any practical applications, the resonator will be in
contact with an external environment. This environment
consists of both carefully engineered coupling introduced
by the observer and undesired interactions with a poten-
tially dissipative bath, as illustrated in Fig. 2(b). In this
case, we can no longer describe the observables associ-
ated with the coupled resonator environment in the simple
Heisenberg picture. Rather, it must be treated as an open
system, where the field a(t) associated with the resonator
receives an incoming field ain(t) and emits an outgoing
field aout(t). Let us consider the example where a res-
onator is coupled to a microwave transmission line, which
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FIG. 3. Dispersive coupling between a transmon and a superconducting resonator. (a) Lumped-element representation of a
Josephson junction and a sketch of its structure, which consists of two layers of aluminium (gray) that are separated by an aluminium
oxide tunnel barrier (white). (b) A SEM image of a bridge-free junction. Image credit: Kyle Serniak (Yale University). (c) Lumped-
element representation of a LC circuit capacitively coupled to a single-junction transmon and the associated the potential of each mode
and the dressing of the energy levels due to the dispersive interaction. (d),(e) Two examples of physical realizations of a transmon
device dispersively coupled to a superconducting cavity in either the planar (d) or 3D configuration (e).

provides the drive and measurement tones to the system.
Here, ain(t) and aout(t) represent, respectively, the incom-
ing and outgoing field of the transmission line where it
interacts with our circuit. The fields at different times are
not related, such that

[
aout(t), a†

out(t′)
]

=
[
ain(t), a†

in(t
′)
]

=
δ(t − t′). This implies ain and aout have dimension t−1/2.

A detailed balance of the field results in the following
input-output relation:

aout = ain + √
κca, (8)

where κc is defined as the frequency-independent cou-
pling rate at which the oscillator exchanges energy with
the transmission line, and can be experimentally character-
ized for each setup. Here, we choose the sign convention
following the approach in Ref. [48]. With the incoming
and outgoing fields taken into account, we arrive at the
following differential equation for a(t) in the Heisenberg
picture:

∂ta = − i
�

[a, H] − κ

2
a − √

κcain. (9)

This expression is called the quantum Langevin equation
[49]. It includes two new terms: the first one corresponds
to a damping of the field at rate κ/2, with κ = κc + κi,
where κi is the coupling rate between the system and the
uncontrolled environment usually called the internal loss
rate; the second term,

√
κcain, referred to as “drive” or

“pump,” is vital for a to obey the same usual commuta-
tion relation

[
a, a†

] = 1 at all times despite the damping
term. As an alternative to the quantum Langevin equation,
the Lindblad master equation can also be used to describe
such dissipative systems [49,50]. However, the quantum

Langevin equation is more suited to describe the traveling
fields that we consider here.

While ain is necessary in order for us to control the state
of the resonator, it also introduces undesired fluctuations
in its field. To mitigate this, we typically operate in the
“stiff-pump” regime, where κc is negligible compared to
the frequency of the resonators, but the expectation value
of

√
κcain can be large compared to κc. This way, we have

ain = āin + a0
in, where a0

in represents the negligible fluctua-
tions of the field and āin its average value. In the stiff-pump
approximation, a drive is modeled with the Hamiltonian

Hd

�
= ε(t)a† + ε(t)∗a, (10)

with ε(t) = √
κcāin.

B. Josephson junction

Superconducting resonators alone do not provide a use-
ful medium for encoding quantum information. This is
because the energy levels of a resonator are separated by
an equal spacing of �ω, forbidding us from addressing the
transitions individually. Thus, we must introduce a nonlin-
ear element in order to achieve universal quantum control
of the circuit.

In cQED, the most ubiquitous source of nonlinearity
is a Josephson junction (JJ), favored for its simplicity
and nondissipative nature. This element is made of two
superconducting electrodes separated by an insulating tun-
nel barrier, represented in Fig. 3(a). In practice, JJs are
typically fabricated by overlapping two layers of supercon-
ducting films with an oxide barrier in between. The area of
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the overlap and the properties of the oxide barrier deter-
mine the properties of the JJ. A SEM image of a typical JJ
is depicted in Fig. 3(b).

The detailed theoretical description of the JJ and its
underlying physics can be found in Refs. [35,51]. Here, we
aim to provide a brief intuitive picture that follows the line
of Josephson’s original work [52]. Let us consider each
side of the JJ as a superconducting island containing a cer-
tain number of Cooper pairs. The joint state of the junction
is described by the difference in number of Cooper pairs n,
which is the same observable used in our treatment of the
simple LC circuit. As Cooper pairs tunnel across the junc-
tion, n varies accordingly. Therefore, the Hamiltonian of a
Josephson junction can intuitively be written in the charge
basis as

HJ = −EJ

2

+∞∑
n=−∞

(|n〉 〈n + 1| + |n + 1〉 〈n|) , (11)

where EJ is the Josephson energy, which is traditionally
expressed in frequency units by dividing it by �. We iden-
tify that the two parts of HJ , i.e.,

∑+∞
n=−∞ |n + 1〉 〈n| and

its Hermitian conjugate, are unitary operators that trans-
late the charge by one unit up and down, respectively.
This translation can also be written in the conjugate basis
as e±iϕ , similar to how a position translation is written in
terms of the momentum operator. Therefore, the Josephson
Hamiltonian in the flux basis can be expressed as

HJ = −EJ cos ϕ. (12)

Developing the cosine potential to second order gives rise
to a quadratic term that resembles an inductive energy as
described in Eq. (2). This is commonly referred to as the

Josephson inductance LJ = φ2
0

EJ
. As we show in the case

of the transmon, this nonlinear inductance affords us the
ability to selectively address individual transitions in the
system.

C. Transmon

Building upon the nonlinearity provided by the JJ, we
can now construct a variety of cQED elements capable of
effectively encoding quantum bits of information. These
nonlinear components are generally referred to as super-
conducting qubits. In particular, transmon qubits, which
are weakly anharmonic oscillators, are the most widely
used in current cQED devices. The transition frequencies
between the ground (|0〉) and first excited state (|1〉) of
transmons are typically designed to be around 4–8 GHz.
The reason of this frequency choice is twofold: (1) it is
far below the plasma oscillation frequencies of individual
electrons in the superconductor, hence, we need only to
consider their collective excitations; (2) at the operational

temperature of cQED experiments (20 mK), the probabil-
ity of supplying sufficient thermal energy to excite this
transition is effectively suppressed, such that the qubit can
be in or close to its ground state.

In transmon qubits, the transition between the first two
energy levels is detuned from that of its first to sec-
ond excited state by the anharmonicity, which is typically
designed to be 200–300 MHz. With this configuration,
transitions between the two lowest levels of the transmon
can be addressed with microwave pulses as short as a few
nanoseconds [53].

Physically, transmon qubits are constructed with two
large superconducting capacitor structures connected by
one or more JJs. The capacitor pads provide the capac-
itive energy EC and the Josephson junction provides the
inductive energy EJ . Combining these two, we arrive at
the Hamiltonian

H = 4ECn2 − EJ cos(ϕ) (13)

= 4ECn2 + EJ

2
ϕ2 + H4+ (ϕ) , (14)

where H4+ (ϕ) = −EJ
[
cos(ϕ)+ ϕ2/2

]
. Note here that

we add the quadratic term EJ /2ϕ2 and then subtract
it again to eliminate the second-order terms after the
cosine expansion. The constant term from the expansion is
dropped as it simply contributes to a constant energy off-
set that does not cause any nontrivial dynamics. With the
form of Eq. (13), it becomes apparent that the transmon is
effectively a variant of the standard LC circuit with the JJ
as a nonlinear inductor.

Transmons operate in the regime of EJ � EC. In this
limit, according to Eq. (6) and Eq. (7), the eigenstates of
the transmon have suppressed zero-point fluctuations in
phase while those in the charge degree of freedom remain
large. More specifically, the sensitivity of the transmon
frequency to offset charge drops exponentially in EJ /EC,
and is heavily suppressed in the typical parameter regime
of EJ /EC ≈ 50, while still maintaining a large enough
anharmonicity for fast operations [40,54].

As H4+ depends solely on the phase zero-point fluctua-
tions, we treat it as a perturbation to the linear part of the
Hamiltonian. Using this perturbative treatment of H4+ and
limiting the excitations to only the low-lying states of the
transmon, we diagonalize the linear Hamiltonian with the
annihilation and creation operators q and q†, as defined in
Eq. (5), with EL replaced by EJ . Therefore, we get

HT =
√

8EJ ECq†q + H4+
(
ϕZPF

T (q + q†)
)

(15)

≈
√

8EJ ECq†q − EJ

24
(
φZPF

T

)4 (q + q†)4 (16)

≈ �ωTq†q − �α

2
q†2q2, (17)
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with

�ωT =
√

8EJ EC − EC, �α = EJ

2
(ϕZPF

T )4 = EC. (18)

In our last approximation we keep only the resonant
terms that have as many “daggers” as “nondaggers.” This
approximation is justified by the fact that, in a frame rotat-
ing at ωT, all the terms that are nonresonant oscillate at
an angular frequency of at least ωT, which is much larger
than α/2. The dynamic produced by such oscillating terms
at a given time is cancelled by the dynamic produced by
the same terms half an oscillation later, such that their
action quickly averages to the identity. This approximation
is called the rotating-wave approximation (RWA).

Here, we choose to use the ladder operators to describe
the transmon qubit. This approach offers a convenient strat-
egy to capture the behaviors of the higher-level transitions
in the transmon as well as nonlinear frequency mixing
in the JJ, which is utilized frequently in parametric con-
version processes. An alternative method is to consider
the transmon as a discrete two-level system, and use the
Pauli operators to describe its properties. We can arrive at
an equivalent picture for the dynamics of a transmon and
its interactions with other circuit elements using either of
these techniques.

So far we have focused only on single-junction trans-
mons whose parameters EC and EJ are fixed by the design
and fabrication of the device. Frequency tunability can also
be introduced while maintaining the relative simplicity and
robustness offered by the transmon by replacing the single
junction with two parallel junctions. With this, it is possi-
ble to adjust the device’s EJ in situ [40]. This configuration
of using multiple junctions in a single nonlinear element
is called a superconducting quantum interference device
(SQUID) [55].

To understand this type of SQUID qubit, we consider the
simplest case of a system with two junctions of identical
Josephson energy EJ /2. The system Hamiltonian is given
by

H = 4ECn2 − EJ

2
[
cos(ϕ1)+ cos(ϕ2)

]
, (19)

where ϕ1 and ϕ2 are the flux operators of each junction.
Naively, one would think that having two JJs in parallel
is equivalent to having a single large junction. However,
when an external magnetic field threads a magnetic flux
φex = ϕexφ0, where ϕex is the number of flux quanta, the
behavior of this system qualitatively differs from that of the
single-junction devices. In fact, it is favorable for Cooper
pairs to tunnel in opposite directions across the two junc-
tions. Thus, the external field results in a flux difference
of ϕ2 − ϕ1 = ϕex. Trigonometric identities allow us to
regroup terms such that the Hamiltonian can be written

as [40]

H = 4ECn2 − EJ cos
(ϕex

2

)
cos(ϕ), (20)

where ϕ = (ϕ1 + ϕ2)/2 is the average flux between the
two junctions. Effectively, a SQUID transmon provides
a simple device with in situ tunability of EJ . This on-
demand tunability offers new avenues for implementing
quantum operations between transmons [22,56–58], prob-
ing coherence properties [59–61], and engineering new
Hamiltonians [62,63]. However, any additional noise on
the control knob ϕex will translate into phase noise for the
transmon, which can limit their coherence.

D. Other qubits

While transmons are currently the most widely used
superconducting qubits due to their simplicity and ver-
satility, it is important to note that our rich and diverse
cQED toolbox extends much beyond these simple circuit
elements. There are a whole host of other superconducting
qubits that work in different regimes and employ differ-
ent junction arrangements [36,39]. Among them, the flux
qubit [64] and the fluxonium [47] have been systematically
investigated and their performance consistently improved
[65,66] in recent years.

In parallel, there are also several promising strategies
to construct superconducting circuits that are intrinsically
protected against various environmental noise. Such pro-
tection schemes are heavily inspired by the continuous-
variable quantum-error-correction code designed by
Gottesman, Kitaev, and Preskill (GKP) [67]. Recently, the
proof-of-principle demonstrations of two of such protected
qubits have been reported, namely, the “cos2ϕ” element
[68,69] and the “0-π” qubit [70,71]. These new circuit
elements and their intrinsic resilience to noise are valu-
able building blocks for realizing quantum devices that
can potentially achieve the necessary scale and complexity
without significant performance degradation.

E. The dispersive coupling

Having introduced the two key components of cQED
systems, superconducting resonators and transmons, we
now look into how they can be integrated to form a useful
quantum device.

Physically, when a transmon is placed in proximity to a
resonator, the charges of one element can influence those
of the other through a coupling capacitor [Fig. 3(c)]. We
summarize this coupling by a parameter of the Hamilto-
nian, g0, which can be computed exactly for a given model
of the circuit. This leads to an interaction Hamiltonian

Hint = �g0nRnT (21)

= −�g
(
a† − a

) (
q† − q

)
, (22)
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with the subscripts T and R describing the transmon and
the resonator, respectively. Note that we regroup the charge
zero-point fluctuations in g.

The exact diagonalization of the Hamiltonian with this
interaction is done in many reviews [37,38,41]. Here,
we present an approximate diagonalization in the most
commonly used parameter regime in cQED, where

(1) g � |�| = |ωT − ωR|, with large qubit-cavity detun-
ing giving rise to a dispersive interaction between
the two elements instead of resonant energy
exchange;

(2) EC
�

� |�| (weak anharmonicity);
(3) |�| � ωT + ωR, implying that the counter-rotating

terms are negligible.

In this regime, we apply the RWA to reduce the interaction
Hamiltonian to Hint/� = g

(
aq† + a†q

)
.

Following this, we write a set of Langevin equations for
a and q in the Heisenberg picture

∂ta = −i
(
ωR − i

κ

2

)
a − igq (23)

∂tq = −iωTq − iga − i
�

[
q, H4+

(
ϕZPF

T (q + q†)
)]

, (24)

where we include the dissipation of the resonator but
neglected the dissipation of the transmon, such that we
can analyze the impact of a readout cavity, typically with
low or moderate Q, on the relaxation of the transmon
(see Sec. C). We treat the nonlinear part of Eq. (24) as a
perturbation and diagonalize the linear part given by the
matrix

M =
(
(ωR − iκ/2) g

g ωT

)
, (25)

whose eigenvalues are given to the first order by

ω̃R = ωR + g2

�
− i
κ

2
+ i
( g
�

)2
κ/2, (26)

ω̃T = ωT − g2

�
− i
( g
�

)2
κ/2. (27)

The frequencies ω̃R and ω̃T of the resonator and the trans-
mon in the dispersively coupled system are shifted with
respect to the uncoupled system by the Lamb shift

χ = g2/�. (28)

The transmon also inherits some dissipation from the
cavity given by the Purcell rate

�P =
( g
�

)2
κ . (29)

The Purcell rate could lead to a trade-off between a
large transmon-resonator coupling for fast operations and

the lifetime of the qubit. However, in practice, the Pur-
cell effect can be significantly suppressed with carefully
designed Purcell filters [59].

We can now define a new set of annihilation and creation
operators that correspond to the eigenvectors of the matrix
given by Eq. (25). To do so, we first define a mixing angle
of θ = 1

2 arctan (2g/�). With this, the new eigenstates,
also called dressed modes, are given by

ã = cos(θ)a + sin(θ)q ≈ a + g
�

q, (30)

q̃ = − sin(θ)a + cos(θ)q ≈ − g
�

a + q. (31)

A detailed derivation can be found in Ref. [54]. With
these relations, the linear part of the Hamiltonian is now
proportional to ω̃Rã†ã + ω̃Tq̃†q̃.

To treat the nonlinear part of the Hamiltonian H4+ , we
invert the definition of ã and q̃ to obtain

ϕZPF
T

(
q + q†) = ϕZPF

T

(
cos(θ)(q̃ + q̃†

)+ sin(θ)(ã + ã†
)
)

≈ ϕZPF
T

(
q̃ + q̃†

)
+ ϕZPF

T
g
�

(
ã + ã†

)
.

(32)

It is useful to note that we often combine the ZPF terms
with the associated mixing angles into a single coefficient,
i.e., ϕT = ϕZPF

T cos(θ); ϕR = ϕZPF
T sin(θ), to describe the

(q̃ + q̃†
) and (ã + ã†

) terms. This notation is commonly
adopted in the treatment of dynamics of transmon-cavity
systems in cQED.

With ϕZPF
T � 1, the largest elements in this nonlinear

Hamiltonian are of the fourth order. We can then perform
the same RWA as in Eq. (15) to eliminate the nonreso-
nant terms. Now working exclusively in the new frame,
we drop the tilde and simplify the notation to get the
transmon-cavity Hamiltonian in the dispersive regime in
the following form:

H
�

= ωTq†q + ωRa†a

− α

2
q†2q2 − K

2
a†2a2 − χ

(
q†q
) (

a†a
)

, (33)

with

K = EJ

2�

(
ϕZPF

T

)4 ( g
�

)4
= EC

�

( g
�

)4
, (34)

χ = EJ

2�

(
ϕZPF

T

)4 ( g
�

)2
= 2EC

�

( g
�

)2
. (35)

Typically, K and χ are referred to as the self-Kerr and
the cross-Kerr nonlinearity between the resonator and the

040202-8



PRACTICAL GUIDE FOR BUILDING SUPERCONDUCTING... PRX QUANTUM 2, 040202 (2021)

transmon, respectively. Physically, we can interpret the
effect of a dispersive coupling as a state-dependent fre-
quency shift between the two modes. The coupling is
considered to be in the strong dispersive regime if this
state-dependent shift is larger than the linewidth of the
resonator.

In practice, this type of dispersively coupled transmon-
resonator system can be realized by placing them in phys-
ical proximity such that their respective fields overlap, as
illustrated in Figs. 3(d) and 3(e). More details regarding the
layout of such devices will be discussed in Sec. III.

Despite its relative simplicity, the dispersive Hamilto-
nian is the origin of many interesting phenomena and
crucial tools in cQED. Generally, the resonator-transmon
system offers us a platform with three main capabilities.
First, by coupling the resonator strongly to a transmission
line, we can implement fast and efficient readout of the
transmon state. Alternatively, two transmons can interact
via a mediating resonator mode (quantum bus) to realize
quantum operations. Finally, the transmon can act as a non-
linear ancilla to perform universal control on the resonator
state.

Going beyond the natural interactions, the addition of
microwave drives at well-chosen frequencies also offers
the possibilities of engineering new dynamics in the cQED
system. This capability is afforded by the nonlinear fre-
quency mixing in the Josephson junction, akin to fre-
quency conversion processes in nonlinear optical mediums
[72]. To the first order, a single JJ can be used to enact
four-wave mixing in cQED devices.

Such driven interactions are highly useful tools for engi-
neering new dynamics or operations in cQED devices. One
of the key applications of such driven operations is to engi-
neer quantum-limited amplifiers, which are discussed in
Sec. IV. Additionally, a wide range of different Hamilto-
nians have been demonstrated using such drives, enabling
a large repertoire of new experimental achievements. This
includes stabilization and protection of Schrödinger’s cat
state [63,73–75], remote entanglement of superconduct-
ing qubits [76–79], cooling of nanomechanical devices
[80], engineered quantum gates between microwave cav-
ities [81–83], detection of single microwave photons [84],
longitudinal coupling of a cavity and a transmon [15], and
so on.

III. DESIGNING QUANTUM CIRCUITS

After we establish an ideal target Hamiltonian for an
intended application, the first step in the workflow of a
cQED experiment is to translate the targeted set of abstract
system parameters (number of qubits, transition frequen-
cies, connectivity, coupling strengths, etc.) into a physical
device with appropriately designed circuit elements.

This translation is often an iterative process that con-
sists of several key steps including architectural layout,

Fabrication

Ideal target

E and M 
simulation

Architecture 

Hamiltonian design

Physical realization
(this chapter)Connectivity and 

coherence requirements

Device layout 

building blocks

Configure and reconfigure

Hamiltonian 
and coupling 
parameters

Circuit quantization
and participation 

analysis

Decoherence 
estimates

FIG. 4. Design cycle of a circuit QED device. To translate a
target Hamiltonian into a physical device, we first lay out the
main building blocks for the circuit in a suitable architecture.
Then, we compute the electromagnetic mode structures of the
device reliably, often using numerical simulations. Subsequently,
we extract the relevant Hamiltonian parameters from this simula-
tion using circuit quantization techniques. We then compare the
result with the target Hamiltonian, and can adjust the design until
we converge to a configuration that faithfully reflects our target
system.

configuring building blocks, electromagnetic simulation,
and circuit quantization, as illustrated in Fig. 4. In this
section, we guide the reader through such a process to
highlight some of the common strategies and the main
considerations involved in building up the desired cQED
device.

A. Planar and 3D architectures

Currently, there are two main types of device architec-
tures in circuit QED: colloquially referred to as “planar,”
where all quantum modes (e.g., qubits and linear res-
onators) are lithographically defined on chip; and “3D,”
where some modes are native to three-dimensional struc-
tures. In both cases, however, a 3D package (a “sample
box”) is engineered to enclose the electromagnetic modes
of the circuit and prevent decoherence from microwave
radiation loss.

In the 3D architectures (Fig. 5), the large volume of
vacuum inside the package (i.e., the 3D cavity), typically
a few cm3 in size, is used as the linear modes in the
cQED Hamiltonian. They couple weakly to transmission
lines via coaxial center pins that are extended into aper-
tures through the cavity wall [Fig. 5(d)]. These cavities
also couple to qubits or other resonator modes, which are
typically constructed using lithographically patterned pla-
nar structures [Fig. 5(c)] with large capacitor structures to
provide effective coupling to the 3D cavity modes. They
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Mount screws

Indium pocket

~1 cmm~5 cm

~0.5 cm

(a) (b)

(c) (d) (e)
Field-replaceable
SMA connectors 

Attenuation distance

 

Ancillae
τ ~ 100 µs

Fast 
readout
τ ~ 100 ns 

Bosonic 
qubits
τ ~ ms

Fast 
readout
τ ~ 100 nsτ

Ancillae
τ ~ 100τ µs

Bosonic 
qubits
τ ~ msτ

FIG. 5. Main elements in 3D cQED devices. (a) A sample device consisting of two 3D cavities (blue and orange), three transmon
ancillae (purple, green, and red) together with their respective planar readout resonators (gray). All components are housed in a high-
purity aluminium package. (b) The equivalent circuit representation of the device. (c) A more detailed illustration of the transmon and
cavity interface. The coupling strength between the two is determined by the overlap between the transmon capacitor and the field (blue
arrows) of the cavity. (d) Cross-section view of the coupling mechanism to the transmon and the readout resonator via field-replaceable
pins. (e) Schematic of the clamping structure for chips containing the transmon and its readout resonator.

can be fabricated on one or more chips, which are mechan-
ically clamped in place by nuts and bolts [Fig. 5(e)]. This
architecture has several advantages, especially for a begin-
ner experimentalist working with a small-scale quantum
circuit.

1. It is simple to assemble: No peripheral structures
and materials, such as printed circuit boards and
wire bonds, are needed to bridge the quantum modes
and the external cables.

2. It provides a clean electromagnetic environment:
The absence of peripheral structures saves the engi-
neering effort to suppress spurious modes in the
device package.

3. It exhibits good coherence times for the same mate-
rial quality due to the small surface-to-volume ratio
of the quantum modes. In particular, the long-lived
3D cavity modes prove to be a valuable quantum
resource.

These appealing features make such 3D cQED devices
powerful experimental testbeds for developments in
quantum error correction [85] and bosonic quantum sim-
ulations [86,87].

However, there are also several important limitations
associated with the current generation of devices based
on machined cavities. The large spatial extent of the 3D
cavity electromagnetic field makes it difficult to achieve
good mode isolation within the same cavity. Furthermore,
the lack of dc connection to the chip limits tunability and
integration with circuit elements that require flux biasing.
Active research is underway to develop techniques that
could potentially resolve these challenges [88].

The planar architecture (Fig. 6) is centered around a
lithographically patterned cQED chip. The chip defines all
the quantum modes desirable for the application, although
the packaging around it may affect the fine details of the
Hamiltonian parameters. Other than all the quantum circuit
elements, the chip typically also includes feedlines, which
are co-planar waveguides (CPWs) impedance matched to
the input and output coaxial cables. They are weakly cou-
pled to the quantum circuit elements to supply and extract
microwave signals. The chip is then embedded on a PCB,
with their corresponding CPW ports connected and their
respective ground planes tied together, often using a large
amount of wire bonds. Bulk superconducting covers are
attached to the ground plane of the PCB to enclose the
chip into an area as small as possible (limited to less than
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Printed 
circuit board

QPU

Mounting structures(a)

(b) (c)
Isolation from 
ground

FIG. 6. A typical example of a planar cQED system. (a) A
superconducting chip embedded in a printed circuit board (PCB)
via wire bonds. The PCB provides the structures for ground-
ing, microwave interconnects, and mounting elements to the
sample box. (b) A more detailed view of a typical multiqubit
chip together with resonator buses and readout modes (dark
gray). Each qubit can be controlled via on-chip flux (green) or
microwave (blue) drive lines. (c) A typical flux-tunable transmon
qubit capacitively coupled to several resonator modes.

approximately 1 cm2 without on-chip 3D interconnects) to
suppress the box modes. The PCB routes the input and
output signal lines to a set of planar-to-coax transitions
for external cable connections. More details on the design
of microwave packaging for planar qubits can be found
in Ref. [89,90]. The electromagnetic modes and the cou-
pling schemes in such systems are relatively local, there-
fore, well-engineered planar cQED devices afford many
favorable features such as the following.

1. Fast magnetic flux control of qubits, resonators, or
coupling elements,

2. Independent design of large numbers of quan-
tum elements on the same chip with low cross-
dependence of parameters,

3. Flexible access to individual elements locally.

Due to these advantages, recent experiments with more
than ten qubits and resonators have generally adopted
the planar approach. However, further scaling of planar
devices beyond 50 qubits will likely require 3D integra-
tion of on-chip elements, employing techniques such as

flip-chip indium bonding and through-silicon vias. There-
fore, the two disparate device architectures, signified by
the difference in their treatments of the box modes and
ground planes, may eventually converge into a similar
technological platform.

B. Configuring the building blocks

The very first step in the cQED design flow is to ask the
following questions: How many nonlinear elements (e.g.,
qubits) and linear elements (e.g., resonators) are required
to realize the functionality of the device? What are the
roles, mode frequencies, tunability, and required coherence
properties of each of them? What is the required connectiv-
ity of the device and how are the different elements coupled
to one another? These basic considerations often dictate
whether the device is better (or easier) built with the planar
or the 3D approach under the current technology.

In either planar or 3D cQED devices, linear modes
are realized with superconducting resonators whose fre-
quencies are dictated by the dimensions of the electro-
magnetic structures. While lumped-element LC resonators
(with interdigitated capacitors and meandering wires) are
valuable for their small footprint, the most widely used
superconducting resonators in the field are the CPW res-
onators for the planar approach, and variations of coaxial
resonators for the 3D approach [91,92]. Physically, they
are equivalent to an infinite series of LC oscillators, but
usually only the fundamental mode is employed in cQED
experiments. Ideally, the higher-frequency modes are suffi-
ciently detuned from any resonance frequencies of interest
in the system to not interfere with the intended use of the
device. However, we must be aware of the existence of
these modes and their potential impact on qubit coher-
ence (e.g., thermal shot-noise dephasing [93], see Sec. IV),
and exercise special care to prevent spurious multiphoton
transitions.

CPW resonators are typically realized with a section
of CPW transmission line terminated with open or short
boundary conditions on the two ends. The CPW has a geo-
metric capacitance and inductance per unit length Cg and
Lg , which can be calculated from the cross–section dimen-
sions of the CPW (e.g., widths of the center conductor
and the dielectric gap). Furthermore, the kinetic induc-
tance of the superconducting thin film per unit length Lk
also influences the wavelength [λ = 2π/ω

√
Cg(Lg + Lk)]

of the propagating wave. The value of Lk depends on the
cross-section dimensions and the material properties, but
it can be estimated from the room-temperature resistivity
of the film. The contribution from Lk is typically small but
not negligible in standard planar devices.

Having taken these factors into consideration, the length
of the CPW section can then be designed based on the
targeted resonator frequency and the type of termination.
Recall that a CPW terminated by two open ends forms a
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λ/2 resonator, and a CPW terminated by an open and a
short end forms a λ/4 resonator. A typical operating fre-
quency of approximately 5 GHz translates to CPW lengths
on the orders of 1 cm, but the total footprint can be reduced
by using meandering patterns, as depicted in Fig. 6(b).

Similarly, the coaxial resonator can be understood as a
section of coaxial transmission line terminated with open
or short boundary conditions on the two ends. A λ/4
version of the coaxial resonator can be constructed by
conventional machining from a single piece of bulk super-
conductor [Fig. 5(c)], eliminating the Ohmic dissipation
from the imperfect seams in bulk metal assembly [94].
This advantage leads to reliably high coherence times,
which has made this type of “reentrant post-cavity” a go-
to design for high-Q quantum memory in cQED [91]. A
λ/2 version of the coaxial resonator uses a machined tube
as the ground shield and an on-chip superconducting strip
as the center conductor [Fig. 5(d)], affording the flexibil-
ity of having multiple resonators, qubits, and Purcell filters
on the same chip with mostly lithographically defined cou-
plings [92]. Again, the required length of the resonators
can be estimated from the wavelengths of coaxial traveling
modes at the target frequency.

The design of nonlinear modes such as qubits, cou-
plers, and parametric mixers typically begins with lumped-
element approximations. The inductive circuit component
is provided by the Josephson junctions, whose nonlinear
inductance can be easily varied via the tunneling area of
the junctions. The capacitance of the mode is tuned by
adjusting the dimensions of the superconducting leads and
pads [purple-colored structures in Figs. 6(b) and 5(c)]. For
transmon qubits, the desired frequency is typically in the
range of 4–8 GHz. This frequency range is sufficiently high
to suppress thermal excitations at 20 mK, low enough to
mitigate couplings to higher-frequency spurious package
modes, and is supported by existing high-performance and
relatively cost-effective microwave electronics. Inductance
and capacitance of the transmons are usually designed in
the range of 6–16 nH and 50–125 fF (with 2–5 fF from
the tunnel barrier of the junction itself), corresponding to
EJ /� ∼ 10–25 GHz and EC/� ∼ 160–400 MHz, respec-
tively. This range of EC is chosen to effectively suppress
charge noise (which grows exponentially with EC [40])
while still preserving a sizeable anharmonicity α ≈ EC/�

(which is crucial for fast qubit operations).
Next, let us consider the necessary coupling between

different elements in the device. The dispersive coupling
between a transmon and a resonator, for instance, can be
achieved by ensuring a sufficient overlap between their
electromagnetic fields. In other words, a strong coupling,
or a large g, can be realized if there is a high mutual capac-
itance between the two modes. The coupling capacitance
in planar designs [such as the fork-shaped structures in
Fig. 6(c)] can be calculated either using conformal map-
ping techniques [95] or analytical expressions for certain

specific use cases [96]. Alternatively, an inductive cou-
pling can be achieved by introducing a mutual inductance
between the two modes. Moreover, the magnitude of the
dispersive interaction χ , depends not only on g but also
on the frequency detuning � between the two elements
[Eq. (35)], which can be modified by adjusting the dimen-
sions of individual elements and hence, their individual
frequencies. If the target Hamiltonian requires multiple
qubits and gates between them, it is important that we
arrange the geometric configurations such that their res-
onance frequencies are well separated and their mutual
capacitance or inductance is kept small to avoid unwanted
couplings.

Finally, we consider the roles that each element in the
device must play, which is crucial for setting up their input
and output coupling. For resonators, there are generally
three main functions: readout, memory, or bus. A readout
resonator should be relatively strongly coupled to a trans-
mission line to allow efficient extraction of information,
with an output coupling Q typically on the order of 103

to 104. In planar designs, the coupling Q between a CPW
resonator and a CPW feedline can be controlled by a con-
veniently parameterized coupling capacitance at the end of
the resonator. In 3D designs, the coupling Q of the res-
onator is often controlled by the length of the coupling pin
[97] (extension of the coaxial center conductor) inserted
into the cavity wall [Fig. 5(d)]. On the other hand, a long-
lived quantum memory resonator should be designed with
an input drive line with coupling Q sufficiently high to not
compromise its total quality factor.

Similarly, we also need to evaluate what functionali-
ties each qubit should be endowed with. A fixed-frequency
transmon simply requires a single junction connected
to two superconducting pads, while a flux-tunable qubit
requires more JJs to form flux loops. This can be imple-
mented in configurations such as the symmetric and
asymmetric SQUID transmons, superconducting nonlin-
ear asymmetric inductive elements (SNAILs) [75], flux
qubits [65], and fluxonium [47]. In addition, the use of
flux-tunable elements also entails that we must include
flux-bias lines. This can use a short-ended CPW in close
vicinity to the flux loop in planar circuits. In 3D architec-
ture, a centimeter-scale external coil can be used to provide
a global dc flux to flux-tunable devices inside a copper
package [66], but fast and local flux biasing remains under
development [88,98].

Controlling these quantum elements requires care-
fully designed microwave feed lines. For fixed-frequency
transmons, this translates into the addition of capaci-
tively coupled drive line for X /Y control of the qubit. On
the other hand, flux-tunable elements require inductively
coupled flux-bias lines. Adding these features necessar-
ily introduces a coupling to the (dissipative) environ-
ment and could result in elevated dissipation rates in the
device.
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The reduction in the coherence (relaxation) time due
to these additional elements can be calculated with a cir-
cuit model using the dissipative environmental impedance
Re[Z(ω)] [99]:

� = 1
Re[Z(ω)]C�

, (36)

where C� is the effective capacitance of the transmon.
For a transmon coupled to a resonator, this reproduces

the Purcell limit, Eq. (29). For a transmon qubit capaci-
tively coupled to a microwave drive line, this results in an
effective decay rate of

�D � ω2
qZ0C2

c/C� , (37)

where ωq is the resonance frequency of the qubit, Z0 is
the characteristic impedance (typically 50 �), Cc is the
coupling capacitance. Assuming the typical system param-
eters of ω = 2π × 5 GHz, C� = 65 fF, and Cc = 0.1 fF,
we get an effective energy relaxation time of T1 = 1/�D ≈
132 μs.

Similar analysis for a flux-bias line, modeled as a
capacitance Cc in series with the transmon and a shunt
inductance Lc, gives an effective decay rate [100]:

�FBL � 1
Z0C�

(
ωq

ωc

)4

, (38)

where ωc = 1/
√

LcCc [100]. Filling in typical values of
ωq = 2π × 5 GHz, C� = 65 fF, Cc = 10 fF, and Cc =
20 pH results in an effective T1 of 1/�FBL ≈ 83 μs.

Practically, superconducting quantum devices are often
more complex than such a simple model could capture.
Hence, these equations can only serve as a rule of thumb
in the design process. Many advanced software tools, such
as QuCAT [101] and scqubits [102], can help in calcu-
lating the device parameters and dissipation rates more
accurately.

C. Extracting system parameters

After laying out the basic structures of the device, we
can now perform numerical simulations to extract the
relevant parameters. There are several commercial soft-
ware capable of simulating electromagnetic structures at
GHz frequencies, such as the Ansys HFSS, COMSOL, and
Sonnet. These solvers provide a useful tool to visualize
the distribution of the various electromagnetic resonance
modes in the device and analyze their respective coupling
strengths to other modes, as well as to the environment.

In these simulations, the junction is treated as a sim-
ple lumped-element structure consisting of an inductor
and a relatively small capacitor (whose values are deter-
mined from the specifications of the junction outside the

simulation). The kinetic inductance of the tunnel junction
accounts for nearly all of the inductance of the transmon
[103]. The rest of the transmon features and planar cav-
ity modes are treated as perfectly conducting metal sheets,
as their kinetic inductances are small compared to that
of the junction [104]. 3D cavities are defined by vacuum
boxes whose dimensions define the resonance mode of the
package.

In order for the simulation to reliably and accurately
capture the various resonance modes in the system, the
mesh seeding and convergence criteria must be set with
careful considerations. A finely meshed surface allows
more accurate evaluation of the electromagnetic field dis-
tributions but imposes a significant penalty on computa-
tional time. This can typically be optimized by applying
a nonuniform mesh, which places a finer mesh in smaller
features and along the edges where the electric fields tend
to focus, but creates coarser mesh surfaces on large, regu-
lar features with a low concentration of electric fields. The
choice of convergence criteria is made based on the goal
of the simulation. Typically, we apply a frequency conver-
gence limit of at least 0.1% or less per pass to capture the
resonance frequencies of each mode accurately.

Based on the results of these simulations, we can apply
numerical algorithms to extract the relevant Hamiltonian
parameters of the system. There are two main strate-
gies: the blackbox quantization (BBQ) [105] and energy
participation ratio (EPR) [103,106] approach.

The BBQ model treats the Josephson junction as a small
nonlinear perturbation to a network of linear inductors and
capacitors. The locations of each of the zeroes and poles
of the impedance reveal the various Hamiltonian param-
eters. This has later been improved to more effectively
account for multimode systems involving several nonlin-
ear modes [107]. While BBQ offers a comprehensive tool
for analyzing the key Hamiltonian parameters for cQED
systems, it requires additional simulation steps to acquire
the numerical impedance associated with the circuit.

The EPR approach, on the other hand, offers a simpler
alternative, which computes the Hamiltonian parameters
based on the distributions of the electromagnetic field that
can be obtained directly from the finite-element simula-
tion. More specifically, the EPR of a junction element j
in the mode m, denoted by pmj , is defined as the frac-
tion of the total inductive energy of m that is stored in
j . In this framework, pmj is a bounded real number from
0 to 1, where 0 indicates that junction j does not share
any energy with mode m while pmj = 1 means that j is
the only inductive element excited by m. Furthermore, we
can directly extract the various Hamiltonian parameters,
such as the mode frequencies, ωi and nonlinear coupling
terms, χik, from pmj , where i, k ⊆ {m, j }. Overall, the EPR
method reduces the number of simulations needed and
readily generalizes to arbitrary circuit configurations con-
sisting of one or more nonlinear elements. The algorithm
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ht

FIG. 7. Potential losses in a planar cQED device. An illus-
tration of various noise channels that are present in a device.
Here, a lithographically patterned chip is positioned within a
circuit board holder (light yellow), which in turn sits within a
metal enclosure (blue). This environment can be lossy (modeled
by resistors) due to effects such as unwanted couplings (teal),
spurious modes (red), material dissipation (maroon), and radia-
tion (dark brown), etc. Inset: A cross section of an edge of the
lithographic structure to highlight the surface losses due to dif-
ferent interfaces. The three interfaces of interest with thickness
t are shown as MS (orange), MA (green), and SA (blue). The
divided regions of the superconductor (thickness h) refer to the
interior regions (gray) and perimeter regions (purple). Their indi-
vidual contributions are simulated and compared across different
designs in Ref. [109].

gained significant traction over the past few years and has
been made open-source by its developers [108].

D. Design considerations for optimal coherence

While the Hamiltonian parameters and input and output
coupling parameters are largely determined by the circuit
design to a good accuracy, decoherence effects in quan-
tum circuits are dictated by small residual interactions with
a large number of environmental degrees of freedom that
are not under direct control of the circuit designer. Some
of these interaction channels produce noise “transverse”
to the quantization axis of the qubit, leading to energy
relaxation, or T1 processes, and some produces “longitu-
dinal noise” that leads to dephasing, or Tφ processes. (See
Ref. [39] for a more detailed review of these concepts.) An
illustration of some of the potential sources of decoherence
in a typical planar cQED device is shown in Fig. 7. A quan-
titative and microscopic understanding of many of these
decoherence channels remains an active research frontier
of fundamental importance. Nevertheless, based on phe-
nomenological models, there are some overarching design
principles for optimizing the coherence properties.

For each type of physical decoherence mechanism, there
are three factors that are multiplied to dictate the magni-
tude of the decoherence rate.

1. The matrix element that governs the susceptibility
of the qubit Hamiltonian to the qubit-environment
coupling operator. The simplest example is the
transmon, whose susceptibility to charge noise is
diminished by adopting a carefully chosen ratio
of EJ /EC. In more advanced circuits, the suppres-
sion of this matrix element requires fundamental
changes to Hamiltonian itself, such as the case of
a “protected 0-π qubit” [71].

2. The intensity of microscopic noise sources in the
solid-state environment: examples include the den-
sity of two-level systems (TLSs) or quasiparticles.
Improvements on this factor hinge on the property
of the materials, which depends on the techniques
of device fabrication and cryogenic measurement
setups.

3. The geometric coupling efficiency between the
noise sources in a given material and the quantum
mode of interest: This factor is best captured by
the concept of participation ratios, which provides a
convenient framework for analyzing and optimizing
the device layout for decoherence considerations,
and is the focus of this subsection.

Here, we focus on mitigation of energy relaxation due
to dielectric loss, which is one of the most prominent
decoherence mechanisms in cQED devices, and use it as
an illustration for the design considerations of transmon
qubits. Dielectric loss is widely attributed to microscopic
TLS defects in material interfaces and (to a lesser degree)
the bulk materials. They couple to the charge degree of
freedom, n, of the resonator or qubit mode via an electric
dipole moment. Macroscopically, the intensity of dielec-
tric loss in a given material can be described by adding
an imaginary part to the material’s dielectric constant:
ε → ε(1 + i tan δ), where tan δ � 1 is the loss tangent.
The decay rate induced by dielectric (i.e., capacitive) loss,
�cap, can be decomposed into contributions from various
materials or components:

�cap = ηnω
∑

i

pi tan δi, (39)

where pi is the capacitive participation ratio of the ith mate-
rial, defined as the proportion of electric field energy of the
quantum mode stored in this material. tan δi is the loss tan-
gent, ω is the angular frequency of the mode, and ηn is
an adjustment factor based on the charge-coupled transi-
tion matrix element: ηn = 1 for a harmonic oscillator and
is approximately 1 for a transmon.

Typically, circuit elements with planar geometries have
the majority (approximately equal to 90%) of their elec-
tric energy stored in the bulk substrate. Therefore, hav-
ing a substrate with low loss tangent, such as crystalline
sapphire or silicon (tan δi � 10−7), is a prerequisite to
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achieve high coherence. Most deposited dielectric mate-
rials tend to have a much higher loss tangent, and their
presence, if absolutely necessary, must be strictly lim-
ited and their participation ratios kept relatively low. Even
without deposited dielectric materials, amorphous layers
often form at the metal-substrate (MS), substrate-air (SA),
and metal-air (MA) interfaces, as shown in the inset of
Fig. 7. These few-nanometer-thick interface layers store a
small fraction pi of the field energy but are often the lim-
iting factor of qubit coherence due to their high tan δi (on
the order of 10−3 − 10−2). It is therefore helpful to mini-
mize the surface participation ratios for these layers when
choosing qubit geometries whenever possible.

The rule of thumb for estimating surface dielectric par-
ticipation ratios is that it scales inversely with the feature
size of the capacitive elements. This can be conceptually
understood by conformal mapping of complex geome-
tries into parallel-plate capacitors [110]. While the abso-
lute magnitude of the surface participation ratios depends
on rather subjective assumptions of the thickness ti and
dielectric constant εi of the surface layers, it allows rel-
ative comparison of surface-loss sensitivity across differ-
ent devices. For example, one may crudely estimate that
pMS ≈ (εb/εMS)2tMS/d for a pair of capacitive electrodes
separated by a (loosely defined) distance d on a substrate
with dielectric constant εb. For a transmon with a CPW-
style capacitor, which has a gap width of 20 μm, if we
assume d = 20 μm, tMS = 3 nm, εMS = εb = 10, we find
pMS ≈ 3 × 10−4.

For more detailed calculations of surface participation
ratios, finite-element numerical simulations are often used.
To address the huge span of length scales (from millimeter
for the size of a typical transmon to the subnanometer spa-
tial resolution needed to compute the electric field inside
the surface layers correctly), a common strategy is to focus
on a 2D cross-section or a 3D regional (small-volume)
electrostatic simulation, where the surface layers can afford
to be explicitly represented in the geometry. One can
then use symmetry-based arguments [111] to extend these
results to the full qubit, or use scaling properties to embed
these results into a full-scale high-frequency simulation
with lower resolution [109]. One observation from numer-
ical calculations is that the concentrated field energy near
the edges and corners of the device structures contribute
to surface participation ratios quite substantially. This has
prompted the practices of using rounded corners or circular
shapes in the device layout, and etching trenches into the
substrate for a depth on the scale of μm’s [112–114].

Minimizing surface loss generally calls for larger fea-
ture sizes for the shunting capacitors of qubits, but there
are a few trade-offs and limitations. One trade-off is radia-
tion loss: the larger footprint of a coplanar capacitor results
in a larger electric dipole that radiates more effectively
into the 3D space inside the device package. If this radi-
ation is coupled to low-Q package modes or a continuum

of modes, the qubit mode will incur additional relaxation.
A related problem in multiqubit devices is unintended
crosstalk between distant qubits. Therefore, the use of geo-
metrically larger qubits poses more stringent requirements
on the microwave hygiene of the device package. Further-
more, even with full control of the package modes such
as in a 3D cQED architecture, geometric minimization of
the surface participation ratio is ultimately limited by the
presence of the (nanoscale) Josephson junctions and the
narrow superconducting leads near the junctions. The “3D
transmon” design [115] is approaching such a limit, where
the contributions from the leads (e.g., pMS,leads ∼ 2 × 10−5

under the same assumptions of εMS = 10 and tMS = 3 nm)
are no longer negligible [109].

For inductive dissipation mechanisms, a similar analysis
can be applied. Part of the total inductive energy is asso-
ciated with the geometric inductance of the circuit and is
present in the form of magnetic field energy in free space
and in the dielectric materials. It is usually assumed that
nonmagnetic materials do not contain a meaningful imag-
inary permeability component to dissipate magnetic field
energy. The other part of the inductive energy is asso-
ciated with the kinetic inductance of the Cooper pairs,
and its ratio to the total inductive energy is known as
the kinetic inductance fraction α. For a superconducting
resonator, the kinetic inductance energy is stored in the
surface current of the superconductor and can be com-
puted from the surface integral of magnetic field energy
and the penetration depth of the superconductor (20–50 nm
for Al [116] and Nb [117]). In this case, α can be inter-
preted as an inductive surface participation ratio, which is
inversely proportional to the feature size of the resonator.
Interestingly, α can be measured experimentally using
the temperature dependence of the resonator frequency
based on the Mattis-Bardeen formula for ac conductivity
of a BCS superconductor [118], which provides a useful
tool to quantitatively investigate this effect in addition to
finite-element simulations.

If we decompose the kinetic inductance fraction α into
contributions αi from different superconducting materi-
als or different spatial regions i, the quality factor of the
resonator due to inductive loss can be written as

�ind = ηφ
∑

i

ω
αi

Qs,i
, (40)

where each region of the material has its “surface Q,”
Qs,i. The finite surface Q indicates the presence of Ohmic
loss in the surface current, which can originate from the
presence of quasiparticles [119], vortices [120], or normal
regions that might be caused by imperfect superconductor-
to-superconductor interfaces [121,122]. Furthermore, there
is also an intrinsic limit on the surface Q due to dissipa-
tion from excitation of phonons in the presence of ac fields
[123].
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Resonators made from Al or Nb films on the order of
100 nm thick can be made with low kinetic inductance
(α < 0.01) and hence relatively insensitive to inductive
loss. However, superconducting qubit modes often have
α approaching 1, because the inductive energy of the
Josephson junction dominates the magnetic field energy.
Therefore, as in the case of a transmon, the inductive loss
is usually dominated by quasiparticle tunneling across the
junction [119,124]. As a result, reduction of inductive loss
in transmons cannot be achieved by reducing surface par-
ticipation ratios through variations of electrode geometry.
Instead, quasiparticle traps realized with vortices or normal
metals can be employed to reduce nonequilibrium quasi-
particle density and consequently, the total inductive loss
[125,126]. Although such measures degrade the average
Qs of the superconducting film, it can be a winning trade-
off because the kinetic inductance fraction of the JJ far
exceeds the surface contribution from the film.

E. Device fabrication

One of the most crucial aspects in constructing cQED
devices is the ability to fabricate JJs with precise and repro-
ducible parameters. Generally, JJs are fabricated on either
silicon or sapphire substrates using standard electron-beam
lithography techniques, followed by double-angle evapo-
ration using either the Dolan-bridge [127] or the bridge-
free method [128]. Additional techniques that potentially
allow more flexible junction geometries and potentially
better yield are also being explored [129–134].

Although the fabrication techniques are well estab-
lished, there are a few key considerations specific to
producing reliable and reproducible quantum devices. In
particular, the presence of spurious TLSs in the device
can lead to lossy interfaces between the substrate and the
superconducting film, as discussed in the preceding sub-
section. Furthermore, parasitic coupling from the circuit
elements to these spurious TLSs in the substrate or the
superconducting film also results in fluctuations in system
parameters and deterioration of their performance [135].
One commonly employed technique to reduce the TLS
densities in typical cQED devices is to ensure that the
substrate-metal interface is pristine. This is achieved by
performing in situ isotropic oxygen-plasma cleaning in
the evaporator before depositing the superconducting film.
The intensity of this process must be optimized carefully
because excessive cleaning could damage the substrate
surface while insufficient cleaning will leave undesired
residuals, both would result in a deterioration in the coher-
ence properties of the device. In addition, the appropriate
cleaning procedure has also been shown to reduce the
aging of JJs and enhance the stability of the devices
[136]. For silicon substrates, cleaning in hydrofluoric acid
(HF) and terminating the surface with hydrogen prior to
film deposition has been shown to reduce losses due to

native oxides, residues, and surface defects [137]. Apart
from surface treatment, other TLS-suppression methods
such as using less reactive superconducting materials to
avoid amorphous surface oxides, and fabricating electrode
and junction barriers from crystalline materials have also
been investigated. A detailed discussion on the various
sources of TLS and their respective mitigation techniques
is provided in Ref. [137].

After JJs are fabricated, we typically want to have a
quick and simple way to probe their key characteristics
before cooling down the device to 20 mK. At room tem-
perature, the tunnel junctions behave like normal resistors.
We can perform a quick verification of the Josephson
energy, EJ , by measuring the normal state resistance of the
junction, Rn, which is related to EJ by the Ambegaokar-
Baratoff relation [138],

ICRN = π

2e
�(T) tanh

(
�(T)
2kBT

)
. (41)

Here, �(T) is the superconducting energy gap at a certain
temperature, T. This relation indicates that the product of
the critical current, IC, and normal-state resistance, is an
invariant quantity depending only on the material property
and the temperature.

At T = 0, Eq. (41) reduces to

EJ = �0π�

2eR′
n

, (42)

where R′
n is the normal-state resistance at T = 0 and φ0 =

�

2e is the flux quantum.
It is important to note that R′

n typically increases by
10–20% compared to Rn due to the change in effec-
tive barrier height [139]. In a typical device fabricated
with thin-film aluminum, standard critical temperature
measurements of the deposited film indicate that � ≈
150–200 μeV. Combining these parameters, we find that a
junction with a room-temperature resistance of 6 k� corre-
sponds approximately to an inductance of LJ = 8 nH when
it is cooled to 20 mK.

Another useful component in cQED devices is the 3D
superconducting cavity, which is often employed to real-
ize high-Q quantum memories or bosonic logical elements.
They are usually made with high-purity (5N) aluminium
through conventional machining techniques. To enhance
their intrinsic quality factor, chemical etching is performed
to remove residues and machining defects on the metal sur-
face [118]. In addition, techniques such as annealing are
also used to further improve the consistency and repro-
ducibility [140] of these 3D cavities. By combining the
coherence of 3D systems with the small form factors
of planar devices, micromachining [94] provides another
promising strategy for realizing robust and compact super-
conducting cavities. Although a relatively recent develop-
ment, remarkable progress has been made in improving the
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performance of these micromachined cavities [141] and
the effective integration of transmon devices [142].

IV. CREATING AN EFFECTIVE QUANTUM
ENVIRONMENT

The performance of a quantum device relies heavily on
the operating environment it is embedded in. In general,
an effective quantum environment must provide thorough
isolation from the various sources of noise, from both
the free space and the transmission lines, while allowing
coherent transmission of control signals to implement fast
quantum operations. For cQED systems, creating such an
environment entails careful considerations in the design
of the cryogenic setup as well as the room-temperature
microwave signal-processing chain. Here, we aim to pro-
vide some practical guidelines on the techniques and prac-
tices used in achieving a robust quantum environment. A
more advanced discussion can be found in Ref. [143].

A. Cryogenic configurations

Superconducting circuits are operated at 20 mK where
the quantum system can be initialized in its ground state
and avoid spurious thermal excitations. While such tem-
peratures can be attained reliably using commercially
available dilution refrigerators, careful shielding and fil-
tering considerations must also be put in place to minimize
the exposure to the residual thermal noise and stray elec-
tromagnetic radiations. In this segment, we focus our dis-
cussion on three aspects, namely, arrangement of the input
microwave lines for low-noise control, configuration of the
output lines to allow optimal extraction of the signal, and
shielding of the device itself at 20 mK.

To configure the microwave lines for our room-
temperature control signal to reach the device at 20 mK,
we must consider thermal noise that arises from both pas-
sive and active heat loads propagating down the DR. The
former is caused by the flow of energy from upper to lower
temperature stages in the DR, whereas the latter is due to
the dissipation of applied control signals en route to the
device.

Overall, residual thermal photons result in an elevated
effective temperature of the device. In particular, the read-
out resonators, which are typically strongly coupled to the
transmission lines and the environment, can be prone to
a non-negligible thermal photon population, n̄th. This, in
turn, leads to dephasing, and a reduced T2, of the qubit that
couples to the resonator, at a rate given by [97,146,147]

�th
φ = n̄thκχ

2

κ2 + χ2 , (43)

where κ is the linewidth of the resonator and χ is its disper-
sive coupling strength to the qubit. Therefore, it is crucial

to reduce the amount of residual thermal photons in our
quantum system in order to achieve better coherence times.

In order to suppress thermal noise, attenuators must
be introduced along the microwave lines in the DR. To
illustrate the importance of choosing the appropriate atten-
uation, let us consider the effect of the heat load at each
temperature stage. The thermal energy at a given temper-
ature, Ti, translates into an influx of photons propagating
down to the device, with an average number, 〈ni〉, given by

〈ni〉 = 1
e�ω/kBTi − 1

. (44)

It must be suppressed to or below the temperature of
the subsequent cooling stage in order to minimize the
propagation of thermal noise. This is achieved by introduc-
ing appropriate cryogenic attenuators at each temperature
stage. An attenuator can be modeled as a beam splitter,
which transmits a small fraction of the incident power
while at the same time, adds a certain amount of thermal
photons due to the black-body radiation at the temperature
stage where it is located. To illustrate this, let us consider
a system with an attenuator A1 placed at a higher temper-
ature stage and A2 on a lower stage. The resulting average
photon number is given by

〈nf 〉 = 〈ni〉
A1A2

+
(

1 − 1
A1

) 〈n1〉
A2

+
(

1 − 1
A2

)
〈n2〉, (45)

where ni is the average number of photons going into the
system and n1,2 the photons at each of the temperate stages
as given by Eq. (44). Note that the attenuations, A1,2, are in
linear units, which are related to the typical units of atten-
uators by A = 10A′/10 where A′ is the level of attenuation
given in dBs.

From Eq. (45), we infer that attenuators are more effec-
tive in suppressing thermal noise when they are placed on
the lower temperature stage. However, most attenuators
employ dissipative elements, which could cause additional
heating if the dissipation exceeds the cooling power of the
DR at the specific temperature. In order to balance both of
these effects, reflective elements such as custom reflective
attenuators [148] have been developed to achieve sufficient
attenuation without significant dissipation at 20 mK. Addi-
tionally, directional couplers can also be used to route the
excess microwave power back to the higher-temperature
stage (typically 4 K) where there is significant higher cool-
ing power such that the dissipation does not have any
measurable impact on the temperature. A typical config-
uration of the transmission lines connecting the device in a
DR to room temperature is shown in Fig. 8.

In addition to measures to reduce the thermal noise due
to active heat loads, precautions should also be taken to
filter out spurious frequency components that could cause
unwanted transitions or couplings. This is achieved by
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FIG. 8. A typical microwave signal processing chain for a flux-tunable transmon coupled to a readout resonator. The input
lines (green and purple) to the sample are usually wired with 20-dB cryogenic attenuators at both the 4-K and 20-mK stage. This level
of attenuation, together with the intrinsic insertion loss incurred along the coaxial cables, ensures that the thermal photons reaching the
device are kept below 10−3. Commercial low-pass filters (LPFs) and custom-made Eccosorb filters [144,145] are also introduced to
suppress high-frequency noise. The output signal passes through a single Eccosorb filter, located inside the Cryoperm, and a low-loss
filter. This typically incurs a < 2 dB insertion loss on the signal, which then travels through two cryogenic circulators that provide
-20-dB isolation with an additional 0.3-dB loss. The signal is routed by the two circulators to a quantum-limited amplifier, which is
usually tuned to operate at 20 dB gain. Here, we omit the pump line to the quantum amplifier. The amplified microwave signals then
pass through one or two isolators to the 4-K stage where they are further amplified by a wideband HEMT amplifier before exiting the
fridge to the room-temperature signal-processing elements. At room temperature, the drive signals to the transmon and resonator are
generated by mixing a LO tone from a microwave signal source with DAC outputs from a quantum controller. These signals are then
amplified and filtered before traveling to the qubit drive line (green) and the resonator drive line (purple), respectively. The returning
signal from the resonator (red) is demodulated by mixing with the same input carrier tone and then sent to the ADC channels on the
controller. The flux control is performed via a flux drive line (brown) with a current source.

adding cryogenic filters at the 20-mK plate of the DR.
Low-pass filters that can provide more than 40-dB sup-
pression of frequencies above 10 or 12 GHz are now com-
mercially available. Another widely adopted element is
the Eccosorb filter, which employs a castable silicone rub-
ber material capable of effectively absorbing microwave
signals (20 GHz and above) to protect the device from
high-frequency radiation.

The output lines are responsible for carrying the result-
ing signals from the device from base temperature back
to room temperature for analysis. These signals, typically
only on the single-photon level, can be easily degraded by
noise or dissipation. Hence, they must be handled carefully
to ensure clean, stable, and effective collection of quantum
information from the device.

First, it is crucial to adequately suppress the ther-
mal noise propagating from the higher temperature stages
while allowing the signal to propagate without significant
attenuation. To balance these two requirements, directional
components such as circulators and isolators are employed
on the output lines, instead of attenuators. These nonre-
ciprocal elements provide a low-loss path for the precious
quantum signal extracted from the device to travel to room
temperature while effectively reducing the thermal noise
flowing in the opposite direction.

Furthermore, we also need to enhance the weak out-
going signal through a well-designed chain of amplifiers
such that it can be distinguished from noise as it propa-
gates back to room temperature. In other words, the role
of each amplifier along the outgoing signal path is to make
the signal stand out against the noise added by the sub-
sequent amplifier as well as the thermal photons from the
higher-temperature stages.

When designing amplification configurations, it is
important to note that amplification always comes at the
cost of elevated noise temperature. This causes a degrada-
tion of the SNR despite the overall increase of the signal
power. The noise temperature, TN , provides a measure of
the noise added by the amplifier. For an amplifier with a
power gain of G, we can relate the amplified signal, PS

out,
and noise, PN

out to the input powers PS,N
in , by

PS
out = GPS

in, (46)

PN
out = G(Tin + TN )kBB, (47)

where B is the bandwidth of the noise going into the
amplifier, Tin and TN the effective temperatures associ-
ated with the input signal and the noise of the amplifier,
respectively. Here, the effects of quantum fluctuations are
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negligible as kBT � �ω. With this, we can now write the
SNR at the output of the amplifier as SNRout = PS

out/P
N
out =

PS
in/(Tin + TN )kBB. Comparing this with the input SNR,

given by SNRin = PS
in/TinkBB, we arrive at the relation

SNRin

SNRout
= 1 + TN

Tin
> 1, (48)

indicating that the SNR after the amplifier is always going
to be worse than that at the input. Therefore, in general,
amplification should be applied with caution and avoided
if possible. On the incoming control lines, this means max-
imizing IQ modulated drives within the operational range
of the mixer. More importantly, on the output line carry-
ing information from the devices, it is crucial to minimize
the noise associated with the first gain stage. Practically,
this is achieved using a quantum-limited amplifier con-
nected to the output of the readout resonator with minimal
attenuation in between.

In standard cQED measurement setups, the amplifica-
tion chain usually begins with a quantum-limited amplifier.
As the name suggests, these amplifiers only add the min-
imum amount of noise allowed by the laws of quantum
mechanics [149,150]. They are designed to be either phase
preserving or phase sensitive. While the former has the
advantage of preserving the phase of the incoming signal,
it must necessarily double the vacuum fluctuations (i.e.,
add “half a photon” of noise). On the other hand, the latter
amplifies one quadrature of the signal without adding any
noise, at the cost of deamplifying the other quadrature by
the same amount. Experimentally, phase-preserving ampli-
fiers are featured heavily in most applications for their
simplicity. In addition, some designs also offer the advan-
tage of an extremely large bandwidth (several GHz) and
compatibility with larger input signals without being satu-
rated [151–153]. Hence, such phase-preserving amplifiers
provide the capability to measure several qubits simul-
taneously through multiplexing [154]. A more detailed
discussion about the operating principles and capabilities
of quantum-limited amplifiers can be found in Ref. [155].
Following the quantum-limited amplifier, a commercial
wide-band cryogenic HEMT amplifier is also employed
at the 4-K stage to further boost the signal before it is
acquired at room temperature.

We can experimentally verify that a given amplifica-
tion chain satisfies its purpose with a spectrum analyzer
at room temperature. As the chain amplifies the vacuum
fluctuations as well as the signal, the amplified fluctuations
should become larger than the thermal noise. Therefore,
over the bandwidth of the quantum-limited amplifiers, the
noise floor measured by the spectrum analyzer should be
raised when the amplifier is turned on. The amount by
which the noise floor is raised is sometimes referred to as
the noise visibility ratio (NVR) [150].

Finally, the device must also be shielded from stray
magnetic fields. In several studies [120,125,156], it has
been shown that when a device is cooled to 20 mK in
the presence of a magnetic field of more than 0.1 Gauss,
vortices can be trapped in the thin-film superconductor
and cause an appreciable reduction in coherence proper-
ties. To mitigate this, we house the sample in Cryoperm
shields, which are made out of high permeability nickel
alloys and treated specifically to ensure robust magnetic
screening properties. However, the best magnetic shielding
is achieved with bulk conventional superconductors, which
only work at cryogenic temperatures. These two types of
shields are often used together to reject any stray magnetic
field.

It is also crucial that we minimize the residual magnetic
field inside the shield by using only components (screws,
rf connectors, and cables, etc.) made from nonmagnetic
materials. The only exception to this is the presence of
the Eccosorb filters. Although they are mildly magnetic,
it is still common practice to place them within the shield,
directly before the coupling port to the device. Some recent
works have shown that this effectively reduces the residual
thermal population of the devices without any measurable
degradation of their coherence properties [124].

B. Microwave signal processing

To execute the desired experiment on cQED devices, we
must be able to both generate the appropriate control pulses
to perform quantum operations and digitize the signal
returning from the device to obtain information about the
quantum system. Traditionally, these tasks are performed
using a combination of arbitrary waveform generators
(AWG) and analog-to-digital converters (ADCs). In recent
years, FPGA-based systems have become increasingly
popular due to their ability to integrate the functionalities
of the AWGs and ADCs in a single compact hardware solu-
tion. The current state-of-the-art commercial systems are
able to provide multiple well-synchronized output chan-
nels, with a sampling rate of at least 0.5–1 GSample/s and
a typical vertical resolution of 16 bits in output voltages,
well in excess of what is required for high-fidelity control
pulses [157].

To perform high-fidelity gates, we typically want to be
able to perform operations as fast as possible. In the case of
single-qubit gates on transmons, the duration of a π pulse,
i.e., a π rotation along the X or Y axis that flips the qubit
state between |0〉 and |1〉, is limited by the presence of the
nearby transition to the second excited state. As such, short
(τg ∼ 20 ns [158]) Gaussian pulses with simple derivative
removal by adiabatic gate (DRAG) corrections [159,160]
are usually chosen to enact these π pulses to minimize
unwanted transitions outside the computational space. Fol-
lowing Ref. [39], we can use the Rabi-driving equation to
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determine the required pulse amplitude V0:

�(t) = −�V0

�

∫ t

0
s(t′)dt′, (49)

where �(t) is the rotation angle at time t, s(t) the pulse
amplitude, and � is given by

� = Cc

C�
nZPF

Q . (50)

Here, Cc is the capacitive coupling to the drive line, C�
the effective capacitance, and nZPF

Q = √�/2Z0 the zero-
point fluctuation, and Z0 = √

L/C the impedance of the
circuit to ground. Filling in typical values, this results
in a required power of −66 dBm [143] applied to the
qubit, which translates into a peak power of approximately
−6 dBm or an amplitude of VP ≈ 160 mV at the input of
the dilution refrigerator (assuming typical attenuation of
approximately 60 dB in the microwave lines).

Next, in order to generate these control pulses, we often
combine the microwave signals emitted by a local oscilla-
tor (LO) and an intermediate frequency (IF) tone generated
by the DAC channels of the quantum controller in a
double-balanced IQ mixer [161]. Ideally, the mixer com-
bines the LO and IF input to provide the desired rf tone at
a single sideband (SSB) with frequency ωrf = ωLO + ωIF,
where the intermediate frequency can be either positive or
negative. The applied voltages on the I (in-phase) and Q
(out-of-phase) modulation ports afford full control over the
amplitude and phase of the resulting rf tone. In practice,
there are often several sources of imperfection that must
be addressed to achieve a clean SSB signal [162].

The first consideration is mixer nonlinearity, which
leads to distortions of the resulting signal. To prevent this
undesirable effect, it is crucial to ensure that IF input pow-
ers are kept below the 1-dB compression point of the
specific mixer employed.

The next imperfection to address is the presence of
LO leakage, which is a result of some residual direct
coupling between the LO and rf ports of the mixer. If
left uncorrected, this could lead to a continuous near the
resonance frequency of the quantum element and thus,
causing unwanted Stark shifts or even elevated effective
temperature of the device. This leakage is suppressed
by applying well-chosen voltage offsets to the IF inputs.
Experimentally, we can systematically adjust the offsets
while monitoring the power at the LO frequency with a
spectrum analyzer to find the optimal configurations that
most effectively eliminate this leakage tone.

After tuning the LO leakage, let us now consider the
choice of SSB and the technique for eliminating the oppo-
site component. Both SSBs are present in real IQ mixers
because the I and Q inputs are not perfectly out of phase
with each other (skewness). Furthermore, the same input

powers on the I and Q ports do not translate into equal
powers at the rf output (amplitude imbalance). Therefore,
in order to suppress one of the spurious sideband tone, we
must address both the skewness and amplitude imbalance
of the mixer systematically. The former relates to a relative
phase between the I and Q inputs while the latter is tuned
by introducing a scaling factor between the input pow-
ers. These parameters are again algorithmically adjusted
to achieve the minimal leakage of the undesired sideband.

In typical cQED experiments, the lower sideband (LSB)
at ωLO − ωIF (ωIF ∼ −50–100 MHz) is often employed
to drive the qubits. This choice ensures that any residual
LO or upper sideband (USB) leakage is far away from the
second transition, which is lower in frequency than that
between the ground and first excited state.

Finally, the resulting SSB-modulated drive signal is
sometimes amplified before transmitted to the DR. As dis-
cussed in Sec. IV A, this boosts the overall signal level
at the expense of the SNR. Hence, it is crucial that the
amplified microwave drive is subsequently attenuated and
filtered in order to suppress the propagation of the noise to
the quantum device. Furthermore, a fast microwave switch
with < 10-ns response time is often added after the ampli-
fier to prevent the added noise from propagating to the
quantum device during idle times. An example of a stan-
dard room-temperature rf signal-processing chain is shown
in Fig. 8.

V. DEVICE CHARACTERIZATION AND
CALIBRATION

Before a cQED device can be used as a quantum pro-
cessor, a series of experiments must be performed to fully
characterize the system and calibrate the necessary opera-
tions. Although the exact details of this process vary with
the design of the quantum device and the choice of control
electronics, most cQED characterization processes share a
similar set of core ingredients and a general workflow.

In this section, we offer a brief summary of the key
modus operandi for probing the essential characteristics of
a cQED device. We start by discussing the procedure for
tuning up a single qubit coupled to a readout resonator and
use it as an example to introduce the main techniques and
practices that have been developed by the community.

To make this illustration more concrete, we focus on a
flux-tunable transmon coupled to a readout resonator as
shown in Fig. 8. An overview of the different calibration
experiments is given in Fig. 9 in the form of a dependency
graph, similar to the presentation in Ref. [163].

A. Spectroscopy experiments

Spectroscopy generally refers to the measurement of
intensity as a function of frequency and is commonly used
in cQED experiments to determine resonance frequencies
of resonators and qubits.
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FIG. 9. Tuneup of a single flux-tunable qubit. The typi-
cal process can be visualized as a dependency graph [163].
Nodes correspond to different calibration experiments, while
edges denote dependencies between different experiments.

Identifying the frequency of the readout resonator is
usually the first step in characterizing a device. This is
typically done using single-tone spectroscopy, in either
the transmission, reflection, or “hanger” configuration in
which one or multiple resonators are coupled to a common
feedline (see Fig. 8). These techniques have their respec-
tive appeals and limitations. A thorough analysis of these
different resonator measurement schemes can be found in
Ref. [104].

Generally, transmission measurements are simple to set
up and allow us to extract the amplitude and phase infor-
mation of the signal as it passes through the resonator.
Reflection measurements offer similar capabilities but with
the added advantage of allowing a direct extraction of the
internal quality factor. The hanger configuration employs
an SMA Tee connector [161] in contrast to the circu-
lator used in the reflection circuit. In this case, part of
the input signal interacts with the resonator and upon its
return, interferes with the other half that is directly trans-
mitted through the tee. One important advantage of the
hanger circuit is that it allows for many elements to be
multiplexed using the same feedline. It has become a
widely adopted technique in the multiplexed measurement
of planar resonators.

As an example, let us consider the case of several
λ/4 CPW resonators capacitively coupled to a common
microwave feedline. The measured S21 of each resonator
in response to a drive at ω = 2π f is described by a
Lorentzian line shape, which can be written as [164]

S21 = A
[

1 + α
ω − ωr

ωr

][
1 −

|κc|
κ

1 + 2iω−ωr
κ

]
ei(τvω+φ0),

(51)

where A is the transmission amplitude away from reso-
nance and ωr is the qubit-state-dependent resonance fre-
quency of the readout mode. The parameter α allows for
a linear variation in the overall transmission chain in the
frequency range around the resonator and τv and φ0 relate
to propagation delays to and from the sample.

The frequency-independent coupling rate κc denotes the
strength with which the field of the resonator couples to
the transmission line and is set by the system design, as
discussed in Sec. II. On the other hand, κi indicates the
internal coherence properties of the resonator, and it is
determined by the material quality and device layout, as
discussed in Sec. III. Finally, κ contains contributions from
both κi and κc, i.e., κ = κc + κi. Fitting the measured S21
data to Eq. (51) returns the key parameters ωr, κ , and κc, as
described in Ref. [104,164]. We can also relate these cou-
pling rates to the associated quality factors of the mode by
Qc,i = ωr/κc,i.

Regardless of the exact measurement circuit, it is impor-
tant to note that this spectroscopy experiment takes place
before the optimization of the various pulses and amplifi-
cation configurations. Thus, it can be challenging to obtain
a clean signal at this stage. A useful technique to circum-
vent this issue is to perform a spectroscopy experiment in
the high-power limit, where the resonator can be driven to
a “bright” state regardless of the state of the qubit [165].
In this regime, the signal-to-noise ratio is boosted signif-
icantly as the high microwave power used in the probing
tone dwarfs the noise in the system. This provides a con-
venient tool to quickly locate the bare resonance frequency
of the readout mode ωR without tuning up the rest of the
system.

Subsequently, we can determine the “dressed” fre-
quency of the resonator ω̃R by repeating the spectroscopy
experiment at different powers. This power sweep also pro-
vides a convenient test of whether the resonator is coupled
to a qubit mode. If a qubit is dispersively coupled to the
resonator, the resonance frequency will be different in the
low-power (one or few photons) and high-power (hundreds
of photons or more) regimes. In the transmission circuit,
a typical power-versus-frequency sweep reveals a sharp
resonance at the bare cavity frequency, which then under-
goes a clear shift as the power is progressively reduced to
the few photon limit, as shown in Fig. 10(a). This power-
dependent frequency shift is the Lamb shift χ = g2/�
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FIG. 10. Resonator power scan. (a) Outcome of cavity spec-
troscopy experiments repeated at different input powers. The
three features of interest are indicated by the arrows, corre-
sponding to the high-power transmission peak (A), lower power
transmission peaks with transmon in ground state (B) and resid-
ual excited state (C), respectively. (b) A line cut at three different
powers, highlighting the clear shift in resonance frequency of the
resonator as it transitions from the high- to low-power regimes.

[Eq. (28)]. The profile of the resonance at the few-photon
power becomes a well-defined Lorentzian with a suffi-
ciently narrow linewidth compared to the magnitude of
the dispersive coupling [Fig. 10(b)]. Furthermore, based on
this power sweep, we can now choose an appropriate read-
out power for the subsequent characterization experiments.
It should produce a sufficiently high signal without caus-
ing nonlinear distortions or broadening of the resonator
response. In the example shown in Fig. 10(a), we could
choose −20 or −25 dBm for a high-contrast readout. It
is also worth pointing out that in this particular device,
the transmon qubit has some residual thermal population,
which gives rise to an additional feature [labeled point C
in Fig. 10(a)] besides the main low-power transmission
peak. This corresponds to the resonator’s frequency when
the transmon is in its first excited state, with the magni-
tude of the shift given by the dispersive coupling strength,
χ = 2EC(

g
�
)2 as shown in Eq. (35).

Next, we can use this unoptimized readout to identify
the frequency of the qubit in a separate spectroscopy exper-
iment. For flux-tunable qubits, a useful technique prior to
qubit spectroscopy is to first move the qubit to the flux-
insensitive sweet spot. This can be done by performing
a resonator spectroscopy in the low-power regime while
changing the current applied to the flux-bias line IFBL. If

the qubit couples to this flux line, ωr will depend on the
flux bias through the dispersive shift χ . The period of
ωr as a function of IFBL corresponds directly to the cur-
rent per flux quantum IFBL/�0 picked up by the SQUID
loop. In the regime of ωq < ωr, the qubit is at the sweet
spot when ωr is at a maximum. This also provides an esti-
mate of the dispersive shift and the rough frequency regime
of the qubit. While these are rather crude estimates, it is
nonetheless helpful to narrow down the possible range of
the qubit frequency as it can sometimes be challenging
to identify the qubit resonance, which is typically much
narrower (higher Q) compared to the readout mode.

The technique for measuring the resonance frequency of
the qubit is often referred to as a “two-tone” continuous-
wave spectroscopy. In this protocol, a constant microwave
tone is applied at ωr while a second drive (ωs), with vari-
able frequency, is employed to probe the state of the qubit.
When this second tone comes close to the resonance of
the qubit, i.e., ωs ≈ ωq, the frequency of the resonator
changes due to the dispersive coupling. This shift leads to
a change in the resonator’s response to the constant drive
tone at ωr and hence, provides an indication of the qubit
state.

While this is conceptually straightforward, it can some-
times be challenging to implement in practice. One of the
difficulties relates to the power that is applied to the qubit
via the spectroscopy tone. If the power is too low, the qubit
will not get excited even if the drive frequency is close to
its resonance and thus, no shift will be observed. On the
other hand, if too much power is applied, the linewidth
of the resonance will increase due to power broadening
[166,167], eventually resulting in the peak becoming so
wide that it can no longer be distinguished from the back-
ground. It can be hard to estimate what the “right” amount
of power is for spectroscopy because this depends on
how strongly the qubit couples to the drive line, some-
thing that is unknown before characterizing the device. An
operational approach to this problem is to simply repeat
the spectroscopy experiment for different powers until the
resonance is found.

Following this, we can confirm that it is indeed the
qubit mode of interest by verifying the flux dependence
of its resonance frequency. Furthermore, in order to obtain
a slightly more precise reading of the qubit frequency,
we often employ another form of two-tone spectroscopy
where both drives are pulsed, rather than continuous. Typ-
ically, a (square) pulse is first applied at ωs, in the vicinity
of the previously found qubit frequency, followed by a
second pulse at ωr. The pulsed-spectroscopy experiment
removes the ac Stark shift the qubit experiences due to the
always-on readout tone [167]. Furthermore, the absence
of these continuous drives also prevent spurious heating
of the device due to dissipation of microwave power at
20 mK, where the cooling power of the dilution refrigerator
is limited to several μW.
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After identifying the qubit, the anharmonicity can be
determined by a simple variant of a regular two-tone spec-
troscopy experiment with the introduction of a third drive.
This three-tone spectroscopy allows us to have an addi-
tional probe that could induce the |1〉 ↔ |2〉 transition of
the transmon at frequency f12 while also performing opera-
tions on the readout resonator and the |0〉 ↔ |1〉 transition
of the qubit.

In such an experiment, the first spectroscopy tone (s1)
is varied in frequency fs1 around the |0〉 ↔ |1〉 resonance
of the transmon at frequency f01. The frequency, fs2, of
the second spectroscopy tone (s2) is swept around the
expected |1〉 ↔ |2〉 transition, which is typically approxi-
mately 200–300 MHz below the |0〉 ↔ |1〉 resonance. The
|0〉 ↔ |1〉 transition manifests as a line at fs1 = f01 while
the |2〉 state appears as a diagonal line corresponding to
the condition fs1 + fs2 = f01 + f12. The location of this sec-
ond transition indicates the anharmonicity of the transmon,
which can be an important consideration for the design and
calibration of subsequent single-qubit operations.

B. Single-qubit experiments

Having established a working (but not yet optimized)
configuration for the readout and a good approximation of
the qubit frequency through spectroscopy experiments, we
can move on to more precise characterizations via a series
of single-qubit experiments. This task typically involves
simple measurements of the qubit state as a function of a
certain parameter, such as duration, phase, amplitude, etc.,
of the preceding control pulses. Here, we focus on a set
of core experiments of this form that are essential for our
characterization process.

1. Rabi and DRAG

Usually, we start this characterization process with the
Rabi experiments [168], in which the qubit state oscillates
between the |0〉 and |1〉 state as a function of the exter-
nal “impulse,” i.e., the time integral of the applied pulse
amplitude (see Eq. (49)). Traditionally, this is done by
applying a pulse at the qubit frequency with a fixed ampli-
tude and varying its duration [169]. Alternatively, it is also
a common practice to choose a fixed pulse duration and
vary its amplitude. From the resulting oscillations, we can
determine the amplitude or duration required to perform a
rotation of the Bloch vector of the qubit along the X or Y
axis by any arbitrary angle.

The typical starting point for tuning up single-qubit con-
trol is to calibrate the π pulse. As the rotation angle is only
a function of the impulse, there is, in principle, freedom
of choice between higher drive amplitude and longer dura-
tion, as well as the overall waveform, to achieve the same
π pulse.

In practice, an optimal π pulse is often determined
based on two main considerations. First, we generally want

to have fast controls on the qubit state, and therefore,
would prefer to minimize the pulse duration. On the other
hand, we must also be mindful that transmon qubits are
not perfect two-level systems, as described by the simple
Rabi model. Instead, they are anharmonic oscillators with
more than two discrete energy levels. These higher levels,
although detuned from the first transition frequency, must
be taken into account in order to achieve a good π pulse
without causing leakage out of the two lowest energy lev-
els. Hence, the choice of pulse duration for qubit drives is
bounded by the anharmoncity. More concretely, we must
choose a pulse length such that its spectral components do
not overlap with the frequency of the next transition. For
a typical anharmonicity of α/2π ≈ 200 MHz, a gate can
be enacted by a Gaussian drive with its standard devia-
tion, σ , set to 4–6 ns and its total duration of approximately
4σ ≈ 20 ns.

In addition to choosing the appropriate pulse duration,
a DRAG correction is often introduced to further suppress
spurious transitions to the higher levels [159,160]. Intu-
itively, the effect of this derivative component can (as a
crude approximation) be understood as a combination of
reducing the spectral overlap between the pulse and the
spurious transition, while also correcting for an ac Stark
shift introduced by the pulse [170].

Mathematically, DRAG pulses consist of a standard
Gaussian waveform as the in-phase component and scaled
derivative of the Gaussian waveform as the quadrature
component:

I(t) = Gampe− (t−μ)2
2σ2 , Q(t) = −Damp

(t − μ)

σ
I(t), (52)

where μ is the center of the Gaussian pulse, σ the stan-
dard deviation, and Gamp and Damp are system-dependent
scaling factors for the in-phase and quadrature components
that can be determined through calibrations. In practice,
Damp is usually set to zero (making the pulse effectively
Gaussian) when performing the initial Rabi experiments to
determine Gamp, and can be added as a correction term in
subsequent calibrations.

2. Coherence measurements

After tuning up a π pulse using a Rabi oscillation, the
next step is to determine the coherence properties of the
qubit, namely, the relaxation time T1, the Ramsey time T�2,
and the echo dephasing time TE

2 .
To measure the relaxation time, the qubit, initialized

in |0〉, is excited to |1〉 with a π pulse. This is then fol-
lowed by a variable wait time t, and finally a measurement
of qubit state. This results in an exponentially decaying
signal, given by

S(t) = A × e−t/T1 + B, (53)
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where S(t) is the signal as a function of wait time t, A, and
B are scaling and offset factors.

The Ramsey dephasing time can be obtained by initial-
izing the qubit in |0〉, applying a π/2 pulse, waiting for
a time t, applying a final π/2 pulse and then measuring
the qubit. The Ramsey experiment will produce an (often
exponentially) decaying oscillation described by

S(t) = Ae−(t/T�2)n × [cos(2π ft + φ)+ C] + B, (54)

where A, B, and C are scaling and offset factors, n describes
the profile of the exponential decay, and f the frequency of
the oscillation. This oscillation frequency, f , corresponds
to the frequency detuning between the control pulses and
the actual qubit frequency. Because it is difficult to dis-
tinguish an oscillation due to a low frequency (small
detuning) from an exponential decay, the pulses are often
slightly detuned intentionally to make this distinction more
obvious. This can be either done by physically detuning the
microwave source, or by changing the phase of the second
π/2 pulse (artificial detuning).

In general, a T1 measurement probes the overall energy
relaxation times due to all the loss channels in the sys-
tem, and provides an indication of the internal quality
factors of the device. The Ramsey time contains informa-
tion on both energy relaxation and pure dephasing (Tφ) in
the qubit, i.e., 1/T�2 = 1/(2T1)+ 1/Tφ . It provides a useful
metric for quantifying the effective decoherence timescales
of the qubit and a rough bound on the performance of the
subsequent single-qubit gates.

The profile of the decay n in Eq. (54) provides some
indication of the limiting mechanism of T�2. If T�2 is lim-
ited by T1 or another source of incoherent noise, n ≈ 1. If
there is a coherent noise process, such as a slow drift in
the qubit frequency, n will be larger than 1. In this case,
it is possible to recover part of the information by adding
an echo pulse. The echo dephasing time TE

2 can be mea-
sured by adding a single π pulse in the middle of a Ramsey
experiment. The final experiment consists of preparing the
qubit, applying a π/2 pulse, waiting for a time t/2, apply-
ing a π pulse, waiting for a time t/2, and applying a final
π/2 pulse before measuring the qubit state. The resulting
dynamics now follows an exponential decay, given by

S(t) = A × e−(t/TE
2 )

n + B. (55)

Apart from this simple sequence, there are many other
different types of echo configurations developed in the
field of nuclear-magnetic resonance (NMR) in the early
days of quantum computing. By employing the appropri-
ate sequences, it is possible to significantly increase the
quality of certain single-qubit operations. A more detailed
discussion on these useful techniques can be found in Ref.
[171].

Additionally, all of these coherence measurements can
be applied to characterize the properties of the higher-order
transitions in the transmon as well. In particular, the sec-
ond excited state (|2〉) in the transmon qubit typically has
coherence properties comparable to that of the two lowest
levels and can even be employed as a distinct mode for
certain specialized tasks [2,14,172].

In general, the careful characterization of a qubit’s
coherence provides crucial information about both the
design and fabrication of the device as well as the qual-
ity of the measurement and control setup. We refer to
the recent review by Krantz et al. [39] for a detailed
explanation of these decoherence channels as well as the
associated experimental protocols. In addition to the basic
relaxation and dephasing experiments, valuable informa-
tion on the mechanisms that are limiting the coherence
properties of the device can be gleaned by measuring
coherence as a function of flux bias [61,65,173].

3. Single-qubit manipulations

Tuning up a full set of high-quality operations on a sin-
gle qubit is a crucial step in the calibration of a cQED
device. These operations correspond to rotations of the
qubit state on the Bloch sphere. In the previous section,
we discussed that a generic π rotation can be calibrated
using simple Rabi experiments. Naively, one might think
that by adding a phase and amplitude scaling factor to this
pulse, we can obtain all other single-qubit rotations. How-
ever, imperfections, such as detuning or small distortions
in the control signal, can cause appreciable differences in
the pulses required to implement rotations along different
axes or by different angles. Thus, it is important to calibrate
each single-qubit gate in a systematic and comprehensive
manner.

A commonly used technique to gauge the quality of
single-qubit rotations in transmon qubits is the ALLXY
experiment [174–178]. In this protocol, we perform pairs
of single-qubit gates chosen from different combinations
of π and π/2 rotations along the x and y axis on the
qubit. The resulting states of the qubit should ideally form
a “staircase pattern” where only |g〉, |e〉, or an exactly
equal superposition of the two are present. In practice,
different types of imperfections will result in various devia-
tions from this ideal configuration and exhibit qualitatively
different syndromes. An example of the measurement out-
comes for three types of errors are shown in Fig. 11. A
trained experimentalist can use these patterns to quickly
diagnose distinct errors in the control pulse, including
pulse amplitude, DRAG correction coefficients, detuning,
and basic pulse distortions. A detailed discussion on the
physics behind the ALLXY protocol can be found in Ref.
[174].

Once the errors in each single-qubit rotation are identi-
fied, we can implement a systematic procedure to correct
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FIG. 11. Example of an ALLYX measurement. The out-
come of a typical ALLXY experiment with 21 combinations of
one or two single-qubit rotations around the x and y axes by an
angle of π/2 or π applied on a qubit before the measurement
of its state, i.e., {PiPj } ⊆ {I , X (90), Y(90), X (180), Y(180)}. The
sequence is designed to highlight the different error syndromes of
a single-qubit rotation, such as (a) detuning from resonance, (b)
variations in drive amplitudes, and (c) variations in the coefficient
of the ALLXY correction.

and improve the fidelities of each operation. This generally
consists of three steps, starting with a fine calibration of
the drive frequency, then making adjustments to the ampli-
tude of the derivative component of the DRAG pulse, also
known as the Motzoi parameter, and finally the fine tuning
of the pulse amplitudes.

To precisely calibrate the frequency of the qubit, we
use the repeated Ramsey protocol. In typical Ramsey
experiments, the frequency of the observed oscillation cor-
responds directly to the detuning of the qubit from the
drive frequency. To prevent under sampling of the oscilla-
tion due to the Nyquist limit, the first Ramsey experiment
should cover a short time span to get a coarse frequency
estimate with a large bandwidth, while subsequent itera-
tions can increase the time span to achieve more accurate
frequency estimates at a lower bandwidth (for the same
number of data points). Furthermore, we can also intro-
duce an artificial detuning in the Ramsey experiment such
that any small detuning is effectively extracted by compar-
ing the fitted oscillation frequency with the artificial one.
This method allows a more robust calibration of the qubit
frequency than spectroscopy experiments, with its accu-
racy limited by the physical coherence property, T2, of the
qubit.

Next, we calibrate the DRAG coefficient using the
method detailed in Ref. [174]. This involves minimizing
the difference in excited-state population produced by the
YπXπ/2 and XπYπ/2 combinations. As shown in Figs. 11(a)
and 11(c), errors in detuning and the DRAG coefficient
have a similar signatures in the ALLXY experiment. Thus,
by first calibrating the frequency using Ramsey exper-
iments, which are insensitive to the DRAG coefficient,
these two error sources can be decoupled.

Finally, we tune the drive amplitudes by applying an ini-
tial π/2 pulse followed by 2N repeated π pulses. If the
amplitude is calibrated correctly, the excited-state popu-
lation should be independent of the number of π pulses.
Effects of any deviation from the correct amplitude will be
exaggerated by this sequence, which is sometimes referred
to as a “pulse-train” experiment. Overall, this method pro-
vides a simple tool for us to extract and correct any fine
amplitude deviations in the π pulse.

C. Readout optimization

Having tuned up the single-qubit manipulations, we now
are in the position to further optimize the readout config-
uration of the device. Conceptually, reading out the state
of a qubit consists in entangling each one of its two states
with certain states of the resonator that can be detected and
distinguished at the macroscopic scale.

In cQED, the general procedure for reading out a qubit
is to first entangle it with a coherent state of a readout res-
onator, from which the signal can quickly “leak” out into
a coaxial cable. This signal is subsequently amplified and
detected at room temperature using a heterodyne measure-
ment technique. Such a process is typically referred to as
a dispersive readout as the entanglement occurs as a result
of the natural dispersive Hamiltonian.

Before going into the optimization techniques, we first
address the question: what constitutes a good readout?
In general, we care about two main properties: the mea-
surement must be faithful and must not alter the state
of the qubit. The former is quantified by the fidelity F ,
which gives the probability that we can correctly assign
the qubit state based on the measurement outcome. The lat-
ter is called the quantum nondemolition-ness (QND-ness),
denoted by Q, which gives the probability that a qubit state
persists throughout the measurement process. This figure
of merit is especially important when qubits are interro-
gated repeatedly, such as in most quantum-error-correction
schemes.

In order to obtain both a high fidelity and QND-ness,
we must carefully optimize the readout configurations. In
this subsection, we first summarize the physical process
of the dispersive readout and then present the protocols to
extract the key figures of merit. Finally, we discuss some
commonly used strategies for achieving an optimal readout
performance.

1. The mechanism of a dispersive readout

Recall that in cQED the dispersive interaction Hamilto-
nian, Hint = −(χ/2)a†aσ z, stems from a simple capacitive
coupling between an anharmonic mode, i.e., the qubit, and
the readout resonator. To obtain the information of the
qubit state, we detect the response from the readout res-
onator using one of the measurement circuits discussed in
Sec. V A. When the qubit state undergoes a transition, it
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FIG. 12. Readout resonator trajectories for the dispersive
readout (a) The phase response of the resonator in standard
dispersive readout in the reflection configuration. (b) Average
internal state of the readout cavity represented in phase space.
The arrows indicate how the state evolves in time. (c) Average
reflected signal as a function of time. The light-gray area repre-
sents the time during which the input field is on. The trajectory
corresponding to the qubit being in |0〉 is a blue dashed line and
the one corresponding to the qubit being in |1〉 is a blue solid line.
(d) Average distance between the reflected signal corresponding
to the qubit being in |0〉 and |1〉. Similarly, the light-gray area
represents when the input field is on.

shifts the resonance frequency of the resonator as a result
of the dispersive coupling. This, in turn, leads to a mea-
surable change in the response of the readout mode to the
probe signal, regardless of the exact measurement circuit.
Here, we use the reflection setup, as shown in Fig. 12(a),
as an example to illustrate how the signal evolves during
the readout process.

Let us consider the response of a resonator driven by
a constant readout pulse, whose field is denoted by ain.
We model the evolution of field of the readout mode with
the Langevin equation ∂ta = [±i(χ/2)− κ/2] a − √

κ āin.
Again, we perform the stiff-pump approximation on the
incoming field as discussed in Sec. II A. If the readout
resonator is initially in the vacuum state, the solutions to
the Langevin equation are coherent states with amplitudes
given by

α0,1(t) = 2
√
κ āin

±iχ − κ

{
1 − exp

[(
−κ

2
± iχ

2

)
t
]}

. (56)

In Fig. 12(b), we represent the average time-dependent tra-
jectory of the field in phase space according to Eq. (56).
This reveals two important aspects about the readout.

First, Eq. (56) indicates that the response of the read-
out mode changes according to the state of the trans-
mon, which allows the state differentiation. As shown in
Fig. 12(b), the imaginary parts of the two trajectories of the

readout field are the same, but their real parts are opposite.
The maximum separation depends directly on the ampli-
tude of the incoming field. Thus, if the readout drive is
sufficiently large, we can effectively infer the state of the
qubit by simply measuring the real part of the outgoing
field. Based on this, one might deduce that it would be opti-
mal to maximize the power of a readout drive. However,
in practice, a powerful drive triggers a significant level of
qubit relaxation [145,179,180]. This phenomena is com-
monly referred to as the T1 versus n̄ problem and its exact
physical mechanism is still an ongoing topic of research.

Furthermore, Eq. (56) also highlights that the res-
onator’s response depends closely on two coupling param-
eters, χ and κ . To illustrate how this qubit-dependent
trajectory affects the response signal, we plot the real part
of the averaged outgoing field αout as a function of time
in Fig. 12(c). When the input field is turned on, it is first
completely reflected off the resonator and the output field
sharply rises to the value of the input field. Then, the field
inside the cavity increases with a timescale κ/2 and inter-
feres constructively (respectively, destructively) with the
input signal when the qubit is in |1〉 (respectively, |0〉).
Finally, when the input drive is switched off, the output
field is composed solely of the field leaking out of the read-
out cavity with a timescale κ/2. Overall, the behavior of
this field can be described by Fig. 12(d), where the separa-
tion of the two trajectories corresponding to the qubit in |1〉
and |0〉 increases at the rate of κ/2 at the beginning of the
readout process and then diminishes after the readout pulse
as photons leak out of the resonator into the transmission
line. It has been shown that the optimal choice of these two
parameters occurs at χ = κ [181].

During the readout process, the outgoing field from the
resonator is entangled with the qubit. As a result, the qubit
itself is not in a pure state: it is dephased as the field is
measured. Essentially, as the outgoing field provides infor-
mation about the state of the qubit, any superposition state
is destroyed. The dephasing mechanism corresponds to the
“leakage” of the readout field to the transmission line. This
process can be modeled using the Lindblad superopera-
tor [50] acting on the density matrix ρ as (κ/2)D[a]ρ =
κ/2

(
2aρa† − a†aρ − ρa†a

)
.

In our framework, the state of the system is always a
superposition of the joint states |α0(t), 0〉 and |α1(t), 1〉.
Thus, we can perform a unitary transformation to better
describe the evolution of such states in a frame where the
field of the readout cavity is given by

a −→ a + α0(t)+ α1(t)
2

+ α0(t)− α1(t)
2

σ z. (57)

In this frame, the system is first displaced to the cen-
ter of mass of the two coherent states, followed by
a state-dependent displacement ±[α0(t)− α1(t)]/2. With
this unitary transformation, the Lindblad superoperator
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becomes

κ

2
D[a]ρ−→ κ

2

(
D[a]ρ+ 1

4
|α0(t)−α1(t)|2D[σ z]ρ+ · · ·

)
,

(58)

where the remaining terms are either unitary or neglected
under the RWA.

We identify that the second term in Eq. (58) causes
dephasing of the qubit state due to photons leaving
the resonator. The rate at which this takes place is
given by (�ϕ/4)D[σ z]ρ, where �ϕ is referred to as the
measurement-induced dephasing rate and its time depen-
dence is given by

�ϕ(t) = κ

2
|α0(t)− α1(t)|2. (59)

This depends on both the decay rate (κ) of the resonator
and the specific shape of the readout pulse. In a perfect
world, due to conservation of quantum information, �ϕ(t)
should be equal to the rate at which the experimentalist
acquires information from the readout.

2. Extracting figures of merit

In order to characterize the performance of a readout
configuration, let us first consider how the state-dependent
continuous outgoing signal is treated to obtain a binary
result that reveals the qubit state. As mentioned previously,
a heterodyne detection scheme is used to sample the out-
going signal. While the average of this signal resembles
Fig. 12(c), for a single readout instance (or “shot”), each
sample has a finite amount of noise due to both the quan-
tum fluctuations of coherent states and the added noise of
the electronic components between the readout resonator
and the acquisition card. This noisy signal is then inte-
grated over time to give an outcome with a single value.
The accumulation of such single-shot measurements will
form a Gaussian distribution whose average depends on
the initial state of the qubit [182]. If the readout is good
enough, the separation between the averages of these two
distributions (“signal”) is larger than their width (“noise”).
A good readout must have a SNR much larger than 1.
Finally, the outcome of each measurement is digitized by
setting a threshold between the two distributions.

To quantify the fidelity (F ) and QND-ness (Q) of a
readout, let us consider the effect of the measurement on
two initial states |0〉i and |1〉i. The preparation of these ini-
tial states must be as accurate as possible so that it does not
limit the characterization procedure. This can be achieved
by using a first measurement with a stringent threshold
combined with postselection and/or a feedback pulse, as
depicted in Fig. 13(a).

An ideal measurement would yield an outcome m = 0
(respectively, m = 1) when the initial state is |0〉i (respec-
tively, |1〉i) and would leave the qubit in a state |0〉o

πqi |0〉 |ψ〉i |φ〉o
M0 M1 M2

m0 m1 m2

(a)

|ψ〉i |φ〉om1 m2

|0〉i

|1〉i

0

1

|0〉o

|1〉o

0

1

ΛM ΛM

(b)

FIG. 13. The butterfly measurement scheme for readout
characterization. (a) Circuit diagram for the butterfly experi-
ment to characterize measurement M1 on qubit qi. Postselection
based on an initial measurement M0 is used to initialize |0〉. (b)
Correlations between m1 and |ψ〉i are described by M .

(respectively, |1〉o). The fidelity and the QND-ness of a
realistic measurement are defined as

F = 1 − [P(m = 0| |1〉i)+ P(m = 1| |0〉i)] /2, (60)

Q = 1 − [P(|0〉o | |1〉i)+ P(|1〉o | |0〉i)] /2, (61)

where P is the Bayesian conditional probability.
These figures of merit can both be deduced from

the measurement butterfly experiment represented on
Fig. 13(b). After preparing an initial state |0〉i or |1〉i, two
consecutive measurements M1 and M2 are performed. The
mapping between a given initial state |ψ〉i to an outcome
m is characterized by the matrix M , with

M =
[

P(m = 0| |0〉i) P(m = 0| |1〉i)

P(m = 1| |0〉i) P(m = 1| |1〉i)

]
. (62)

We can then write the outcome probabilities of the first
measurement as a column vector: P(m1) = M P(|ψ〉i).
Each element of M can be measured and the fidelity F
is simply calculated from the off-diagonal elements.

Based on this, let us now evaluate the conditional proba-
bilities required to determine the QND-ness of the readout.
Using the same M to describe both M1 and M2, we can
write

P(|φ〉o) = −1
M P(m2), (63)

which leads to
[

P(|0〉o , m1| |ψ〉i)

P(|1〉o , m1| |ψ〉i)

]
= −1

M

[
P(m2 = 0, m1| |ψ〉i)

P(m2 = 1, m1| |ψ〉i)

]
, (64)
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and

P(|0〉o | |1〉i)

= P(|0〉o , m1 = 0| |1〉i)+ P(|0〉o , m1 = 1| |1〉i), (65)

P(|1〉o | |0〉i)

= P(|1〉o , m1 = 0| |0〉i)+ P(|1〉o , m1 = 1| |0〉i). (66)

With this, we can now deduce the Q of the readout
[Eq. (61)] from these conditional probabilities.

Overall, this protocol offers a simple tool for us to obtain
two crucial figures of merit for the readout. With this
information, we can then further optimize the readout con-
figurations to perform high-fidelity measurements of the
transmon state.

3. Optimization considerations

In general, achieving an optimal readout requires us to
carefully balance two contradicting effects. On the one
hand, measuring for a longer duration and having the
largest probe signal available should lead to a better SNR
and thus, to a higher fidelity. On the other hand, this would
also result in having more state transitions because of the
natural relaxation time of the qubit, as well as induced state
transitions due to a strong drive [145,179,180]. These tran-
sitions during the readout process result in a reduction of
both the fidelity and the QND-ness.

To put the optimization considerations more concretely,
let us consider the simple example of a square readout
pulse. Naively, we just need to progressively adjust the
duration and amplitude of the pulse such that the measure-
ment is faster than the effective (both natural and induced)
relaxation timescales of the qubit. This should lead to the
optimal readout fidelity and QND-ness. However, more
advanced pulse-shaping techniques are often necessary to
tune up a high-quality readout beyond this compromise.

Let us recall that at the beginning and at the end of
the measurement, the separation between the trajectories
corresponding to the two-qubit states is small, while the
noise is constant [183,184] due to the internal dynamics of
the readout resonator. Hence, it is favorable to reduce the
timescale of the initial rise and final fall of the field beyond
1/κ by modifying the readout pulse shape. For example,
the initial rise can be accelerated if we use a short but
large pulse [182]. Similarly, the final decay of the field can
be sped up by using a fast-emptying sequence inspired by
dynamical decoupling schemes [184,185].

Furthermore, we can also acquire information more
effectively by discarding certain parts of the signal. For
instance, the duration over which the average trajectories
corresponding to the two qubit states are similar offers very
little useful information. Therefore, we can apply an enve-
lope to take into account which parts of the signal are the

most valuable, i.e., contains the most information about
the qubit state. It has been shown that the optimal enve-
lope is given by the difference between the average signals
corresponding to the two-qubit states [186], as shown on
Fig. 12(d).

With this optimized integration weight applied to the
signal, the theoretical SNR is given by

SNR(τ ) =
√

2
∫ τ

0
|αout,0(t)− αout,1(t)|2 dt, (67)

where αout,i is the average outgoing field that has been
acquired when the qubit is prepared in state |i〉. If the
field leaking from the readout resonator is not corrupted
on its way to the acquisition apparatus, then αout,i can be
obtained with the input-output relation of Eq. (8). In this
case, we get SNR2

ideal(τ ) = 4γϕ(τ ), where we define the
total dephasing as γϕ = ∫ τ0 �ϕ(t) dt. This quantity can be
directly measured using a Ramsey sequence where two
π/2 pulses are separated by a measurement pulse. This
relation indicates that the maximum information acquired,
given by the SNR, is equal to the amount of qubit infor-
mation destroyed, given by the total dephasing γϕ (up to a
numerical factor).

For a realistic measurement setup, however, we must
take into account the degradation of the signal, either
due to loss or added noise as it travels to the acquisition
system at room temperature. The resulting SNR will there-
fore be lower compared to its theoretical maximum. This
nonideality is quantified by the efficiency η given by

η = SNR2(τ )

4γϕ(τ )
. (68)

The value of η goes between 0, when no information
reaches the observer and the qubit is entirely dephased,
and 1, when as much information reaches the observer as
it is destroyed during measurement. Typically, achieving
a high efficiency requires us to minimize the signal loss
between the readout resonator and the quantum-limited
amplifier. In the case of a phase-preserving quantum-
limited amplifier, the maximum efficiency, as defined in
our framework, would be 0.5. However, in much of
the published literature, this has often been rescaled to
allow more direct comparison across different experimen-
tal setups. Furthermore, the gain of this amplifier should
also be adjusted such that noise added by the cryogenic
HEMT amplifier does not significantly corrupt the signal
(see Fig. 8).

Several protocols exist to experimentally characterize η
[184,187]. They provide a useful way to probe the overall
quality of the measurement setup and ensure that it does
not limit the performance of the readout. Currently, new
readout techniques and high-performing quantum-limited
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parametric amplifiers have enabled us to reliably achieve
efficiencies between 0.1 and 0.6 [15,76,182,188,189].

D. Engineering two-qubit gates

Apart from characterizing and performing operations on
physical qubits individually, another key ingredient for a
useful quantum system is the ability to implement robust
two-qubit operations. Broadly speaking, there are three
classes of two-qubit gates for superconducting qubits,
namely, fast flux pulsing, microwave driven, and flux mod-
ulated. While all of them have demonstrated gate fidelities
of ≥ 99%, their requirements for coupling mechanisms
between individual elements in the quantum hardware
often differ significantly. Here, we provide an overview
of the main techniques for realizing two-qubit operations
in current superconducting quantum devices and high-
light some of the key technical pros and cons in each of
them.

In essence, two-qubit gates enacted via fast flux puls-
ing [190] are performed by tuning certain transitions close
to resonance [11,56,191–195]. Their typical gate times are
< 50 ns, limited by the effective coupling strength between
the transmons. However, the fast gate time afforded by
rapidly applying a flux pulse to shift a qubit’s frequency
into the required resonance conditions often results in
detuning from the flux sweet spot. Consequently, this
lowers the actual gate fidelity as compared to the naive
estimate based only on the gate time over coherence time
considerations. Furthermore, these types of operations also
require precise pulse shaping in order to achieve their
optimal performance, making them potentially sensitive
to the small distortions induced by the various electrical
components used for microwave signal processing.

Alternatively, we can also use fixed frequency qubits
to implement universal control with only microwave
drives [196–199]. The most well-known example of all-
microwave two-qubit operations is the cross-resonance
gate [12], which is performed by driving one qubit at
the frequency of another. While they can be significantly
slower (approximately 150–500 ns) than flux-based gates,
they eliminate the need for fast flux control in the hard-
ware. As a result, the microwave-only operations typically
lower the complexity in the fabrication and control aspects
of the device. Furthermore, the absence of fast flux on the
device also removes some known noise channels, offering
the potential for better intrinsic coherence properties.

However, by removing the ability to tune the reso-
nance frequencies of each qubit on demand, microwave-
based gates encounter the challenge of frequency crowding
and undesired transitions. In particular, frequency crowd-
ing [200] becomes increasingly problematic when fixed-
frequency transmons are coupled to multiple neighbors
[201] as is often necessary for devices that aim to employ
the surface code for error correction.

A third approach is to use parametric flux modulation to
perform two-qubit gates. In this method, we can directly
modulate either the frequency of the individual qubits or
that of a coupling element in order to induce a specific
interaction between two qubits [13,202,203]. This type of
two-qubit gate can be seen as a hybrid between the flux
pulsing and all-microwave gates. Some of the frequency-
crowding issues of the all-microwave gates are alleviated
as the coupling terms are only activated when the drive
is present. Furthermore, the parametrically driven gates
are less susceptible to distortions than flux-pulsing ones
because the drives operate at a much lower frequency.
Consequently, they are significantly slower compared to
flux pulsing while still requiring additional flux-biasing
elements, which negates the main advantages of an all-
microwave architecture.

All of these techniques have demonstrated promising
performance in the context of isolated pair-wise interac-
tions. However, as we incorporate more physical qubits
on the quantum device, frequency crowding or collisions
can become a major source of imperfection for these two-
qubit gates. To illustrate this, let us consider a standard
control-Z (CZ) operation implemented using the fast flux-
pulsing technique. This is typically realized by employing
the avoided crossing between the |11〉 and the |02〉 state of
a pair of coupled transmon qubits [56,191]. Now, when we
introduce one additional neighboring qubit to the pair, in a
configuration depicted in Fig. 14(a), it is no longer feasible
to naively perform two pair-wise CZ gates. In fact, qubit
D cannot be tuned to independently interact with either Z
or X without causing spurious interactions with the other.
Therefore, although X is simply a spectator qubit during a
CZ operation between D and Z, a flux drive must be applied
to X concurrently to introduce a sufficiently large detun-
ing so as to minimize undesired interaction [Fig. 14(b)].
Keeping track of and avoiding such frequency collisions
can quickly become an intractable task as more qubits

(a)

Fr
eq

(b)

1 2

1 2
fD

fZ
f
Z
park

fZ
intD

Z X

D

Z X

FIG. 14. Two-qubit gates in a multiqubit device. (a) A high
frequency qubit, D, is coupled to two low-frequency qubits, Z
and X . A CZ operation is to be implemented first between D and
Z (step 1), followed by D and X (step 2). (b) To perform a CZ gate
between D and Z, D detunes from fD to the interaction frequency
f int while X must be moved to a parking frequency f park

X to avoid
an unwanted interaction. Similarly, in step 2, a CZ gate between
D and X is performed with Z detuned from its original frequency
over the operation.
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are coupled together and more frequencies are involved in
large quantum devices.

Thus, careful considerations must be put in place when
designing the frequency components of all the physical
elements on a multiqubit device. For instance, Ref. [204]
proposed a scheme to alleviate this challenge by construct-
ing bigger devices with 8-qubit unit cells, each containing
only three sets of qubit frequencies. A unique detuning
pattern for each qubit in the unit cell, known as the flux
dance, allows for a pipelined execution of all parity checks
while avoiding all undesired interactions. These 8-qubit
unit cells can be incorporated in the design of more com-
plex quantum processors for executing the surface code.
Alternatively, other strategies such as employing tunable
couplers [205,206] can also be adopted to address the
challenge of undesired crosstalk on multiqubit chips.

E. Characterization of qubit operations

Another key class of experiments we must perform to
fully understand our quantum processor is the character-
ization of various single and two-qubit gates. In general,
the quality of gates depends on the coherence of the
qubits, as well as the accuracy and precision of the pulses
used to realize these gates. Here, we introduce several
useful frameworks and experimental techniques for gate
characterization.

Mathematically, the effect of a gate can be expressed
as a completely positive trace-preserving (CPTP) map ()
that acts on a density matrix (ρ) [207]. The Pauli trans-
fer matrix (PTM) provides a convenient representation of
 that relates the input and output states of a quantum
operation [208]. The PTM can be written as

(R)ij = 1
d

Tr
{
Pi(Pj )

}
, (69)

where {Pi, Pj } ∈ P⊗n are elements of the n-qubit Pauli set
with P = {I , X , Y, Z} and d is the dimension of the Hilbert
space. Using the superoperator formalism [209], a density
matrix ρ can be expressed as a vector in the Pauli basis
|ρ〉〉 with components (1/

√
d)Tr{Pkρ} [210]. Applying the

map amounts to a simple multiplication

|(ρ)〉〉 = R |ρ〉〉, (70)

R2·1 = R2R1 . (71)

The main goal of characterizing quantum operations is to
capture the imperfections in them. These imperfections
can arise from both coherent and incoherent errors. Coher-
ent errors, such as an over-rotation or leakage out of the
computational basis, are typically related to control non-
idealities. They can potentially be addressed by improving
the microwave pulses through more thorough calibrations

as well as numerical optimal control protocols [211]. Inco-
herent errors, on the other hand, are caused by decoherence
effects in the quantum system. For transmon-based sys-
tems, the dominant decoherence effects are energy relax-
ation and dephasing. For a single transmon qubit, the PTM
for energy relaxation is given by

RT1 =

⎛
⎜⎜⎝

1 0 0 0
0

√
1 − p 0 0

0 0
√

1 − p 0
p 0 0 1 − p

⎞
⎟⎟⎠ (72)

with p = 1 − e−t/T1 being the probability of relaxation.
Similarly, the single-qubit PTM of pure dephasing is given
by

RTφ =

⎛
⎜⎝

1 0 0 0
0 1 − p 0 0
0 0 1 − p 0
0 0 0 1

⎞
⎟⎠ , (73)

where p = 1 − e−t/Tφ is the probability of dephasing.
Using the PTM formalism, we can extract several met-

rics that are often used to quantify gate performance. For
instance, the average process fidelity, which expresses the
distance of a gate to the target operation, can be obtained
by

Favg(targ,) =
Tr
(

R−1
targ

R
)

+ d

d(d + 1)
. (74)

where d is the dimension of the Hilbert space. In other
words, the average error ε associated with an operation
can be expressed as ε = 1 − Favg. Other metrics, such
as the diamond norm [212] and unitarity [213–215], can
also be used to quantify the performance of the quantum
operations, especially in the presence of coherent errors.

In practice, PTMs are usually extracted experimen-
tally by performing process tomography [50]. However,
this technique does not provide any means to distinguish
the nonidealities due to state preparation and measure-
ment (SPAM) from errors in the operation that we aim to
characterize.

To address this problem, the gate-set tomography (GST)
framework [216,217] was developed. In principle, GST
provides an accurate and robust characterization of all
operations in a gate set, including state preparation and
measurement. However, it can be rather demanding to
implement and requires a more significant number of
experiments.

Alternatively, randomized benchmarking (RB) [218,
219] can be used to condense all the imperfections into a
single error metric, ε. In Clifford-based randomized bench-
marking, a series of random gates is sampled from the Clif-
ford group. A final gate is then added that inverts the action

040202-30



PRACTICAL GUIDE FOR BUILDING SUPERCONDUCTING... PRX QUANTUM 2, 040202 (2021)

of all preceding gates. By changing the number of Clif-
fords and averaging over many randomizations, we obtain
an exponentially decaying curve, whose decay constant is
related to ε while the offset and amplitude are related to
SPAM errors. If the error rates of different Cliffords are
known to differ significantly, such as when characteriz-
ing two-qubit gates, one can use interleaved randomized
benchmarking [220]. However, this must be performed
with ample precautions as certain coherent errors can accu-
mulate and result in a bogus fidelity [221]. Other variants
of RB have also been developed to probe different types of
gates and errors [213–215,222].

In general, when characterizing quantum operations, we
are often faced with a difficult trade-off between infor-
mation gain versus time and resource consumption. For
instance, full process tomography or GST offers the com-
plete information about our system but can be extremely
time consuming to implement. This increases the suscep-
tibility to parameter drifts and environmental instabilities,
which, in turn, degrades the quality of our characterization.
On the other hand, RB can be highly time effective, but it
only provides limited information on the gate performance
without providing details on the underlying mechanisms.

Aside from the practical limitations of current char-
acterization techniques, a more fundamental problem for
the above-mentioned protocols is that they are based on
the assumptions that all processes are Markovian [223]
and that the qubits are two-level systems. Unfortunately,
these assumptions are violated in most realistic cQED
devices. In transmon qubits, in particular, leakage out
of the computational subspace and non-Markovian errors
where distortions of the control pulses cause unintended
qubit evolutions beyond the designed gate duration [224],
have significant impacts on the quality and repeatability of
quantum operations. A few examples of errors that are not
accounted for in most of the current gate characterization
schemes are illustrated in Fig. 15.

To address these limitations, modifications have been
made to existing protocols to extend their capabilities. For
example, enhancements of the RB scheme such as inter-
leaved randomized benchmarking (IRB) [220], character
benchmarking [225,226], and speckle purity benchmark-
ing [33] have been developed to measure gate-specific
error rates. Furthermore, simultaneous randomized bench-
marking (SRB) [227] has been proposed to measure
crosstalk, and more specialized tactics that address the
leakage problem [228,229] have also been investigated.
Similar modifications exist for GST that allow charac-
terization of drift [230,231] or idle crosstalk [231]. A
commercial alternative is provided by Quantum Bench-
mark, a Canadian startup company. However, understand-
ing the subtle differences between the various assumptions
made in these protocols and implementing them in the
appropriate system requires in-depth knowledge of the
hardware.

(a) (b)

(c) (d)

Time Time
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FIG. 15. Examples of errors in cQED devices that violate
the typical assumptions in characterization protocols. (a)
Microwave control pulses can drive transitions to the second
excited state. (b) Performing a measurement can induce transi-
tions to a noncomputational state. (c) Low-frequency noise on
control parameters or coherence can cause fluctuations in error
rates. (d) Operations can be history dependent due to, e.g., pulse
distortions acting on timescales longer than the pulse duration.

We should also keep in mind that although these proto-
cols have a firm theoretical basis, there are often hidden
assumptions that can limit their practical applicability in
realistic cQED devices. As an example, consider the leak-
age protocol of Wood and Gambetta [229], which works
without the need to directly measure leakage. The popula-
tion out of the computational subspace can be estimated
using the fact that probabilities must sum to 1. How-
ever, in most cQED experiments, this property is already
invoked implicitly in the readout process where a state is
assigned |0〉 if the measured signal is below some thresh-
old with probability p , and otherwise assigned to be |1〉,
with probability 1 − p . This makes it incompatible with
the convenient leakage treatment technique given in Ref.
[229]. While it can be relatively straightforward to intro-
duce a modification to enhance this protocol [11,175], it is
often system specific and not readily generalizable to other
devices.

In order to give a meaningful interpretation to character-
ization results, it is often desirable to express them in terms
of a parameter that has physical significance and units such
as T1 (s) or an effective coupling strength J (Hz). Although
these parameters can in principle be extracted from GST
results, the experiments tend to be very costly in terms of
acquisition time and analysis to get sufficiently accurate
results.

A useful technique to tackle this characterization chal-
lenge is to adopt a more operational approach. We can
often make system-specific assumptions and simplifica-
tions based on physical reasoning to devise more efficient
experiments tailored to characterize certain effects. To
do so, we start by constructing a model that describes
how the system, including the effect of interest, behaves.
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These models usually contain certain physically motivated
assumptions, which are supported by the literature or ver-
ified in other independent control experiments. Next, we
design a set of simple experiments, which are particularly
sensitive to the effect of interest. Finally, the experiment is
compared to the model and based on the level of consis-
tency between them, we either reject, accept, or iteratively
improve the original model based on the measurement
outcomes.

Over the years, many such models have been con-
structed and tested. In particular, a lot of techniques have
been devised to independently measure specific sources
of crosstalk between qubits and implement the necessary
corrections. As an example, let us consider the crosstalk
caused by the residual coupling between two flux-tunable
transmon qubits connected by a bus resonator.

The coupling between two nearest-neighbor qubits qi
and qj is often employed to implement a controlled-phase
gate. During idle times, the qubits are ideally far detuned
such that there are no spurious interactions between them.
However, in practice, a residual always-on Hamiltonian
of the form H = ζij |11〉 〈11| is typically present, causing
unwanted evolution of the qubit states even during the idle
times.

Since the interaction is constant, the single-qubit terms
can be taken as a renormalization of the qubit frequency
[Figs. 16(a) and 16(b)]. The resulting state-dependent fre-
quency shift ζij = �ω11 − �ω01 − �ω10 is approximated as

ζij = −J 2
2

(
1

�ω20 − �ω11
+ 1

�ω02 − �ω11

)
, (75)

where the subscripts in ωkl are used to label the states based
on the number of excitations in qubits i and j and J2 ≈√

2J1 is the effective coupling between them.
The residual idle Hamiltonian is then modeled as an

additional ZZ coupling in the system, given by

H = ζij |11〉 〈11| = −ζij

2
(
1 − Zi − Zj + ZiZj

)
. (76)

Following this definition

ζij = E11 − E01 − E10, (77)

where Ekl corresponds to the energy of the state with k (l)
excitations on qubit i (j ). This results in coherent correlated
ZZ errors with angle

θ = ζij τI

4
, (78)

where τI is the total interaction time.
In other words, such an always-on ZZ coupling induces

a frequency shift on qi that is correlated with the state of its
neighbor, qj . The strength of this coupling corresponds to
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FIG. 16. Residual ZZ interactions in multiqubit devices. (a)
Two neighboring qubits qi and qj are coupled through a coupling
resonator. (b) At their idle frequencies, both qubit frequencies are
slightly dependent on the state of the other qubit with strength ζ .
(c) The protocol developed to probe the strength of the always-on
ZZ coupling between two qubits.

the difference in frequency �ω(j )i of Ramsey oscillations
of qi with qj in states |1〉 and |0〉.

�ω
(j )
i = (E11 − E01)− (E10 − E00) , (79)

�ω
(j )
i = (ζij + E10 + E01 − E01

)− (E10) , (80)

�ω
(j )
i = ζij . (81)

We can accurately measure this frequency difference
through the residual-ZZ-echo experiment as described in
Fig. 16(c). In this protocol, an echo experiment over a time
τ is performed on qi while an excitation is added and sub-
sequently removed from qj . In the first arm of the echo
experiment, qi will acquire a phase ϕA = (ωi + ζij )× τ/2,
which is partially canceled by the phase acquired in the
second arm ϕB = (−ωi)× τ/2. This results in oscillations
with frequency ζij /2 in the measured signal of qi:

ϕ =ϕA + ϕB, (82)

ϕ =(ωi + ζij )× τ/2 + (−ωi)× τ/2, (83)

ϕ =(ωi + ζij − ωi)× τ/2, (84)

ϕ =(ζij /2)× τ . (85)

Compared to using two consecutive Ramsey measure-
ments, this particular technique ensures that the exper-
iment is robust against slow fluctuations in qubit fre-
quency. Furthermore, from a practical perspective, all data
is acquired in a single experiment and the desired informa-
tion can be extracted directly from the outcomes, with only
a small number of fit parameters.

It is beyond the scope of this work to give an exhaus-
tive overview of all of these techniques, many of which
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date back to the days of NMR [171]. A more extensive
overview of error sources affecting transmon systems as
well as the proposed methods to characterize them can be
found in Ref. [232].

F. Cavity characterization

In addition to qubits and readout resonators, high-Q
superconducting cavities are also frequently featured in
cQED devices. Endowed with both low intrinsic decoher-
ence rates and large Hilbert space for compact information
storage, these cavities can play the role of a coherent quan-
tum memory in cQED systems. In recent years, they have
also been frequently employed for encoding logical qubits.
Further discussions about the developments on this front
are presented in Sec. IV B.

Here, let us focus on the techniques for characterizing
both the Hamiltonian and coherence properties of such
high-Q superconducting cavities, as well as the tomog-
raphy of the quantum states stored in them. The typical
workflow for the characterization of the cavity is described
in Fig. 17(a). In order to distinguish the state of the cavity
from the state of the qubit, we will note |g〉 and |e〉 the
ground and excited states of the qubit respectively.

A typical 3D cQED unit consisting of a storage cavity,
a readout cavity, and a transmon qubit dispersively cou-
pled to the storage [234] is depicted in Fig. 17(d). The
transmon affords universal control of the storage cavity,
allowing effective characterization of the cavity by map-
ping the property of interest onto a particular transmon
state. The transmon state is subsequently extracted via the
readout resonator as described in the standard dispersive
readout configuration described in Sec. V C.

In order to map the property of the cavity on the
transmon state, conditional operations between the two
elements are required. In particular, there are two crucial
conditional operations in cQED devices, both arise from
the natural dispersive interaction between the transmon
and cavity.

The first operation is a rotation on the transmon con-
ditioned on a specific photon number in the cavity, Rn

θ ,
also commonly referred to as a photon-number selec-
tive rotation. Here, R is a rotation along either the x or
y axis of the transmon Bloch sphere, θ is the angle of
the rotation, and n refers to the photon number in the
cavity. Under the dispersive interaction, the transmon fre-
quency is naturally dependent on n. Hence, this conditional
rotation is simply realized by using long, spectrally selec-
tive drives with duration τ > 1/χ such that the transmon
state is only affected when the cavity contains the correct
photon-number state.

The second conditional operation is a cavity-transmon
conditional phase gate:

C� = I ⊗ |g〉 〈g| + ei�a†a ⊗ |e〉 〈e| . (86)

This C-phase gate arises naturally during an idle time t,
with � = χ t.

Equipped with these two useful conditional operations
between the cavity and the transmon ancilla, we now pro-
ceed to characterize the storage cavity. Similar to that for
a transmon qubit, we start the characterization process of a
high-Q cavity with a spectroscopy experiment that allows
the extraction of its resonance frequency. In this case, a
strong drive with variable frequencies is first applied on the
cavity, followed by the X 0

π gate on the transmon ancilla.
When the drive frequency on the cavity matches that of
its resonance, the cavity is displaced far from the vacuum
state. As a result, the transmon state will be unaffected
by the selective π pulse. Hence, by measuring the result-
ing state of the transmon, we can extract the resonance
frequency of the cavity.

Next, we proceed to characterize the exact dispersive
coupling strength, χ , via the number-splitting experiment
[167]. The typical measurement procedure and outcome
are shown in Fig. 17(b), where the transmon spectrum is
probed after a large displacement on the cavity. The result-
ing frequency separations, which correspond to different
photon-number states in the cavity, indicate the value of χ .

Another useful technique to extract the value of χ is a
Ramsey-type measurement, commonly referred to as Ram-
sey revival. This experiment uses the coherent transmon
precession, which depends on the cavity state, to probe
the interaction strength between the two elements. It starts
with an initial state |ψ(0)〉 = |β〉 |g〉, followed by two
transmon rotations, Yπ/2, separated by a variable delay
time.

The resulting evolution can be captured by measuring
the state of the transmon ancilla, which is given by [235]

Pe = 1
2
{1 + e−2|β|2 sin2(χ t/2) cos (|β|2 sinχ t)}. (87)

For a large coherent state |β| � 1, Pe ≈ 1
2 during most of

the evolution time due to the entanglement of the cavity-
transmon system, which results in an apparent mixed state
when only the qubit is measured. However, at times t =
2nπ/χ (n ∈ Z+), the transmon and cavity are no longer
entangled, resulting in a “revival” of the transmon excited
state. Hence, the times at which such revivals occur pro-
vide a precise measure of χ .

Next, let us consider the experimental process to extract
the coherence times of the cavity. Analogous to the trans-
mon qubits, the performance of a high-Q cavity can be
captured by its T1 and T2 Ramsey times. These measure-
ments often require the preparation of Fock states in the
cavity. This can be implemented via numerically optimized
drives, such as the selective number-dependent arbitrary
phase (SNAP) [236,237] or optimal control theory gate
(OCT) [233] gates.
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FIG. 17. Standard procedures for characterizing a high-Q cavity mode. (a) A typical cavity characterization process presented
as a dependency graph. (b) The gate sequence and outcome of a number-splitting experiment where the transmon’s frequency is shifted
when a coherent state is initialized in the cavity. Separation between the peaks corresponds to χ . (c) Energy relaxation timescale of
the cavity obtained by initializing it in a large coherent state, followed by a flip of the transmon state conditioned on the cavity in
vacuum after a variable delay. (d) The typical cQED hardware for operating a bosonic qubit is composed of a high-Q superconducting
cavity (e.g., a 3D coaxial λ/4 resonator, orange) for storing the logical qubit, a transmon ancilla (green) for universal control, and a
low-Q resonator (e.g., a λ/2 stripline resonator, blue) for readout (RO). Universal control of the cavity state can be performed via a
transmon ancilla (green) and read out via a planar resonator (purple). A protocol to probe the phase coherence time of the cavity using
SNAP gates. (e) A QEC protocol realized by mapping the parity of the logical qubit onto the state of the transmon, followed by the
appropriate correction unitary. The logical state is initialized using numerical optimal control pulses [233].

Physically, the T1 of a cavity indicates the photon-loss
rate. This is measured using a simple protocol described
in Fig. 17(c), where we probe the probability of the cavity
returning to its vacuum state from a large coherent state
after a variable delay. Alternatively, cavity T1 can also be
extracted by measuring the timescale over which it returns
to vacuum from Fock state |1〉.

The T2 Ramsey time of an harmonic oscillator mode
is defined as the duration over which the phase between
its lowest two energy levels can be coherently preserved.
To probe this, we prepare a state along the equator of the
pseudo-Bloch sphere of the resonator’s subspace spanned
by {|0〉, |1〉} such as

|ψ0〉 ≈ 1√
2
(|0〉 + |1〉). (88)

The time evolution of this state is similar to that of a two-
level system initialized on the equator of its Bloch sphere.

After a variable wait time, we perform another displace-
ment operation on the cavity such that the interference
effect results in the cavity returning to |0〉 if the initial
phase of the prepared superposition state is unchanged. A
comprehensive discussion of these protocols can be found
in Chapter 6 of Ref. [238].

Finally, for any arbitrary state |ψ〉 in the storage cavity,
we can also implement a QND measurement of the photon-
number parity with the protocol shown in Fig. 17(e). In this
process, the transmon is first rotated to the equator state
(|g〉 + |e〉)/√2 with a Yπ/2 pulse. After an idle time of
t = π/χ , under the effect of the C� gate, the even-parity
and odd-parity photon states accumulate phases of 0 and
π (modulo 2π ), respectively. After another transmon Yπ/2
pulse, these unitary operations complete entanglement of
the transmon with the parity operator of the cavity:

|ψ〉 ⊗ |g〉 −→ �e |ψ〉 ⊗ |e〉+�o |ψ〉 ⊗ |g〉 , (89)
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where �e and �o are projectors to the even- and odd-parity
subspace. Single-shot QND measurement of the transmon
state reveals the parity of the cavity state. Repetitive mon-
itoring of the photon number parity using this technique
was first demonstrated in Ref. [239], and was subsequently
used in a growing number of bosonic QEC experiments
[26,27,172,240,241].

Furthermore, this Ramsey-style parity-measurement
protocol also allows a direct measurement of the Wigner
function of the cavity [1,242]. The value of the Wigner
function at any point of the phase space is equal to the
expectation value of the photon-number parity after a dis-
placement by α: W(α) = (2/π)Tr[D†

αρDαP]. The same
technique has been further extended to perform joint pho-
ton parity measurements and joint Wigner tomography of
two cavities [2].

VI. TOWARDS ROBUST LARGE-SCALE QC

In the preceding section, we have introduced the main
techniques for the calibration and characterization of a
small quantum device consisting of one or qubits and
their readout resonators. Building upon this, we can now
think about how to incorporate a large number of these
physical elements to construct a more complex quantum
device that is potentially capable of performing useful
computation.

Current efforts towards this goal can be loosely sorted
into two main categories. One focuses on scaling up the
existing physical elements we have mastered to construct
devices on the 100 qubit level and explore the immediate
applications such devices could afford. In parallel, another
approach is to first tackle the realization of quantum error
correction on individual logical elements and then, scale
them up in a modular fashion. Both strategies have yielded
remarkable progress in recent years. This section serves to
review the crucial milestones that have been achieved in
the cQED communities and highlight some of the key chal-
lenges that still lie ahead as we transition from the current
state-of-the-art systems to realizing robust and universal
quantum computers.

A. NISQ devices

As our capabilities to design, fabricate, and manipulate
individual physical elements continue to improve, a nat-
ural step forward is to construct larger quantum systems
with more complexity and computational power. In recent
years, we have witnessed a rapid increase in the number of
physical qubits, together with their associated readout ele-
ments, that are integrated into a single quantum processor
in the NISQ regime [14,24,33,243,244].

We can quantify the development of NISQ devices by
considering the number of physical qubits, n, present on
the quantum processor chip. While this provides an indi-
cation of the total Hilbert space available (2n), it does not

fully reflect the performance and capabilities of a device.
However, quantum bits cannot simply be densely packed
on a chip to achieve superior computational power. Doing
so typically degrades their individual performance, and
more importantly, introduces additional failure modes due
to spurious interactions between the physical elements.

Hence, to adequately describe the power of a quantum
computer, we must take into account both the number
of qubits n, and the number of operations that can be
performed, which is typically expressed using the circuit
depth d. The latter corresponds to the number of circuit
layers that can be executed before (on average) a single
error occurs. Quantitatively, d ≈ 1/ε1step = 1/nεeff, where
the effective error rate εeff is the average error rate per two-
qubit operation. A useful metric that combines these two
quantities is the quantum volume VQ [245,246]. Assum-
ing all-to-all connectivity, where the width of the circuit is
equivalent to the number of physical qubits, the quantum
volume is defined as log2(VQ) = argmaxn min[n, d(n)]
[246].

However, it is important to note that the quantum vol-
ume assumes that the circuits are of equal width and depth.
In practice, it is potentially beneficial in the NISQ regime
to focus on the short-depth circuits, which could still bring
enhancements beyond the reach of classical computing
despite the current error rates [245,247,248].

To illustrate this, let us consider the results described in
Ref. [33], in which a n = 53 qubit device with ε ∼ 10−3

was used to perform a computation faster than any exist-
ing classical machines. This can be understood by looking
closely at the quantum volume of a processor, which is
designed as a binary metric: can a device run an algorithm?
For many algorithms, a single error indicates a catastrophic
failure. However, other applications, such as sampling a
distribution (as is done in Ref. [33]), can tolerate a lim-
ited amount of errors simply by averaging the outcomes of
the computation. Thus, developing useful applications that
could be advantageous to run on a NISQ quantum com-
puter instead of a classical machine has become an active
and rapid advancing research frontier.

Moreover, the current NISQ devices also provide a valu-
able platform to investigate the unique challenges associ-
ated with having a large number of quantum elements and
test out the various technological solutions that are being
rapidly developed by the cQED community.

One of the most pertinent challenges to address is how
to effectively characterize large quantum systems. This is
crucial as we can only build devices as well as we can
measure them. In other words, an effective process to accu-
rately capture the system behavior and gain comprehensive
knowledge about its key parameters is indispensable for
improving the performance of quantum hardware. This
step provides the critical information needed to complete
the development cycle of quantum processors, as described
in Fig. 1.
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A naive generalization of the various measurement and
calibration techniques introduced in Sec. V does not suf-
fice to adequately characterize large quantum processors.
The reason is twofold. First, if calibration experiments
are done sequentially, the number of experiments and the
time required become comparable to the timescale over
which system parameters drift. While parallelizing these
experiments can reduce the total run time, it imposes the
additional penalty of crosstalk and unwanted entanglement
between individual qubits. If we were to capture these
potential correlations between the qubits, we must consider
the collective state of the device. This implies the number
of parameters increases exponentially with the number of
qubits and quickly become intractable.

Addressing this challenge calls for automated calibra-
tion capabilities that integrate control, measurement, and
analysis of the measurement outcome in a continuous and
efficient workflow. Moreover, new protocols that take into
account the complex noise models of a multiqubit device
must also be developed. This is an active field of research,
and many novel frameworks have been proposed in recent
years [249,250]. These developments highlight the impor-
tance of developing NISQ processors, without which we
would not be able to verify and improve these calibration
protocols. Hence, these NISQ processors play a crucial
in enhancing our ability to construct more optimized and
robust hardware.

Another active area of research focuses on improving
our ability to reliably design and fabricate devices with
larger numbers of physical qubits while ensuring their
performance. In a simplified model, each physical qubit
should meet three basic conditions: (1) all control lines
are working and have the correct coupling strength to the
device; (2) qubit coherence is above a certain target (e.g.,
50 μs); and (3) the relevant system parameters (e.g., ω, χ ,
etc.) are within a specified tolerance.

Based on this, we consider the “yield” of a larger quan-
tum device as the probability that all constituent qubits
satisfy the above three requirements. In this simple pic-
ture, even if each individual qubit has a high (e.g., 99%)
chance of meeting these conditions, the overall yield of a
large quantum processor would still deteriorate exponen-
tially to a rather limited level as the number of physical
element increases.

A promising strategy to ameliorate this issue is via a
more modular approach, where smaller devices within the
same fridge are linked together to form a larger proces-
sor [251]. Compared to producing a single monolithic
chip, the odds of achieving the same scale by combin-
ing multiple smaller patches are much more favorable.
Existing flip-chip architectures [252], in which the read-
out resonators, Purcell filters, and coupling buses are on a
different chip than the qubits, can be seen as a prototype
of this technique as they effectively link together different
devices.

As the processing power of the current cQED systems
increases, we are also pushing the limits of the associated
cryogenic and microwave technologies. For a system up
to approximately 100 qubits, the heat load imposed by the
device, together with the accompanying auxiliary compo-
nents, can still be managed by using standard techniques
as described in Sec. IV and Ref. [143]. However, novel
cabling technologies with reduced thermal conductivity
and form factor [253], as well as more powerful cryogenic
systems will be critical for eventual realization of full scale
quantum computers.

B. Cavity-based logical qubits

In parallel to the push to construct larger-scale NISQ
devices, development of error-corrected logical qubits
using continuous variable systems also presents an excit-
ing and promising avenue for realizing robust universal
quantum computing.

In particular, recent experimental progress has shown
that encoding qubits in multiphoton states of high-
coherence superconducting cavities offers a hardware-
efficient path towards implementing quantum error cor-
rection. There is a growing family of QEC codes, known
as the bosonic codes, that employs the cavity’s large
Hilbert space to store logical information. The construc-
tion and implementation of bosonic codes in cQED have
become a rapidly developing area of research in recent
years [27,28,67,73,75,254,255]. This approach has led to
the landmark demonstration of the first logical quantum
memory with a longer lifetime than any of its physical
constituents [26], followed by logical gates between two
cavity-based qubits [81,83], and also error-corrected logi-
cal operations [240,241]. For an overview of the progress
in this area, readers can refer to some recent review papers
[85,256,257].

Furthermore, these cavity-based logical qubits are also
motivated by the modular architecture of quantum com-
puting [258], where each module is realized with a small
number of logical elements equipped with robust first-
order-corrected quantum gates (Fig. 18). These modules
can potentially be optimized independently and connected
with relatively little crosstalk. Communication between
modules can be engineered with large on-off ratio and
leverage on entanglement distillation protocols to over-
come errors [259]. This modular architecture is also a nat-
ural candidate for implementing distributed computation
paradigms in the long run [251,260].

To realize these high-quality quantum modules endowed
with efficient error-correction feature experimentally,
robust hardware structures with both good intrinsic coher-
ence and controllability are required. This again highlights
one of the key advantages of employing 3D cavity modes
as logical elements—they have shown coherence times
orders of magnitude longer than the best superconducting
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FIG. 18. A conceptual illustration of a modular quantum
computer. Each module consists of a small number of error-
corrected logical elements (pink) equipped with robust quan-
tum operations between them. In addition, each module is also
designed to have its communication elements (blue) where quan-
tum information can be coherently transferred on the fly across
different modules.

qubits to date. While the coherence times of transmons
are typically in the 20–100 μs range [193] (with a recent
demonstration of > 300 μs [261] on a new material plat-
form), standalone 3D superconducting cavities routinely
show coherence times on the order of 1 ms [91,140], with
new preliminary demonstrations up to 2 s [262].

Furthermore, it has been shown that the favorable coher-
ence properties of superconducting cavities can be main-
tained independently of the exact geometry or fabrication
process employed. For example, a recent demonstration of
lithographically etched and indium-bonded superconduct-
ing cavities achieved a single-photon lifetime approaching
5 ms [141]. In industrial-scale efforts moving forward, both
the planar and the 3D approach to cQED are converging on
sophisticated multiwafer fabrication processes completed
with indium bonding, and the vision for such a hard-
ware platform has been nicknamed multilayer microwave
integrated quantum circuits (MMIQC) [94].

In addition to long coherence times, superconduct-
ing cavities also provide an unbounded Hilbert space to
allow redundant storage of information, a prerequisite for
QEC. Furthermore, expanding the useful Hilbert space by
accessing higher excited states does not incur new types of
errors (unlike using extra physical qubits), which is crucial
for reducing the complexity overhead and enabling near-
term benefits of QEC. Broadly speaking, there are three
types of first-order errors in a cavity oscillator: single-
photon loss (a), single-photon gain (a†), and dephasing
(a†a). In practice, superconducting cavities can have neg-
ligible intrinsic dephasing rates and their effective tem-
perature can be maintained sufficiently low so that the
photon gain rate is also negligible. Therefore, if a logical
qubit is encoded in the state of a superconducting cavity
as a memory unit, there is only one prominent error chan-
nel: single-photon loss. Performing QEC on this dominant
error alone has the prospect of substantially extending the

lifetime of quantum information [26]. Moreover, it has
been demonstrated that this error can be corrected in a
passive manner using continuous dissipation [263].

Quantum error correction against the dominant intrin-
sic cavity error, single-photon loss, represents only the
first step towards a fully functional logical qubit that may
outperform physical qubits as quantum building blocks.
Another indispensable ingredient is high-quality logical
operations between them. Hence, the outstanding chal-
lenge at hand is to deliver an error-corrected logical
gate with better gate fidelity than native gates on phys-
ical qubits, or achieving break even in terms of gate
fidelity. Recent techniques that employ parametric conver-
sion using strong off-resonant pump tones have enabled the
demonstration of a coherent swap interaction between two
otherwise isolated cavity modes. This interaction forms the
basis of bosonic interference and logical entangling gates
between two bosonic qubits [82,83,264]. In addition, using
the idea of path independence in quantum gates, major
developments are underway to improve fault tolerance of
bosonic qubit gates, including recent demonstrations of
gates that can tolerate transmon T1/Tφ errors [240] and
cavity photon loss [241].

So far, most experiments on bosonic qubits employ
a simple cavity-transmon-readout device architecture
[Fig. 17(d)], which continues to offer exciting opportu-
nities to advance the state of the art. However, the use
of transmons as ancillae imposes several important lim-
itations. Firstly, all quantum resources available to the
bosonic qubit center around the cavity-transmon dispersive
interaction, which inevitably ties the cavity dephasing to
the T1 channels of the transmon. Secondly, since the trans-
mon is a weakly nonlinear element, parametric processes
based on the transmon are relatively slow and may require
a lot of microwave power that causes heating or unde-
sirable nonperturbative dynamics [84,265,266]. Looking
forward, it is pertinent that future endeavors explore alter-
native cQED architectures that are more compatible with
tunable ancilla-cavity couplings and look beyond simple
transmon devices to develop new ancilla circuits with
better performance.

One promising candidate for such new ancilla circuit
elements employs three-wave mixing, which has been real-
ized in the SNAIL [267]. Such elements do not produce
dispersive shifts to cavity modes and are more effec-
tive in modulating bimodal parametric interactions. It has
also been demonstrated that one can control the oscillator
quantum states with three-wave mixing processes [268].
Furthermore, a related ancilla circuit, the asymmetrically
threaded SQUID (ATS), has recently demonstrated pris-
tine two-photon dissipation without introducing any dis-
persive frequency shifts to the logical qubit [63]. Finally, it
has been proposed that a driven bosonic qubit can be used
as an ancilla for error correction and operation of other
bosonic qubits [269].
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In order to take advantage of these novel ancilla cir-
cuits, which are multijunction devices, we must be able
to provide the necessary magnetic flux to operate them
in the appropriate regimes. Therefore, a pressing need
in this direction is to integrate flux control lines with
high-coherence superconducting cavities [88,98].

Another crucial building block for a universal quantum
computer based on these individually corrected modules
is the quantum-communication links between them. It
has been shown that bosonic qubits can be conveniently
released into traveling waves [270] and recaptured in a
separate module [79] using parametric beam-splitter (two-
mode swapping) interactions. The catch and release makes
use of the temporal mode-matching technique [271], sim-
ilar to remote state transfer or entanglement experiments
with transmons [272]. The added benefit here is that any
photon loss in the transmission channel can be first-order
corrected [273].

VII. CONCLUSION AND OUTLOOK

In the past decade, we have witnessed the remarkable
transformation of quantum computing from the realm of
scientific curiosity to tangible technological innovations.
Rapid progress on the construction of robust quantum
hardware has been made in a variety of different physi-
cal systems, such as trapped ions [274,275], photons [276,
277], neutral atoms [278], and spins [279,280]. The cQED
platform, in particular, has achieved many major mile-
stones such as demonstration of small-scale QEC [23–30]
as well as efficient implementations of quantum algorithms
on NISQ era devices [33,281,282].

Together with these achievements, a rich repertoire of
knowledge and techniques has been developed in the
cQED community, from both the industry and academic
teams worldwide. At this pivotal stage of transition from
small prototypical devices to robust large-scale quan-
tum computing, a concerted and continual effort in talent
development is indispensable. Here, we have attempted
to provide a précis of some of the useful practices and
insights that have been learnt through repeated trial and
error in the early days of cQED. Together with the other
excellent review articles about the different facets of the
cQED technology, we hope that this guide will help accel-
erate the learning process of a novice experimentalist and
allow them to better navigate the process of setting up a
successful cQED experiment.

With the relentless progress and innovation in this field,
it suffices to say that the prescriptions we presented here
will undoubtedly become obsolete or redundant as the
cQED technology continues to mature into more stream-
lined and robust implementations. Nonetheless, it is our
belief that many of these ideas will remain useful and edu-
cational for future generations of scientists and engineers
going into this exciting and versatile quantum playground.
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