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The disappearing human–machine divide

kevin warwick

In this article a look is taken at some of the different 
ways in which the human–machine divide is rapidly 
disappearing. In each case the technical basis is de-

scribed and then some of the implications are also 
considered. In particular results from experiments are 
discussed in terms of their meaning and application 
possibilities. The article is written from the perspective 
of scientific experimentation opening up realistic possi-
bilities to be faced in the future, rather than giving con-
clusive comments. In each case consideration is also 
given to some of the philosophical questions that arise. 

Introduction
A variety of different practical experiments where the 
divide between humans and machines is disappear-
ing are investigated in this article. We consider here 
four areas in total. Firstly we look at the concept of 
growing a biological brain and placing it in a robot 
body. Secondly we consider the use of implant tech-
nology to link the human brain directly with com-
puters. Thirdly we investigate the use of deep brain 
stimulation for therapeutic purposes and finally the 
Turing imitation game is seen as a present-day test of 
whether a machine can communicate like a human. 

The article is arranged such that experiments 
are described in turn in individual sections. Whilst 
there are distinct overlaps between the sections, they 
each throw up individual considerations. Following a 
description of each investigation some pertinent is-
sues on the topic are therefore discussed. Points have 
been raised with a view to near-term future technical 
advances and what these might mean in a practical 
scenario. It is not the case here of an attempt to pres-
ent a fully packaged conclusive document, rather the 
aim has been to open up the range of research being 
carried out, see what is actually involved and look 

at some of its implications. In each case, following 
the technical description, some of the philosophical 
spin-offs are also discussed.

 

Biological brains in a robot body
Initially when one thinks of linking a brain with tech-
nology, then it is probably in terms of a brain already 
functioning and settled within its own body. Here 
however we consider the possibility of a fresh merger 
where a brain is firstly grown and then given its own 
body in which to operate.

When one considers a robot it may be a little 
wheeled device that springs to mind, or perhaps a 
metallic head that looks roughly human-like. What-
ever the physical appearance our thoughts tend to 
be that the robot might be operated remotely by a 
human , as in the case of a bomb-disposal robot, or it 
may be controlled by a simple computer programme, 
or it may even be able to learn, with a microproces-
sor as its technological brain. In all these cases we re-
gard the robot simply as a machine. But what if the 
robot had a biological brain made up of brain cells 
(neurons ), possibly even human neurons?

Neurons cultured/grown under laboratory con-
ditions on an array of non-invasive electrodes pro-
vide an attractive alternative with which to realise a 
robot controller. An experimental control platform 
– essentially a robot body – can move around in a 
defined area purely under the control of such a net-
work/brain and the effects of the brain, controlling 
the body, can be witnessed. Whilst this is extremely 
interesting from a robotics perspective it also opens 
up a different approach to the study of the devel-
opment of the brain itself because of its sensory-
motor embodiment. Investigations can in this way 
be carried out into memory formation and reward/
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punishment  scenarios – the elements that underpin 
the basic functioning of a brain.

The process of growing networks of brain cells 
(typically around 150,000 at present) in vitro com-
mences, in most cases, by separating neurons ob-
tained from foetal rodent cortical tissue. They are 
then grown (cultured) in a specialised chamber, in 
which they can be provided with suitable environ-
mental conditions (e.g. appropriate temperatures) 
and fed with a mixture of minerals and nutrients. 
An array of electrodes embedded in the base of the 
chamber (a multi-electrode array, MEA) acts as a bi-
directional electrical interface to/from the culture. 
This enables electrical signals to be supplied to stim-
ulate the culture and also for recordings to be taken 
as outputs from the culture. The neurons in such 
cultures spontaneously connect, communicate and 
develop, within a few weeks giving useful responses, 
typically for three months at present. To all intents 
and purposes it is rather like a brain in a jar!

In fact the brain is grown in a glass specimen 
chamber lined with a flat ‘8x8’ multi-electrode array 
which can be used for real-time recordings (see Fig-

ure 1). It is, in this way, possible to separate the firings 
of small groups of neurons, by monitoring the out-
put signals on the electrodes. Thereby a picture of the 
global activity of the entire network can be formed. 
It is also possible to electrically stimulate the culture 
via any of the electrodes to induce neural activity. The 
multi-electrode array therefore forms a bi-directional 
interface with the cultured neurons (Chiappalone et 
al. 2007, DeMarse et al. 2001).

The brain can then be coupled to its physical 
robot body (Warwick et al. 2010). Sensory data fed 
back from the robot is subsequently delivered to the 
culture, thereby closing the robot-culture loop. Thus, 
the processing of signals can be broken down into 
two discrete sections (a) ‘culture to robot’, in which 
live neuronal activity is used as the decision-making 
mechanism for robot control, and (b) ‘robot to cul-
ture’, which involves an input-mapping process, from 
the robot sensor to stimulate the culture.

The actual number of neurons in a brain depends 
on natural density variations in seeding the culture 
in the first place. The electrochemical activity of the 
culture is sampled and this is used as input to the ro-
bot’s wheels. Meanwhile the robot’s (ultrasonic) sen-
sor readings are converted into stimulation signals 
received by the culture, thereby closing the loop. 

Once the brain has grown for several days, which 
involves the formation of some elementary neural 
connections, an existing neuronal pathway through 
the culture is identified by searching for strong re-
lationships between pairs of electrodes (Xydas et al. 
2008). Such pairs are defined as those electrode com-
binations in which neurons close to one electrode 
respond to stimulation from the other electrode at 
which the stimulus was applied more than 60 per cent 
of the time and respond no more than 20 per cent of 
the time to stimulation on any other electrode. 

A rough input–output response map of the cul-
ture can therefore be created by cycling through all 
of the electrodes in turn. In this way, a suitable in-
put–output electrode pair can be chosen in order to 
provide an initial decision-making pathway for the 
robot . This is then employed to control the robot 
body – for example if the ultrasonic sensor is active 
and we wish the response to cause the robot to turn 
away from the object being located ultrasonically 
(possibly a wall) in order to keep moving.

For experimentation purposes at this time, the in-
tention is for the robot to follow an onward path until 
it reaches a wall, at which point the front sonar  value 
decreases below a threshold, triggering a stimulating 
pulse. If the responding/output electrode registers Robot with cultured brain.
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activity the robot turns to avoid 
the wall. In experiments the robot 
turns spontaneously whenever ac-
tivity is registered on the response 
electrode. The most relevant result 
is the occurrence of the chain of 
events: wall detection–stimula-
tion–response. From a neurologic-
al perspective it is of course also 
interesting to speculate why there 
is activity on the response elec-
trode when no stimulating pulse 
has been applied.

As an overall control element 
for direction and wall avoidance 
the cultured brain acts as the sole 
decision-making entity within the 
feedback loop. Clearly one impor-
tant aspect then involves neural 
pathway changes, with respect to 
time, in the culture between the 
stimulating and recording elec-
trodes.

In terms of research, learning 
and memory investigations are generally at an early 
stage. However the robot can clearly be seen to im-
prove its performance over time in terms of its wall-
avoidance ability in the sense that neuronal path-
ways that bring about a satisfactory action tend to 
strengthen purely though the process of being habit-
ually performed – learning due to habit (Hebb 1949). 

The number of variables involved is considerable 
however and the plasticity process, which occurs 
over quite a period of time, is (most likely) depend-
ent on such factors as initial seeding and growth near 
electrodes as well as environmental transients such 
as temperature and humidity (Downes et al. 2012). 
Learning by reinforcement – rewarding good actions 
and punishing bad is more in terms of investigative 
research at this time.

On many occasions the culture responds as ex-
pected, on other occasions it does not, and in some 
cases it provides a motor signal when it is not expected  
to do so. But does it ‘intentionally’ make a different 
decision to the one we would have expected ? We can-
not tell but merely guess.

In terms of robotics, it has been shown by this re-
search that a robot can successfully have a biological 
brain with which to make its ‘decisions’. The 100,000–
150,000 neuron size is merely due to the present day 
limitations of the experimentation described. Indeed 
three-dimensional structures are already being inves-

tigated. Increasing the complexity from two dimen-
sions to three dimensions realises a figure of approxi-
mately 30 million neurons for the three-dimensional 
case – not yet reaching the 100 billion neurons of a 
‘perfect’ human brain, but nevertheless in tune with 
the brain size of many other animals.

Robots with biological brains: some issues
This area of research is expanding rapidly. Not only 
is the number of cultured neurons increasing, but the 
range of sensory inputs is being expanded to include 
audio, infra red and even visual. Such richness of 
stimulation will no doubt have a dramatic effect on 
culture development. The potential of such systems, 
including the range of tasks they can deal with, also 
means that the physical body can take on different 
forms. There is no reason, for example, that the body 
could not be a two-legged, walking robot, with rotat-
ing head and the ability to walk around a building.

It is certainly the case that understanding neur-
al activity becomes more difficult as the culture size 
increases. With a three-dimensional structure, moni-
toring activity deep within the central area, as with a 
human brain, becomes extremely complex, even with 
needle-like electrodes. In fact the present 150,000 
neuron cultures are already far too complex at pre-
sent to gain an overall insight. When they are grown 

Figure 1. a) A multi-electrode array (MEA) showing the electrodes; b) electrodes 
in the centre of the MEA seen under an optical microscope; c) an MEA at x40 
magnification, showing neuronal cells in close proximity to an electrode.
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to sizes such as 30 million neurons and beyond, 
clearly the problem is significantly magnified.

Looking a few years out, it seems quite realistic to 
assume that such cultures will become larger, poten-
tially growing to the magnitude of billions of neurons. 
On top of this, the nature of the neurons utilised may 
be diversified. At present rat neurons are generally 
employed in studies. However human neurons are 
also being cultured even now, thereby bringing about 
a robot with a human neuron brain. If this brain then 
consists of billions of neurons, many social and ethic-
al questions will need to be asked (Warwick 2010).

For example, if the robot brain has roughly the 
same number of human neurons as a typical human  
brain then could/should it have similar rights to 
humans ? Also, what if such creatures have far more 
human neurons than in a typical human brain – e.g. 
a million times more – would they make all future 
decisions, rather than regular humans? Certainly it 
means that as we look to the near future we could 
shortly witness thinking robots with brains not too 
dissimilar to those of humans.

A key question in this regard is whether or not 
such a brain could possibly be conscious. Clearly this 
is an enormous question and one too deep to be any-
where near fully explored here. However philosophic-
al arguments with regard to the consciousness of 
machines have invariably been made in the past (pri-
marily concerning human consciousness) in terms 
of a comparison between the workings of a human 
brain and a silicon computer (e.g. Penrose 1995). A 
major argument in such circumstances has been the 
difference between individual human neurons and 
any technological copy that could be re-
alised. As a result some have concluded 
(e.g. Searle 1990) that consciousness is 
an emergent property – essentially, put 
enough human neurons together, with 
high connectivity, and consciousness 
emerges. In terms of this argument there 
is no reason whatsoever therefore that 
robots with biological brains composed 
of sufficient numbers of human neurons 
could not be conscious.

If one wishes to consider that such 
robots cannot possibly be conscious 
then a scientific approach is required 
(Warwick 2010). In any such analysis 
one must consider not only the robots in 
question but also the different humans 
that exist. For example if it is felt that the 
robot’s body is an issue, perhaps because 

they have wheels and not legs then it is a consequence 
that humans who have no legs and move around on 
wheels must be considered in the same light. 

General-purpose brain implants
Many human brain–computer interfaces are used for 
therapeutic purposes, in order to overcome a medic-
al/neurological problem, one example being, as will 
be discussed shortly, deep brain stimulation elec-
trodes employed to overcome the effects of Parkin-
son’s disease (Pinter et al. 1999, Pan et al. 2012, Wu et 
al. 2010a), or the use of external electrodes to under-
stand the functioning of parts of the brain (Daly et al. 
2012). However it is possible to consider employing 
such technology in alternative ways to give individ-
uals abilities not normally possessed by humans – 
human enhancement!

With more general brain–computer interfaces the 
therapy-enhancement situation is quite complex. In 
some cases it is possible for those who have suffered 
an amputation or have received a spinal injury due to 
an accident to regain control of devices via their (still 
functioning) neural signals (Donoghue et al. 2004). 
Meanwhile stroke patients can be given limited con-
trol of their surroundings, as indeed can those who 
have conditions such as motor neurone disease. 

With these cases the situation is not straightfor-
ward, as each individual is given abilities that no 
normal human has – for example the ability to move 
a cursor around on a computer screen from neural 
signals alone (Kennedy et al. 2004). The same quan-
dary exists for blind individuals who are allowed ex-

Robot hand controlled by (author’s) neural signs.
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tra-sensory input, such as sonar (a bat-like sense) – it 
doesn’t repair their blindness, but rather allows them 
to make use of an alternative sense.

Some of the most impressive human research to 
date has been carried out using the micro-electrode 
array, shown in Figure 2. The individual electrodes 
are 1.5 mm long and taper to a tip diameter of less 
than 90 microns. Although a number of trials not us-
ing humans as a test subject have occurred, human 
tests are at present limited to two groups of studies. In 
the second of these the array has been employed in a 
recording-only role, most notably recently as part of 
(what was called) the ‘BrainGate’ system. 

Essentially electrical activity from a few neurons 
monitored by the array electrodes was decoded into 
a signal to direct cursor movement. This enabled an 
individual to position a cursor on a computer screen, 
using neural signals for control combined with visual 
feedback. The same technique was later employed to 
allow the individual recipient, who was paralysed, to 
operate a robot arm (Hochberg et al. 2006). The first 
use of the micro-electrode array (shown in Figure 2) 
has considerably broader implications though, which 
extend the capabilities of the human recipient.

Deriving a reliable command signal from a col-
lection of monitored neural signals is not necessarily 
a simple task, partly due to the complexity of signals 
recorded and partly due to the real-time constraints 
involved in dealing with the data. In some cases how-
ever it can be relatively easy to look for and obtain 
a system response to certain anticipated neural sig-
nals – especially when an individual has trained ex-
tensively with the system. In fact neural signal shape, 
magnitude and waveform with respect to time are 
considerably different to other apparent signals, such 
as noise, and this makes the problem a little easier.

The interface through which a user interacts 
with technology provides a layer of separation be-
tween what the user wants the machine to do and 
what the machine actually does. This separation im-
poses a cognitive load on the individual concerned 
that is proportional to the difficulties experienced. 
The main issue is interfacing the human motor and 
sensory channels with the technology in a reliable, 
dur able, effective, bi-directional way. One solution is 
to avoid this sensorimotor bottleneck altogether by 
interfacing directly with the human nervous system. 

An individual human so connected can potential-
ly benefit from some of the advantages of machine/
artificial intelligence, acquiring for example rapid 
and highly accurate mathematical abilities in terms 
of ‘number crunching’; a high-speed, almost infinite, 

internet knowledge base, and accurate long-term 
memory. Additionally, it is widely acknowledged 
that humans have only five senses that we know of, 
whereas machines offer a view of the world which in-
cludes infra-red, ultraviolet and ultrasonic signals, to 
name but a few.

Humans are however also limited in that they 
can only visualise and understand the world around 
them in terms of a limited three-dimensional percep-
tion, whereas computers are quite capable of dealing 
with hundreds of dimensions. Perhaps most import-
antly, the human means of communication, essen-
tially transferring a complex electro-chemical signal 
from one brain to another via an intermediate, of-
ten mechanical, slow and error-prone medium (e.g. 
speech), is extremely poor, particularly in terms of 
speed, power and precision. It is clear that connect-
ing a human  brain, by means of an implant, with a 
computer network could in the long term open up 
the distinct advantages of machine intelligence, com-
munication and sensing abilities to the implanted in-
dividual.

As a step towards a broader concept of brain–
computer interaction, the micro-electrode array (as 
shown in Figure 2) was implanted into the median 
nerve fibres of a healthy human individual (the au-
thor) during two hours of neurosurgery in order to 
test bi-directional functionality in a series of experi-
ments. Stimulation current applied directly into the 
nervous system allowed information to be sent to the 
user, while control signals were decoded from neural 
activity in the region of the electrodes (Warwick et 
al. 2003). In this way a number of trials were success-
fully concluded (Warwick et al. 2004). In particular:

Figure 2. A 100 electrode, 4x4 mm micro-electrode array, 
shown on a UK 1 pence piece for scale.
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1. Extra-sensory (ultrasonic) input was successfully 
implemented.

2. Extended control of a robotic hand across the 
internet was achieved, with feedback from the 
robotic fingertips being sent back as neural 
stimulation to give a sense of force being applied 
to an object (this was achieved between Columbia 
University, New York, USA, and Reading Univer-
sity, England).

3. A primitive form of telegraphic communication 
directly between the nervous systems of two 
humans  (the author’s wife assisted) was per-
formed (Warwick et al. 2004).

4. A wheelchair was successfully driven around by 
means of neural signals. 

5. The colour of jewellery was changed as a result of 
neural signals – also the behaviour of a collection 
of small robots. 

In most, if not all, of the above cases it could be con-
sidered that the trial proved useful for purely thera-
peutic reasons, e.g. the ultrasonic sense could be use-
ful for an individual who is blind or the telegraphic 
communication could be very useful for those with 
certain forms of motor neurone disease. 

Each trial can however also be seen as a potential 
form of enhancement beyond the human norm for 
an individual. Indeed the author did not need to have 
the implant for medical purposes to overcome a prob-
lem, but rather the experimentation was performed 
purely for the purposes of scientific exploration. The 
question arises therefore as to how far should things 
be taken? Clearly enhancement by means of brain–
computer interfaces opens up all sorts of new techno-
logical and intellectual opportunities; however it also 
throws up a raft of different ethical considerations 
that need to be addressed directly.

Brain implants: issues arising
When ongoing experiments of the type described in-
volve healthy individuals where there is no reparative 
element in the use of a brain–computer interface, but 
rather the main purpose of the implant is to enhance 
an individual’s abilities, it is difficult to regard the 
operation as being for therapeutic purposes. Indeed 
the author, in carrying out such experimentation, 
specific ally wished to investigate actual, practical en-
hancement possibilities (Warwick et al. 2003, War-
wick et al. 2004). 

From the trials it is clear that extra-sensory input 
is one practical possibility that has been successfully 

trialled; however, improving memory, thinking in 
many dimensions and communication by thought 
alone are other distinct potential, yet realistic, bene-
fits, with the latter of these also having been investi-
gated to an extent. To be clear: all these things appear 
to be possible (from a technical viewpoint at least) for 
humans in general.

As we look to the future it is quite possible that 
commercial influences coupled with the societal 
wish to communicate more effectively and perceive 
the world in a richer form will drive a market desire. 
Ultimately, direct brain-to-brain communication, 
possibly using implants of the type described, is a 
tremendously exciting proposition, possibly result-
ing in thoughts, emotions, feelings, colours and basic 
ideas being transmitted directly from brain to brain. 
Whilst this raises many questions as to how it would 
work in practice, clearly we would be foolish not to 
push ahead technically to achieve it. 

But then we come to the big questions. As com-
munication is an extremely important part of human  
intelligence, it follows that for anyone who has an 
implant of this type it will necessarily provide a con-
siderable boost to their intelligence. Clearly this will 
stretch intellectual performance in society with the 
implanted section outperforming those who have 
elected to stay as mere (unchipped) humans. Will it, 
though, bring about a digital divide, an us-and-them 
situation, leaving regular humans lagging behind on 
the evolutionary ladder? 

Indeed there is a considerable possibility here 
of the emergence of a post-human or rather super-
human being (Nietzsche 2006). In simple terms, if 
I have such an implant that enables me to commu-
nicate in a much richer way with others who have 
a similar implant; if I can also sense the world in a 
richer way and interact much more intimately with 
computer networks, how am I likely to treat those 
who do not have such implants and who still com-
municate in that old-fashioned, outmoded way us-
ing those error-prone mechanical pressure waves re-
ferred to as speech? Probably I will not regard them 
very highly, even dismissing their opinions as trivial 
(Warwick 2003).

 Other potential uses of this technology, even 
now, involve its potential use in the military domain 
and space travel (Warwick 2007). Clearly here an 
individual could be given the ability to control tech-
nology remotely as a body part. Essentially now an 
individual’s brain and their body do not have to be 
in the same place. If that distant body part then gets 
blown up in battle it will presumably be of little con-
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cern to the individual. This technology will be a game 
changer: on the one hand the individual (their brain 
anyway) will be safe and sound back at home, but on 
the other hand their sense of responsibility will be 
much reduced, as they are constantly remote from 
the battlefield scenario.

Deep brain stimulation
Probably the most widely spread examples of this in 
everyday life are humans who have had some tech-
nology implanted for therapeutic purposes. These 
include cochlear implants, heart pacemakers and 
even artificial hips. In each case it would appear that 
perhaps some philosophical issues arise, but arguably 
they are not of significant weight. To put it simply, an 
individual has a problem and technology is employed 
in an attempt to restore the person back towards a 
human norm. However in the case of deep brain 
stimulation the situation is not so simple, particularly 
as we look to the future.

The number of Parkinson’s disease (PD) patients 
is estimated to be 120–180 out of every 100,000 
people , although the percentage is increasing rapidly 
as life expectancies increase. For decades researchers 
have exerted considerable effort to understand more 
about the disease and to find methods successfully 
to limit its symptoms, which are, most commonly, 
periodic (and frequently acute) muscle tremor and/
or rigidity. Many other symptoms, such as stooping, 
may however occur in the later stages of PD. 

Several approaches exist to treat this disease. In its 
early stages, the drug levodopa (L-dopa), since 1970, 
has been the most common. However, it is found that 
the effectiveness of L-dopa decreases as the disease 
worsens, whilst the severity of the side effects in-
creases, something that is far more apparent when 
PD is contracted by a younger person.

Surgical treatment, such as lesioning, is an alter-
native when drug treatments have become ineffec-
tive. Lesioning can alleviate symptoms, thus reducing 
the need for drug therapy altogether. An alternative 

Positioning of deep brain electrodes.
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treatment of PD by means of deep brain stimula-
tion (DBS) only became possible when the relevant 
electrode technology became available from the late 
1980s onwards. From then on, many neurosurgeons 
have moved to implanting neurostimulators con-
nected to deep brain electrodes positioned in the 
thalamus, sub-thalamus or globus pallidus for the 
treatment of tremor, dystonia and pain. 

A typical deep brain stimulation device contains 
an electrode lead with four or six cylindrical elec-
trodes at equally spaced depths attached to an im-
planted pulse generator (IPG), which is surgically 
positioned below the collarbone. DBS treatment 
has many advantages, including being a reversible 
oper ation. It is also potentially much less dangerous 
than lesioning and is, in many cases, highly effective. 
However, it presently utilises a continuous current 
simulation at high frequency, resulting in the need 
for a regu lar battery replacement every 24 months 
or so. The cost of the battery replacement, the time-
consuming surgery involved and the trauma of the 
repetitive surgery involved severely limit the number 
of patients who can benefit and excludes particularly 
those who are frail, or have problems with their im-
mune system or who are not particularly wealthy.

The obvious solution, namely remote inductive 
battery recharging, is fraught with problems such as 
the size of the passive coil size that needs to be im-
planted and the nasty chemical discharges that oc-
cur within the body – and even then the average time 
between replacements is only marginally improved. 
Another solution to prolong the battery life is simply 
to improve battery technology. However, the link be-
tween the price of the battery and battery life is stark. 
If we are considering a battery that could potentially 
supply the stimulation currents required over a ten- 
or  twenty-year period then the technology to achieve 
this in a low-cost, implantable, durable form is not 
on the horizon.

However ongoing research is aimed at developing 
an ‘intelligent’ stimulator (Pan et al. 2012, Wu et al. 
2010a, Wu et al. 2010b). The idea of the stimulator is 
to produce warning signals before the tremor starts, 
so that the stimulator only needs to generate signals 
occasionally instead of continuously – in this sense 
operating in a similar fashion to a heart pacemaker. 

Artificial intelligence (AI) tools, based on artifi-
cial neural networks, have been shown to success-
fully provide tremor onset prediction. In either case, 
data input to a network is provided by the measured 
electrical local field potentials, obtained by means of 
the deep brain electrodes. The network is primed to 

recognise the nature of electrical activity deep in the 
human brain and to predict (several seconds ahead) 
the subsequent tremor onset outcome. In this way the 
DBS device becomes ‘intelligent’ when the stimula-
tion is only triggered by the AI system.

Many issues exist with the AI system however as 
much pre-processing of the brain data is necessary, 
along with frequency filtering to minimize the dif-
ficulty of prediction. Comparative studies are now 
ongoing to ascertain which AI method appears to be 
the most reliable and accurate in a practical situation.

It is worth pointing out here that false positive 
predictions (that is the AI system indicating that a 
tremor is going to occur when in fact this is not the 
case) are not so much of a critical problem. The end 
result with such a false positive is that the stimulating 
current may be applied when it is not strictly nec-
essary. In any event no actual tremor would occur, 
which is a good outcome for the patient in any case; 
but unnecessary energy would have been used – in 
fact if numerous false predictions occurred the intel-
ligent stimulator would tend to operate in the same 
way as the present ‘blind’ stimulator. The good news 
is that results show that the network can be readily 
tuned to avoid the occurrence of most false positives 
anyway. 

Missing the prediction of a tremor onset is, 
though, extremely critical and is simply not accept-
able. Such an event would mean that the stimulating 
current would not come into effect and the patient 
would actually suffer from tremors occurring. 

Whilst deep brain implants are, as described, 
aimed primarily to provide current stimulation for 
therapeutic purposes, they can also have a broader 
portfolio in terms of the effects they can have within 
the human brain. It is worth stressing however that in 
all cases further implantations are at this time forg-
ing ahead with little or no consideration being given 
to the general technical, biological and ethical issues 
that pervade. 

Questions from deep brain stimulation
The same physical stimulator that is used for the treat-
ment of Parkinson’s disease is also employed, albeit 
in fewer instances at present, for cases of Tourette’s 
syndrome, epilepsy and even clinical depression. In 
many people’s eyes it is probable that the use of deep 
brain stimulators for the treatment of Parkinson dis-
ease, epilepsy or Tourette’s syndrome is perfectly ac-
ceptable because of the improved quality of life it can 
effect for the individual recipient. 
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However long-term modifications of brain or-
ganisation can occur in each case, causing the brain 
to operate in a completely different fashion; for ex-
ample, there can be considerable long-term mental 
side effects in the use of such technology. The stimu-
lators, when positioned in central areas of the brain, 
can cause other direct results, including distinct 
emotional changes. The picture is therefore not one 
of merely overcoming a medical problem – it is far 
more complex.

And what if things go wrong, even with present-
day deep brain implants? For example, let us assume 
that the implanted wiring picks up a radio signal 
which causes a spurious signal to be realised within 
the brain and as a result the patient performs a mur-
derous act. Who is to blame in such a circumstance? 
The patient? The surgeon? The manufacturer? The 
company broadcasting the radio signal? The person 
(possibly David Cameron!!) making the radio an-
nouncement? 

However, as described here, ‘intelligent’ deep 
brain stimulators are starting to be designed (Pan et 
al. 2007). In such a case a computer (artificial brain) 
is used to understand the workings of specific aspects 
of the human brain. The job of the artificial brain, as 
can be seen from the description of the experimen-

tation, is to monitor the normal functioning of the 
human brain such that it can accurately predict a 
spurious event, such as a Parkinson tremor, several 
seconds before it actually occurs. In other words the 
artificial brain’s job is to out-think the human brain 
and to stop it doing what it ‘normally’ wants to do. 

Clearly the potential for this system to be applied 
across a broad spectrum of different uses is enor-
mous. Restricting the application of the technology 
to therapeutic purposes also limits the need for phil-
osophical argument. Meanwhile, extending the use 
opens up many possibilities. To be already using the 
method to make an individual happy (to overcome 
depression) then opens up the possibility of rec-
reational use. But perhaps the most significant em-
ployment of the technology would potentially be to 
overcome bad traits – not merely bad habits – along 
the lines suggested in The Terminal Man (Crichton 
1972).

Turing’s imitation game
The Turing test involves a human judge conversing 
at the same time with a hidden human and an un-
seen machine via a communications link, most likely 
a computer terminal. The machine pretends to be a 

Professor Kevin Warwick challenging the Aboagora audience to rethink the human–machine divide.

Otto-Ville Väätäinen
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human  in terms of conversational abilities, whereas 
the human is just themselves; human. In a directly 
paired comparison the attempt is for the machine to 
appear to be more human than the human against 
whom it is paired. At the end of the conversation the 
judge has to decide with certainty which entity was 
the human and which was the machine, or if they feel 
both entities were either machine or human (War-
wick 2012).

To conform to Turing’s original wording in his 
1950 paper (Turing 1950), reference is given here to 
5-minute-long tests only. What are considered here 
are two specific transcripts taken from a day of actual, 
practical Turing tests (total around 200 tests) which 
were held under strictly-timed conditions, with 
many external viewers, at Bletchley Park, England on 
23 June 2012. The date marked the 100th anniversary 
of Turing’s birth and the venue was that at which, 
amongst other things, during the Second World War, 
Turing led a team of code breakers who cracked the 
German Enigma machine cypher (Hodges 1992). 
Five different machines took part in the tests during 
the day, along with 30 different judges and numerous 

hidden humans, against which the machines were 
compared in terms of their conversational abilities.

Turing’s prediction was: ‘I believe that in about 
fifty years’ time it will be possible to programme 
computers, with a storage capacity of about 109, to 
make them play the imitation game so well that an 
average interrogator will not have a more than 70 
per cent chance of making the right identification 
after  five minutes of questioning’ (Turing 1950). The 
‘right identification’ being to tell exactly which is the 
machine and which is the human. This is what has 
become known as the Turing test; to identify when 
we get to the stage that enough people cannot tell the 
difference between humans and machines in conver-
sation.

At the Bletchley Park series of tests a number of 
exciting new results were realised. To consider one of 
them, please have a look at the transcript that follows. 
This was as a result of an actual conversation that oc-
curred on that day between a judge and a hidden en-
tity. Try to make your own mind up as to whether 
the judge was conversing with a human or a machine. 
What is shown is the 5-minute conversation in its 

Turing’s imitation game – interrogator’s view.
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entirety. The timing indicates the exact real time on 
that day. Both the judge’s decision at the end of the 
conversation and the actual identity of the entity are 
subsequently given. This transcript has been taken 
from the article (Warwick et al. 2013) where further 
transcripts from that day are also given. 

[10:41:42] Judge: hey, just to lighten the mood a 
little, what’s brown and sticky?
[10:42:41] Entity: no idea, what’s the answer?
[10:42:58] Judge: a stick… so anyway what’s 
your name?
[10:43:16] Entity: Sheldon Cooper, what’s 
yours?
[10:43:32] Judge: as in the guy off the big bang 
theory?
[10:43:59] Entity: I don’t believe in the big bang
[10:44:13] Judge: so are you religious then?
[10:44:29] Entity: aren’t we all?
[10:45:06] Judge: well i like to consider myself 
an agnostic, which religion is it
you follow then if you dont mind me asking?
[10:45:44] Entity: you can ask what you like, it’s 
a free world, who am I to mind?

At the end of this conversation the judge decided 
that they most definitely had been conversing with a 
machine. In fact the hidden entity was, in reality, the 
author of this article (most assuredly a human) who 
went on to take part in a further five such conversa-
tions with different judges. In not one case did any 
of the judges conclude that they had been convers-
ing with a human. The other five transcripts are also 
given in Warwick et al. 2013. 

Although this is not the first time that a human 
was misidentified in a single Turing test conversation 
as being a machine, it is the first time that a hidden 
human entity has not once been classified as being 
human by all of the judges involved. Although, as was 
indicated in Shah and Warwick 2010a it is frequently 
the case that when a judge makes an error in their 
decision they often do not realise that they have done 
so and subsequently do not wish to admit that they 
have made a mistake when their error is pointed out 
to them. 

Now consider another transcript example. Again 
the idea is firstly to read through and try to make up 
your own mind as to the identity of the hidden entity, 
whether it be human or machine.

[15:46:05] Judge: My favourite music is contem-
porary Jazz, what do you prefer

[15:46:14] Entity: To be short I’ll only say that 
I HATE Britnie Spears. All other music is OK 
compared to her.
[15:47:06] Judge: do you like to play any musi-
cal instruments
[15:47:23] Entity: I’m tone-deaf, but my guinea 
pig likes to squeal Beethoven’s ‘Ode to Joy’ every 
morning. I suspect our neighbors want to cut 
his throat… Could you tell me about your job, 
by the way?
[15:48:02] Judge: Guine pig/ are you an animal 
lover
[15:48:08] Entity: Yeah. A nice little guinea pig. 
Not some annoying chatter bot.
[15:48:50] Judge: do you live with anyone else?
[15:48:59] Entity: Yes I do. But better ask some-
thing else. And I forgot to ask you where you 
are from…
[15:49:39] Judge: Ireland? geen patures and too 
much rain! How about you 

As can be seen from the timing, this conversation, 
again lasting for 5 minutes only, occurred on the af-
ternoon of the same day. As with the previous con-
versation, any spelling mistakes or poor grammar is 
due to the communication, it is not due to poor edit-
ing of this article – this is how it actually occurred.

In this conversation, the judge was a male science 
professor and clinician, although he had no previous 
knowledge of acting as an interrogator for a Turing 
test. In this case the judge concluded that the hidden 
entity was a male, adult, native English speaker. In 
fact the entity was a machine, called Eugene Goost-
man, a teenage Ukrainian boy. 

Unfortunately the judge was rather slow to get go-
ing here and hence this was a relatively short con-
versation. In fact the machine responded reasonably 
appropriately on topic to each point raised by the 
interrogator and successfully steered the conversa-
tion on each occasion, even throwing in a humorous 
comment. 

The point with this example is that a machine 
can take on a complex persona which is difficult to 
uncover in such a conversation. Further, it is not an 
issue as to whether a hidden machine entity is right 
or wrong in any answer that they give, but rather if 
they give the sort of answer that a human would give. 
So asking mathematical questions is a waste of time 
and even factual reasoning doesn’t usually get very 
far (Shah and Warwick 2010b).
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The Turing test: some points
It is certainly the case that in some machine conver-
sations it is easy for a judge to decide that they were 
conversing with a machine when that was indeed 
the case. The machine has probably failed to follow 
the conversation at some point, by picking up on a 
nuance  or incorrect meaning. But now machines are 
getting very good at such conversation and it will 
not be long before they are indistinguishable from 
humans .

The importance of this issue is paramount when 
one considers on line chatbots that can interact on 
a regular basis on the World Wide Web. When one 
is in a conversation on Facebook, for example, can 
you be sure that the hidden entity is a human? Some 
people are very gullible to this, in Turing fashion de-
ciding clearly that an entity is human and even get-
ting an image in their mind of the entity’s character, 
background and family. Once they have been tied 
in the person is hooked and can easily be subject to 
cyber  crime. By studying conversations such as those 
shown, we get an insight into how to combat this type 
of cyber crime. 

Conclusions
In this article a look has been taken at several differ-
ent concepts. Experimental cases have been reported 
on in order to indicate how the human–machine div-
ide is diminishing – thereby throwing up a plethora 
of social and ethical considerations. In each case re-
ports on actual practical experimentation have been 
given, rather than merely some theoretical concept.

In particular when considering robots with bio-
logical brains, this could mean perhaps human 
brains operating in a robot body. Therefore, should 
such a robot be given rights of some kind? If one was 
switched off would this be deemed to be an instance 
of cruelty to robots? More importantly at this time – 
should such research forge ahead regardless? Before 
too long we may well have robots with brains made 
up of human neurons that have the same sort of cap-
abilities as those of the human brain.

In the section on a general purpose, invasive 
brain implant, as well as implant employment for 
therapy a look was taken at the potential for human 
enhancement. Already extra-sensory input has been 
scientifically achieved, extending the nervous system 
over the internet and creating a basic form of thought 
communication. So it is likely that many humans will 
upgrade and become part machine themselves. This 
may mean that ordinary (non-implanted) humans 

are left behind as a result. If you could be enhanced, 
would you have any problem with it? 

In the section which looked at deep brain stimu-
lation, it may be at first considered that perhaps there 
are no issues apparent here because this is merely a 
therapeutic treatment. However the main problem 
here is what happens if something goes wrong. If it 
does then who is responsible? In the final section we 
could see a number of issues, which arise as a result of 
a study of the Turing test. Yes, machines are gradually 
getting better at human conversation. Yes, it will not 
be too long before we cannot tell the difference. But 
we can also pick up some signs of human fallibility 
here. Perhaps we are not as good as we think we are, 
both in terms of communication per se and in terms 
of our accurate assessment of the communication of 
others. 

As well as taking a look at the procedures in-
volved, the aim in this article was to have a look at 
some of the likely ethical and social issues as well. 
Some technological issues have though also been 
pondered on in order to open a window on the direc-
tion that developments are heading in. In each case 
however a firm footing has been planted on actual 
practical technology and on realistic future scenarios 
rather than on mere, speculative ideas. In a sense the 
overall idea is to open up a sense of reflection such 
that the further experimentation which we will now 
witness can be guided by the informed feedback that 
results. 
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