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ABSTRACT

The performances of the LHCDb preshower detector have been extensively studied with
cosmic rays and beam data. Both the light system (scintillator tiles, fibres and MAPMT)
and the electronic readout (Very Front End and Front End) have been investigated. Dur-
ing the 2002 testbeam campaigns, the complete readout electronic chain has been tested
in realistic conditions for the first time. This note aims at summarising the experimental
status of the preshower system drawn so far.



1 Introduction

The LHCb calorimeter system comprises four consecutive semi-projective detectors:
the scintillator pads (SPD), the preshower (Ps), the electromagnetic (EcAL) and hadronic
(HcAL) calorimeters (see figure 1).
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Figure 1: Longitudinal view of LHCb calorimeter system.

The SPD and Ps detectors are two scintillator planes placed before and, respectively,
after a lead sheet of 2.5 radiation lengths. Each has 6000 channels, designed for a one-
to-one correspondence with the ECAL towers, in a projective geometry (see figure 2).

The main task of the SPD and Ps detectors is to validate the electromagnetic nature
of the ECAL showers, especially for the Level 0 trigger. The hadronic shower rejection is
based on a low threshold applied on the Ps signal, while the single bit SPD information
allows the tagging of the charged or neutral origin of the electromagnetic showers. The Ps
energy measurement will be also used for offline improvements of the ECAL measurement.

The scintillation light from a SPD and, similarly, a Ps cell, is extracted with a wave-
length shifting (WLS) fibre that turns in a groove machined into the scintillator pad.
Both fibre ends are connected to a pixel of a 64 anode photomultiplier tube (MAPMT),
located above or below the detector, through long clear fibres.

The readout system for Ps consists of the Very Front End (PSVFEE) and the Front
End (PSFEE) electronic boards. The first board shapes the analog signals, whereas the
second digitises them and treats the digital signals.

Large dynamics and high accuracy are required for the readout electronics in order to
allow measurements of large electromagnetic energies (up to the equivalent of the energy
deposited by 100 minimum ionizing particles, hereafter called “MIPs”), while being able
to apply a low trigger threshold in the five MIPs range. Lower signals of one MIP (about
20 photoelectrons) should also be used for energy calibration.

A 10 bits digitisation, together with a MIP/10 least significant bit (LSB) precision
has been shown to fulfill these dynamics requirements [1]. The main challenge of the
preshower readout electronics is then to handle small signals with erratic shapes, due to
a small number of photoelectrons. For this, the analog Very Front End board [2] includes
specially designed ASICs with 40 MHz integrators, able to shape fluctuating pulses. In
addition, the system is required to allow successive triggers, even if the duration of the
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Figure 2: Transversal segmentation of a Ps quarter. Each square is a Ps cell of 4 x 4 cm?
in the inner region, 6 x 6 cm? in the middle and 12 x 12 ¢m? in the outer one.

Ps pulses is larger than 25 ns, which is the time difference between consecutive bunch
crossings at LHC [3]. For this, the digital Front End board [4] subtracts the estimated
remnant from the previous 25 ns cycle (« correction).

Both the upstream (light system: preshower tiles, fibres, and MAPMT) and down-
stream (Very Front End and Front End electronics) readout systems have been extensively
studied. This note aims at summarising the experimental status of the preshower system,
as it was drawn so far from testbeam campaigns and test bench studies.

Of major importance for the readout design is the temporal shape of the Ps pulses.
Section 2 overviews therefore the theoretical pulse shape and its implications on the
readout system. The experimental test setups are described in section 3. The following
sections report on the experimental results of the Ps studies. In the order of appearance,
the treated items are: pedestals, pulse shape, Ps cell uniformity, light yield, MAPMT
gain, integrator gain uniformities, crosstalk.

2 Pulse shape and readout functionalities

Theoretically, the average time structure of the light pulse at the MAPMT entrance could
be drawn from the following considerations:

e The fluorescence decay times in the fibres and in the scintillator tiles are respectively
Tabre ~ 10 ns and 7. ~ 2 ns. The convolution of the scintillation time in the
scintillator tile with the photon propagation in the fibre leads to a pulse shape
characterised by a fast rising time tp., = % ~ 4 ns, followed by a
Thbre ~ 10 ns exponential decay.



e the homogeneously distributed fluorescence sites along the fibre length coiled inside
the tile leads to a time spread given by L/v where L is the fibre length holden in
the scintillator groove and v the light celerity inside the fibre. Depending of the Ps
cell size, which varies from 4 x 4 ¢cm? to 12 x 12 cm?; the L/v spread accounts for
2 to 4 ns.

Within this description, the average light shape
can be seen as a sum of exponential functions
displaced in time:

t—t t—tg

L/v 0
S(t) o / O(t — to)(e mbre — eTrile )dty
0

0 when t—1ty<0O

where @(t—to):{ ] when t—to >0

is the Heaviside function. A graphical repre-

. . 0y
sentation of such a pulse can be seen in figure 3. 010 %0 Ao s Tii?e (HZ)U

On average about 90 % of such a pulse is con-
tained in the 25 ns of a bunch crossing cycle. Figure 3: Theoretical light shape.

However, such a basic analytical approach is obviously a poor approximation: several
additional factors in production, attenuation, propagation and conversion of photons
have to be added. The MAPMT time response should also be included. In practice, a
refined simulation [5] based on Monte-Carlo methods has been used to produce a more
realistic shape. For this more realistic pulse shape, the integrated signal fraction over
25 ns decreases on average to about 80 %.

The dispersion of this fraction is however large and it scales as the inverse square-root
of the number of photoelectrons: it reaches the 10 % level for MIP signals due to the
small amount of photoelectrons produced and it is at 4 % level at trigger threshold for
electromagnetic showers (5 MIPs). For larger signals the residual pulse is even better
defined but the non negligible pulse residue above 25 ns can fulfill the Level 0 trigger
criteria during several cycles of consecutive bunch crossings. As example, a 100 MIPs
signal leads to a ~ 15 MIPs residue into the following bunch crossing cycle. This residual
pulse could, in addition, spill over a possible consecutive signal.

The pulse residue has thus to be subtracted by the readout system. The subtraction is
naturally performed by the PSFEE board, which subtracts also the pedestals and corrects
the gains [4]. This subtraction is done according to the following considerations.

Let Si(t) be the signal of bunch crossing j. Integrating this pulse during 25 ns,
sl = tt,j+25 S/(t)dt, leads to a fraction 3 of the global integral, si, = [ S/(t)dt. Taking
into account overlapping residues from preceding bunch crossings, the effective 25 ns
integral for the bunch crossing j becomes:

. . — g . o
Sur = Bisbo + BT + A = Ao+ Y BT (1)
i>0
where Bij*i is the residual fraction of the signal from the bunch crossing j — i, siZ%, into
the bunch crossing j, as shown on figure 4.
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Figure 4: Overlap of signals from consecutive bunch crossings.

Let a be the ratio of the fractions of the signal from a given bunch crossing integrated
in two successive samples:

to+50ns to+25ns
a:/ S(t)dt// S(6)dt
to+25 to

If the raising time is neglected, the pulses are almost exponential and « is constant in time
and pulse independent. It is the same for 5/ s, which can be therefore simply written
as 3. One has 3 ~ (1 —«)a' and in particular §y ~ (1 —«). Equation (1) becomes then:

(—a)y = sy (1= a) Yol

i>0

= sy —(1-a)asd! — (1—a) Zaisjo;i
i>1
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Recursively one also has:
_ -1 _ -1 _ . }: i j—1—i
(1 OZ)Soo = Set (1 a) &S
i>0

and by subtracting the last two equations,

; P i—1
ste=(1—-0a) l(sjeff - asjeff)

where (1 — ) ! is a global factor that can be absorbed in the signal calibration. The

subtraction of the preceding bunch crossing residues from the current bunch crossing
signal can then be performed easily by the Front End readout system.

Obviously, the above treatment is oversimplified. Mainly due to raising time effects,
Bo, also called g in the following, is slightly different from 1 — « for realistic pulses. But



as long as the preshower signal follows the assumed quasi exponential shape behavior,
the single parameter correction is correct.

One of the main goals of the measurements summarised in the present note was to
check the validity of the approximated treatment described above.

3 Experimental setups

3.1 Cosmic rays test bench

A Ps prototype module made of 16 large size tiles has been studied in the lab, using
the energy deposited by cosmic rays. A dedicated test bench, sketched on figure 5, has
been developed for this purpose. It consists in a module, similar to the module prototype
studied in testbeam, made of 16 tiles of 12 x 12 cm?, from which the scintillation light is
extracted through 80 cm long WLS fibres coupled to 3 m long clear fibres.

The light yield of the 16 channels is read
out sequentially with a single monoanode
R-5900 PMT [6]. A specially designed mask
connector allows the selection of the channel
to be read while the others are blocked off.
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Figure 5: Cosmic rays test bench setup. The specially designed PMT connector allowing
us to choose the fibre to be read is shown on the top right of the figure.



Two of the 16 cells of the module are instrumented with LEDs, making possible a
dedicated study of the cell to cell crosstalk inside the module. In addition, the clear fibres
can be removed and the light can be read directly on the WLS fibre connector thanks to
a specially designed PMT mask connector similar to the one sketched on the top right of
figure 5.

The PMT pulse is read out with a scope through a 100 €2 load resistor. The acquisition
is triggered by a coincident signal from a system of scintillators covering a ~ 10 x 10 ¢cm?
area on the module surface. A PC acquires the pulse recorded by the scope and monitors
the PMT high voltage supply.

The signals recorded by the scope consist of 500 (time,voltage) points with a time
resolution of 0.4 ns, allowing a fine study of the pulse shape over 200 ns. Typical PMT
outputs, which are very erratic, are shown on figure 6, left, whereas on the right of the
same figure can be seen the mean pulse shape, as it was obtained by averaging 1300
cosmic signals.
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Figure 6: Left: individual signals from cosmic particles as an illustration of the large
fluctuations due to the low number of photoelectrons per MIP. Right: mean pulse shape
averaged over 1300 cosmic signals.

The pulse rising front is shifted with respect to the beginning of the scope recording
in order to use the first nanoseconds for offline computation of the mean pedestal value.
As it can be seen on figure 7, the pedestal noise is at the level of 0.2 mV.

In order to extract the relevant parameters for the preshower readout system, a 25 ns
sampling is performed offline on the scope pulses. The starting time of the sampling, to,
is obtained as shown on figure 8: the curve integrating the PMT output as function of
time is first computed, then the tangent line of this primitive at 5 % of its maximum is
considered. Finally, t, is defined as the time value where this tangent line crosses the
abscissa. The dispersion of ty defined in this way is about 2 ns, as it can be seen on
figure 8.
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Figure 7: Pedestal distribution.
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Figure 8: Left: determination of the pulse initial time ty from the pulse primitive. Also
shown is the 25 ns sampling according to to. Right: ty distribution.



3.2 Testbeam

Several testbeam periods in the X7 area at CERN have been allocated for testing Ps mod-
ules and Ps readout electronics. In 2002, the full readout chain, including prototypes of
both PSVFEE and PSFEE boards, has been used for the first time in realistic conditions.
Testbeam results presented in this note concern the two corresponding testbeam periods,
June and August 2002.

A global sketch of the testbeam setup is drawn on figure 9.
The Ps module prototype included 16 scintillator tiles of
12 x 12 cm?. The scintillation light was extracted through
80 c¢cm long WLS fibres, read both ends by a MAPMT
through 3 m long clear fibres. The MAPMT mask, which
ensures the optical connection between the clear fibres and
the MAPMT, with its 4 x 4 instrumented pixels, is shown
on the top right of figure 9.

Preshower
16 Scintillator cells 4
(12x12cm) N, , %
Connector
Lead
pY;

0.80 m WLS fibres

22m Cables

% \

________________________________

A

FE-Board
(digital)

Acquisition

Figure 9: Test beam global setup. The MAPMT mask is shown on the top right of the
picture. Its instrumented quarter of 4 x 4 pixels out of a total of 64 can be seen.

The MAPMT mask was aligned with the MAPMT window through optical crosstalk
measurements. A good alignment was considered to lead to similar crosstalk signals in
adjacent and symmetrical MAPMT channels. However, this alignment procedure is not
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optimal, since a possible slight rotation of the mask and gain non uniformities between
channels were not taken into account during the alignment procedure.

The PSVFEE board performed the pulse integration over 25 ns and 22 m long Eth-
ernet cables carried its 16 differential analog outputs to the PSFEE board situated in
the barracks. Special features have been added to the PSFEE prototype, allowing the
acquisition and the monitoring of the board through a PC. For the testbeam purposes a
bare bones signal processing has been used: the pedestal and the « correction were not
applied. No corrections for the gain dispersion within the 16 channels were performed
neither and the 10 bits to 8 bits transcoding was shortcut. The PSFEE prototype was
steered by a Linux PC using the VME bus and the bus itself communicates with the PC
through the PCI-MXI2 board from National Instruments.

A complete data acquisition program was developed in C++ [7]. It makes use of the
threads to perform continuous data acquisitions, while allowing user run control and real
time monitoring of the data. The graphical user interface is based on the ROOT [8] GUI
classes, which has the benefit of allowing straightforward adds of analysis modules based
also on ROOT.

Data were taken with MIP beams (muons or charged pions) as well as with electrons,
with or without a 1 ¢m lead sheet in front of the scintillator module. The acquisition
trigger used the usual testbeam facility based on the coincidence of signals from two
PMTs situated in front of the module under study.

Because the available beam was not clocked, an external 40 MHz clock was distributed
to the PSVFEE and PSFEE boards. A 3.5 nanoseconds window was opened for a beam
particle to trigger the acquisition. The integration starting time with respect to the signal
pulse was tuned by changing the delay between the trigger window and the clock signal.
However, the trigger window width resulted in an equivalent 3.5 ns jitter in the start
of signal integration within the PSVFEE board. The window width slightly affects the
time related measurements of the pulse presented here, but does not change the main
conclusions that can be drawn.

The ADC sampling time was also tuned using a delay module and set in the middle
course of the PSVFE 25 ns quasi-squared signal, to avoid a sampling shift caused by a
possible ADC jitter.

For testbeam purposes, each cell of the preshower module has been instrumented with
a blue LED and LED data were taken to calibrate the light yield. This required a slightly
modified trigger setup using a pulse generator firing the LEDs and providing a trigger
signal for the acquisition. By unplugging the LEDs, it was also used as a random trigger
signal for pedestal runs.

Throughout this note, an acquisition run has to be understood as the recording of
a set of events (usually 500-2000 events/run) within identical conditions. An event is
meant as N consecutive samples (a sample corresponds to the digitised value of the
charge integrated over 25 ns), with N defined at the run level. In practice, events were
defined on the basis of 16 or 32 samples, leading to sampling sequences over 400 or 800 ns.
The signal position within the N samples is set online around the middle course of the
sequence, in order to keep the few first samples for offline computation of the mean
pedestals. Figure 10 displays typical outputs of the testbeam acquisition and offline
treatment.
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Figure 10: Left: a raw testbeam event (sequence of 16 consecutive 25 ns samples). Right:
same event after offline subtraction of the pedestals.

4 Pedestal stability

The pedestals were extensively checked both during dedicated runs and along with the
data taking runs. Indeed, since for each event 16 samples were recorded and the signal
was centered in the event window, the first samples have only pedestal contributions. It
is not the case for the last samples, which see the tail of the signal.

In the PSVFEE board prototype, two chips, each handling eight channels, perform the
signal shaping of the 16 instrumented MAPMT outputs. The shaping method uses two
interleaved fast integrators, each working at 20 MHz: while one integrates the MAPMT
signal during 25 ns, the second is digitally reset. This leads to two different offsets
per channel, depending on which integrator was used or, said it differently, to different
pedestal offsets for odd and even samplings in the event sequence. Generally, the two
integrators of one channel have noticeably different pedestals and this difference was used
in order to decide, for each event, about the integrator corresponding to each sample:
averaged pedestal values were calculated for odd, respectively even samples; if the average
for the odd samples was lower, they were assigned to the lower pedestal integrator, etc.

A dedicated pedestal run of 500 events takes about 2 s, to be compared with ~ 5 min
for a pion run with the same statistics. No drifts of the pedestal values are observed
during the runs (figure 11, left). The distributions are fitted by gaussians with spreads
around 0.7 ADC counts (figure 11, right) and the mean values are used for the pedestal
subtraction.

A pedestal run of eight hours was performed in the middle of the test beam period.
As it can be seen on figure 12, for one of the channels, the pedestals are constant within
0.5 ADC counts. No drifts are noticeable in the noise distribution either.

Using also the data runs, it was possible to check the longer term stability. As it can
be seen on figure 13 which monitors variations over three days of data taking, fluctuations
exist, but they are within the electronic noise and well below the least significant bit.
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Figure 11: Left: variation of the pedestals as function of time (proportional with the
event number). No drift is noticeable. Right: the measured pedestal values are gaussian,
with a spread of ~ 0.7 ADC counts. An ADC count accounts for 1 mV.
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Figure 13: Mean pedestal values (in ADC counts) vs. time (in minutes) for channel 4.

5 Pulse shape time characteristics

Of major importance for the LHCb experiment, due to the fast 40 MHz readout, the
pulse shape of the Ps has been extensively studied. The response of the Ps cells to
MIPs was measured both in testbeam and in the cosmic rays test bench. The testbeam
electron data allowed also checks of signal distortions with the pulse height. The long
term behavior of the signal was also scrutinised.

5.1 Signal shape for MIP signals

Since the signal is integrated only over a fraction (25 ns) of its duration and its raising
time is very fast, the charge collected depends critically on the integration starting time, tg
and so do a and /3 (defined in Section 2). The procedure is to set ty such that the charge
collected within 25 ns is maximal and to measure o and (3 for this definition of ty.

5.1.1 Scan of the integration starting time

During August 2002 testbeam period, a scan of the integration starting time, ty, has been
performed on the different cells of the Ps module prototype, in order to check possible
dispersions in the arrival time of the signals.

The integration window was changed using an adjustable delay between the trigger
signal and the 40 MHz clock used both by PSVFEE and PSFEE boards. This delay was
varied from 0 ns to 24 ns by steps of 2 ns. MIP signals were obtained from 100 GeV
pions by removing the lead sheet from the Ps. The MAPMT high voltage was fixed to
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800 V for the measurements presented in the following, but similar results were found for
other values.

Figure 14 shows the fraction of signal integrated in five successive samples as function
of tg, for 13 different cells. The result of the refined simulation mentioned in section 2
is superposed to the data. The curves are replicated every 25 ns. The total charge, S¢
was estimated by summing the charge collected over all the 16 samples of the event and
B; is defined as the ratio between the signal in sample i, S;, and S;,. The samples are
numbered with respect to the one which integrates the most of the signal and which is
referenced as sample 0. Sample -1 and sample 1 are, for example, the samples just before
and respectively just after the main one.

S,/ Sy, (%)

Bi:

Integration time (arbitrary ns)

Figure 14: Fractions of signal integrated in five successive samples as a function of the
integration starting time. The measurements are superposed for 13 different channels.
The dotted lines are the result of the refined simulation from [5].

The estimation of Sy, from the charge collected over the 16 samples of the event is
equivalent to integrating the first 175 ns of the signal. As it will be shown in subsec-
tion 5.2, the signals are in reality longer, but the integrated charge after the first 175 ns
is negligible.

Figure 14 shows that ty for which 3, reaches its maximum is the same within 4 1 ns for
all cells. The integration starting time was therefore set to the same value for all channels.
The curves exhibit slight discontinuities at replication time due to the integrator dead
time, which is of the order of 1 ns and leads therefore to an effective integration time
around 24 ns.

It is worthwhile to note that with this choice of to, about 14 % of the signal is recorded
in the next to the main sample and that the precursor 5_; that can be seen in the previous
sample was measured to be of the order of 0.5 %, which is sufficiently small.
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Maximal fy is found to be around 73 % on average and to vary from 69 to 75 %
according to the channel, which is quite low compared to the 82 % given by the simulation.
Several factors could explain the difference between data and the Monte Carlo simulation:

e the integrator dead time. Since the charge collected in one sample increases with the
integration time, the upper limit for the integrator dead time contribution can be
estimated by multiplying the charge collected in sample 0 by 25/24, while keeping
the others unchanged. 3y = 73 % becomes then 73.8 %, i.e. a 0.8 % shift.

e the time jitter of testbeam data with respect to the 40 MHz clock, which was
measured to be of 3.5 ns (min to max). By taking into account this jitter in the
simulation (using a flat distribution), the decrease obtained in the value of [, was
up to 0.8 %.

e a non negligible RC of the readout. The capacity of the readout is dominated by the
PSVFEE board contribution and is of the order of 10 pF. As 150 Q load resistors
were used, the RC of the readout is around 1.5 ns. This affects the pulse raising
time and leads to a decrease of By of 1.7 % with respect to 3y for an ideal readout
with negligible RC.

These three contributions can therefore account only for 3.5 % of the 9 % differ-
ence between data and simulation. The remaining effect is likely due to a long term
contribution to the signal, observed in the data, but absent from the simulations. This
is consistent with the fact that for ty which maximises 3y, the measured (3, and (3 are
around 5 % and 2 % respectively, while the simulation predicts 2 % for 35 and a negligible
fs. By summing the differences between data and simulation from S, up to s (the last
recorded sample), a global difference of 7 to 8 % is obtained, which explains the 5.5 %
remaining in the difference between data and simulation ([73 + 3.5] x 1.075 & 82). This
long term component is studied in more details in subsection 5.2.

5.1.2 «, [ for MIP signals

The integration starting time being chosen, the most important parameters of the pulse
shape are the fraction of signal recorded in the main sample, § = Sy/Sios = o, and the
ratio between the next to the main sample and the main one, & = S; /Sy = 51/5p. In
LHCDb, in order to maintain a reasonable photostatistics, while recording only the main
sample, and in order to limit the spill-over effects, large  and small o are mandatory.
Not only central values of 5 and « are important, but also their fluctuations from one
event to another, since they affect respectively the Ps energy resolution and the accuracy
of the spill-over correction performed in the PSFEE board.

£ and « central values and event by event fluctuations were estimated for MIP signals.
As it can be seen in figures 15 and 16, left, where Gaussian fits are superposed to the
data, the distributions are not Gaussian. [, a central values and RMS were therefore
estimated directly from the measured distributions and not from the Gaussian fit.

The same figures show also the distribution of # and o mean values and RMS for the
15 cells studied. The mean values are respectively 72.9 % for 8 and 21.0 % for «. For
the implementation of the spill-over correction in the PSFEE board, it should be noted
that none of the cells has a mean « greater than 24 %.
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Figure 15: Left: typical distribution of 5 for MIPs. Centre: distribution of 5 mean value
for MIPS over the 15 Ps cells studied. Right: distribution of # RMS for the same 15 Ps
cells. Gaussian fits are superposed on the distributions.
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Figure 16: Left: typical distribution of o for MIPs. Centre: distribution of o mean value
for MIPS over the 15 Ps cells studied. Right: distribution of & RMS for the same 15 Ps
cells. Gaussian fits are superposed on the distributions.

The measured S and a mean values are a little pessimistic because of the time jitter
of testbeam data with respect to the 40 MHz clock,which tends to lower S and to increase
a. As already mentioned, this effect is however small: a decrease of 5 up to ~ 0.8 %.

The distributions of the RMS for 8 and « over the studied cells have mean values
of 9.1 % for 8 and of 12.7 % for a. The contribution of the time jitter to these mean
RMS values can be estimated using electron data with large photostatistics, where it
dominates the RMS. In that case, the RMS was found to be of the order of 2 % for 8 and
3 % for a. By subtracting this time jitter contribution quadratically, the RMS measured
for MIPs are decreased to 8.8 % for /3 and, respectively, 12.3 % for «.

5.1.3 Cosmic rays test bench measurements of the pulse shape

The cosmic ray test bench allows refined studies of the pulse shape thanks to a very
short time sampling of only 0.4 ns. Figure 17 shows an example of the mean pulse shape
obtained from one of the cells. No difference in the shape was observed for the mean
pulses from different cells.

16



S, Se Sy S, S; Sy Ss Se
1% 727% 18% 31% 16% 1.7% 11% 059

PM Output (mV)

offset

10 -

time (ns)

Figure 17: Mean pulse shape obtained for a cell of the cosmic bench. The 25 ns time
windows are chosen in order to get the maximal fraction of signal in sampling 0. The
fractions of signal integrated in the various time windows are reported. The data are well
fitted by two exponentials with decay times of 10 and respectively 260 ns.

The pulse tail is well fitted by two exponentials: one with a fast decay time around
10 ns (9 to 11 ns are measured according to the channel) and a later one with a much
longer decay time (greater than 200 ns). Only the first exponential is reproduced by the
Monte Carlo simulations.

The offline computation of 25 ns time window giving the maximal fraction of signal in
sampling 0 leads to results very similar to those obtained with the testbeam data. As for
testbeam, the long term component has a non negligible effect beyond 50 ns (5,1~ 2).
Maximal [y is found to be around 70 % on average, varying from 65 to 75 % according
to the channel. It is few per cents lower than in testbeam data due to the higher RC of
the readout: 5 ns (the capacity of the readout is dominated by the contribution of the
monoanode photomultiplier, ~ 50 pF, and the load resistor is 100 €2), to be compared
with the 1.5 ns of the testbeam readout.

5.2 Long term behavior

During the testbeam campaign, electron data were taken with 32 samples/event, in order
to check the long term behaviour of the signals. The tail of the individual pulses are very
erratic (see, by example, figure 18), but for a large number of them charges above the
noise can be seen as long as 14 samples after the trigger signal.

By carefully selecting events without two signals in the data acquisition window and
averaging all data available (about one hour of data taking), it can be seen that the tail
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Figure 18: Some examples of individual pulses with 32 samples acquisition.

of the event is still noticeable 25 samples (i.e. more than 600 ns) after the trigger (fig 19).
The selection of the events where the integrated charge on the other channels in samples
other than the main one is less than 5 ADC counts does not change at all the signal

shape. It can be therefore concluded that the effect is not due to crosstalk contributions
from neighbouring channels.

all events
Nent = 14539
Mean = 7.243
L RMS = 3.547
2 selected evts
Nent = 10104
Mean = 7.25
RMS = 3.611

10

10

mean charge (ADC counts)

101’7 T T S N I

0 5 10 15 20 25 30
number of the sampling

Figure 19: Signal shape, measured in the testbeam campaign with electrons: solid line for
all events and dashes for events where less than 5 ADC counts are recorded on channels
other than the one under study, in samples other than the main one.
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We tried to reproduce these testbeam measurements in the lab. The injection of
electrical signals directly in the PSVFEE board showed that the long signal tail is not
an electronic problem (figure 20, right). Small PMT afterpulses are also unlikely to be
(if at all) fully responsible for the effect: a similar MAPMT was directly illuminated in
the lab with a LED and read out with the testbeam electronics (figure 20, left). A long
term component is visible in the data, but is much lower than in the testbeam and no
conclusion can be made on its origin, since the LED signal is not sufficiently sharp.

i 100 mV pulse
0.3V pulse

channel 11
channel 4 2
channel 9

mean charge (ADC count)
N

10

Sl A S T T A N N NS N

15 20

L L e b b 1
0 5 10 15 20

10

o
(&2
=
o

25 30 25 30
number of the sample number of the sample

Figure 20: Left: averaged signal shape when LED light is injected directly into the PMT.
The MAPMT HV is 700 V. Three different MAPMT channels were studied. Right:
averaged signal shape when the MAPMT is shortcut and electrical pulses are injected
directly into the PSVFEE board. The pulse generator is not good enough to eliminate
the tail of the pulse.

Finally, we tested the dependence of these long term contributions on the total charge
collected. For this, data were divided into nine different energy bins and the distribution
of the total charge fraction collected in each sample as function of time was fitted with
three exponentials. As example, for total charges between 400 and 500 ADC counts
(figure 21) the distribution falls from about 70 % in sample 0 to less than 0.2 % in
sample 26! and is well described by three exponentials with decay times of: 15 4= 0.04,
42.5 4+ 0.7 and 288 + 3 ns.

The three decay times rise with the charge collected (figure 22). The PMT saturation
leads to a pulse enlargement and the rise of the first decay time with the charge appears
therefore natural. The proportionality of the two others with the charge is unclear, as
well as the nature of these long term contributions.

It is rather difficult to compare these results with the signal shape measurements in
the cosmic rays test bench. The signal sampling of 25 ns is very poor compared to the
first decay time, 77, and the result of the fit is necessarily larger than the real 7; value,
since the raising time of the pulse is included in the main sample.

!The charge collected in sample 26 corresponds to the one deposited by 3 photoelectrons.
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As a conclusion, a long term component of the signal was observed in the testbeam
data. It was checked that the effect is not related to the readout electronics, but it
was not possible to conclude whether it comes from the MAPMT (afterpulses) or the
upstream optics (fibres and scintillators). The effect was not reproduced on the testbench.
Whatever the source of this long term component is, more than 88.4 % (95 %) of the
pulse is recorded in the first 3 (8) samples.

5.3 Variation of the pulse shape with the pulse height

The variation of the pulse shape with the pulse height is characterised by the variation of
a with the recorded number of ADC counts. Such a variation should be well accounted
for in the LHCb experiment by implementing it in the PSFEE board to ensure a correct
on average subtraction of the spill-over, over the full dynamic range.

This variation has been first studied keeping MIP signals and varying the MAPMT
high voltage. Figure 23 makes use of 100 GeV muons recorded during June 2002 testbeam
period and shows that in these conditions almost no variation is observed. It can be
therefore concluded that the downstream electronics is almost free of non linearities that
could affect a.

In a second time, the variation of a has been studied with electron data. The MAPMT
high voltage is here fixed and variable pulse heights are obtained due to the large fluc-
tuations in the energy that the electrons deposit in the Ps lead. Electron data are then
binned with respect to the recorded number of ADC counts in the main sample, since
this is the relevant quantity for LHCb.

Figure 24, left, was obtained with 50 GeV electron data recorded during August 2002
testbeam, at which the MIP point (see 5.1.2) was added. The different colors correspond
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Figure 24: Left: mean values of « vs. recorded number of ADC counts in the main sample.
Results obtained for electrons at four different MAPMT high voltages are reported. The
MIP point has been extracted from MIP data. Right: same as before, but with the
collected charge expressed in number of MIPs.

to the different high voltages at which the MAPMT was operated. The observed increase
of a with the recorded number of ADC counts depends on the MAPMT high voltage and
can therefore be attributed to an enlargement of the MAPMT pulse due to saturation
effects.

To extrapolate these results to the LHCb case, the number of ADC counts should
be scaled to the corresponding number of MIPs. MIP data, 100 GeV pions without
lead sheet, were hence taken for each studied high voltage in order to get the conversion
factors (see table 1). To calculate them, the mean MIP response was estimated from
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High voltage | Mean MIP response
(V) (ADC counts)
575 1.7
600 2.8
625 4.2
650 6.7

Table 1: Mean MIP responses for the four MAPMT high voltages used to characterise
the variation of « seen in the electron data.

the mean value of a Gaussian fit performed over the MIP distribution, where the tail of
the distribution, accounting for 20% of it, was discarded (see Section 7). This leads to
figure 24, right, which shows that the effective variation of a: decreases in fact by lowering
the MAPMT high voltage.

The dynamic range of the Ps being limited to 100 MIPs, the relevant parameter is
the difference between the o« values at 100 MIPs and 1 MIP, Aa = ajgomps — @mrp-
As the variation of a seems to be induced by MAPMT saturation effects, A« has been
reported as function of the MAPMT output current at 100 MIPs on figure 25. This
output current has been evaluated by considering a gain of 4 of the PSVFEE chips and
taking into account the fact that 150 €2 load resistors were used. On the same figure, a
linear fit forced to pass through the origin is superposed to the data and shows that A« is
proportional to the MAPMT output current: at 1 mA, it gives a 5 % variation. Further
physics studies are necessary in order to conclude how important is for the trigger and
for the energy reconstruction to correct this variation of o with the energy. It should
be noticed however that within the new design of the VFE electronics [9], the anode

peak current is expected to be at maximum 200 pA (by considering a MAPMT gain non
uniformity within a factor 2).
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Figure 25: ajgomips — amrp vs. MAPMT output current at 100 MIPs. The four points
correspond to MAPMT high voltages of 575 V, 600 V, 625 V and 650 V.
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6 Uniformity within a cell

The transversal uniformity was checked for one of the Ps cells, by scanning it with 50 GeV
pions (quoted beam spread: opo; ~ 1 cm, oyer ~ 1.6 cm; ~ 1 % muon contamination with
~ 10 cm spread) in steps of 2 cm (49 measurements points). The total charge variation
with the impact point on the cell is within few per cents and the same level of (non)

uniformity is observed for 5 (figure 26).
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Figure 26: Top: map of the total charge collected (left) and of the 5 values (right) as
function of the beam impact point on the Ps cell. The numbers give the ratios to the mean
values over the whole cell. Centre: the total charge collected (left) and § values (right)
vs. the measurement point. Bottom: charge (left) and [ (right) distribution over the cell.
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7 Light yield

An essential feature of the Ps module itself is the light yield of the different cells. Light
yield should be large enough because the number of photoelectrons in the different pixels
of the MAPMT dominates the resolution on the energy deposited in the Ps. Light yield
should also be uniform over the cells of the module since it is intended that the tuning
of the load resistors will only correct the MAPMT non uniformities.

The relevant parameter to characterise the light yield is the number of photoelectrons
per MIP. It can be estimated from MIP data with the formula:

Npe/MIP = (HMIP/UMIP)Z;
where pyp is the central value of the collected charge distribution and oyp its spread.
This calculation is approximate since the distribution of the MAPMT signals depends
upon the Landau distributed energy loss in the scintillator. Furthermore, due to the finite
MAPMT gain, statistical fluctuations at the very first dynodes induce an underestimation
of the number of photoelectrons. The first effect has been investigated by scaling the MIP
signal to a large LED pulse:

Npe/mip = Npe/Len X (fiavae/peep) = (pLep/oLen)® Xt/ Hrep),

where appear both the central value and the spread of the LED distribution, pupgp and
oLep respectively, but only the central value of the MIP distribution. The last effect
requires analytical corrections that will be discussed in a dedicated paragraph. However,
only the effective number of photoelectrons is considered at first : it characterises the
spread of the charge distribution and is obtained without applying these corrections.

The effective number of photoelectrons per MIP for the different cells was measured
using the two approaches described above. For this, MIP (100 GeV muons in June 2002
and 100 GeV pions without lead in August 2002) and LED data were recorded with the
same 800 V MAPMT high voltage. The charge was integrated over 125 ns in June 2002
and over 200 ns in August 2002. These time windows are large enough to collect more than
98 % of the total charge. Figure 27 shows two examples of charge distribution obtained
for MIP and LED signals. The Gaussian fits used to estimate the central value and the
spread of these distributions are superposed to the data. While the LED distribution is
Gaussian, the Landau tail clearly appears on the MIP one. For MIPs, the Gaussian fit
was therefore limited to the lower part of the distribution, which contains 80 % of the
events. The estimation of the effective number of photoelectrons per MIP from MIP data
depends therefore slightly on the definition of the “Gaussian” part of the distribution.
The method which scales the MIP signal to a large LED pulse is much more stable since
it does not use the estimation of the spread of the MIP distribution.

Figure 28, left, shows the effective number of photoelectrons per MIP measured for
the different cells. This number was estimated for both June and August 2002 by using
only MIP signals and the results are compatible for the two testbeam periods. They
are also consistent with the ones obtained by scaling MIP signals to LED pulses using
the August 2002 data. Figure 28, right, shows the distribution of the effective number
of photoelectrons per MIP over the 16 cells of the Ps module. It was obtained by
combining the results from the two alternative approaches. A Gaussian fit performed
with the maximum log-likelihood method is superposed to the data. From cell to cell,
the effective number of photoelectrons per MIP varies from 9.9 to 18.2 with a mean value
of 14.8 and a RMS of 2.3.
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Figure 27: Typical distributions of charge deposited by MIPs (left) and LED photons
(right).

30

pe

R I S
20- } § s
- ﬁ; H} 3 [
150 ++ i % ﬁ’ ﬁ F S T

z WM il W 2.0

10; Hq; + zZ B

5: e b e Ly 0 = NI R l

0 5 10 15 10 15 20
cell Npe

Figure 28: Left: effective number of photoelectrons per MIP for the 16 cells under study,
as obtained from the different estimations (using only MIP signals: JUNE MIP and AU-
GUST MIP; or scaling MIP signals to LED pulses: AUGUST LED) and from their combina-
tion (COMBINED). Right: distribution of the effective number of photoelectrons per MIP
over the 16 cells of the PS module.

The mean value is lower than the 20 pe/MIP quoted in the LHCb calorimeter TDR [1]
for 12 x 12 ¢cm? cells. This is due to the 80 ¢cm of WLS fibres used in the testbeam to
extract the light from the Ps module: considering an attenuation length of 286 cm for
the Kuraray Y11 WLS fibres [10] effectively leads to 25 % light loss.

As already mentioned, the effective number of photoelectrons discussed above is an
underestimation of the true number of photoelectrons collected on the first dynode. Tak-
ing into account the enlargement of the charge distribution due to statistical fluctuations
on each dynode, the true number of photoelectrons per MIP is found to be ~ 18.0. This
is the relevant parameter for the simulation of the event by event fluctuations of the
light shape. On the other hand, the high voltage used here is 800 V and corresponds
to MAPMT gains of the order of 10°. The effective number of photoelectrons per MIP
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is therefore overestimated with respect to the one corresponding to the nominal gain of
5 x 10* which is found to be ~ 13.6. Moreover considering the fact that only 73 % of
the charge is integrated within 25 ns, it decreases to ~ 9.9. This last number therefore
characterises the spread of the charge distribution when taking into account the nominal
MAPMT gain and the 40 MHz readout.

The cell to cell relative dispersion is rather large. The following ratios are observed:
RMS/average = 15 % and maximum/minimum = 1.8. Part of these fluctuations are
coming from MAPMT photocathode non uniformities and so would not contribute to non
uniformities of the Ps response in LHCb. Nevertheless, the typical quantum efficiency
non uniformity of the MAPMT is within a ratio maximum/minimum of the order of
1.2 [11]. This means that the light yield ratio between the brightest optical channel
and the least bright one is at least of the order of 1.5. This would lead to a too high
non uniformity of the Ps response and should be reduced for production modules by
improving the optics such as the connection between the clear fibres and the MAPMT.

Figure 29 shows the mask used for this connection during 2002 testbeam periods. It is
far away from the final design in which all the fibre pairs will be parallel in order to have
the same coupling for all the MAPMT pixels. This is
a very important feature because the very large non
uniformities which were observed inside the MAPMT
pixels are mainly due to the layout of the entrance op-
tics and are therefore rather well reproduced from one
pixel to another. The final mask will include in ad-
dition a precise self positioning system. During 2002
testbeam periods, the mask was positioned by minimis-
ing the crosstalk on neighbouring pixels. This was only
done on one pixel and with a relatively poor precision
of ~ 0.2 mm. The crosstalk between pixels depends  Figure 29: Close-up of the fi-
also heavily both on the orientation of the fibre pairs  bres to MAPMT mask used
and on the mask positioning (see section 10). during 2002 testbeam periods.

8 MAPMT gain

The knowledge of the variation of the MAPMT gain over the 16 used pixels is manda-
tory to measure properly the crosstalk between channels. It can be derived from the
number of photoelectrons estimated in the previous section. The relative gain of each
electronic channel is first defined as the ratio between the mean number of recorded
ADC counts and the corresponding number of photoelectrons. The relative gains are
then normalised to their average value. Figure 30, left, shows that compatible results are
obtained for the three analysis. It also shows the distribution of the relative gain of the
electronics over the 16 cells of the Ps module, obtained by combining the results of the
different analysis. A Gaussian fit performed with the maximum log-likelihood method is
superposed to the data. The distribution has a RMS of 0.18 and a maximal dispersion
maximum /minimum = 1.30/0.69 = 1.88, which is in good agreement with the typical
gain dispersion of the used MAPMT [12].
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Figure 30: Left: relative gain of the electronic channels used to read out the 16 Ps cells, as
obtained from the different estimations of the number of photoelectrons per MIP. Right:
distribution of the relative gain of the electronic channels used to read out the 16 cells of
the Ps module.

During June 2002 testbeam period, the MAPMT gain dependence on the high voltage
was checked by recording 100 GeV muons on the same cell and by varying the MAPMT
high voltage from 500 V to 1000 V. Figure 31 shows the number of ADC counts, obtained
by integrating the MIP signals over 125 ns, as a function of the applied high voltage. The
reported values of the charge were obtained as mean values from Gaussian fits performed
over the “Gaussian” part of the MIP distributions (see figure 27). Data are well fitted
with a gain parametrisation as G = aV?. The result of the fit is superposed to the data.
It gives a (3 of 10 which is a typical value for the used 12 stages MAPMT.
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Figure 31: Gain dependence on the MAPMT high voltage.
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To investigate the possible effect of the variation of the MAPMT high voltage on the
uniformity of the Ps response, MIP data were recorded on four different cells with high
voltages going from 575 V to 750 V during August 2002 testbeam period. The same
Gaussian fit as before is used to estimate the central MIP response and, as uniformity
of the Ps response is concerned, only signals integrated in the main 25 ns sample were
considered. Figure 32 shows the obtained results. Left plot shows that the four cells
clearly exhibit the same behavior. Going further, the gains of the four cells are first
normalised to their 650 V values : G(HV)/G(650 V). Taking one cell as reference,
normalised gain ratios [G(HV)/G(650 V)] / [G(HV)/G(650 V)], are then computed
for the three other cells. The right plot of figure 32 shows their evolution with the high
voltage. They are found to be statistically compatible with the unity. Between 575 V
and 750 V, the gain is increased by more than a factor 28. Even in this very wide range
of gains, high voltage changes have a very limited impact on uniformity. The induced
non uniformity is lower than 5 %.
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Figure 32: Test on 4 cells of the effect of MAPMT high voltage changes on the uniformity
of the Ps response. Left: number of ADC counts vs. high voltage for the 4 cells. Right:
(G(HV)/G(650 V)] / [G(HV)/G(650 V)]t vs. high voltage for 3 of the 4 cells, the other
one being used as reference.

9 Integrator gain

Gain fluctuations within the half-channels of the integrators have been investigated using
MIP and LED data recorded during August 2002 testbeam period (the same data as
quoted in section 7). Since half-channel gains are concerned, only signals integrated in the
main 25 ns sample are considered here. Data are divided into two samples corresponding
to each of the two half-channels, called “Odd” or “Even”. For each half-channel, the
average response to MIP and to LED photons is estimated from the mean value of a
Gaussian fit over all the distribution. There is no special treatment of the MIP Landau
tail because the statistics is limited.
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Figure 33: Left: half-channel gain relative differences for the 16 cells under study, as
they were obtained from MIP and LED data. Right: distribution of the half-channel gain
relative difference over the 16 cells of the Ps module.

For each cell, the relative difference between the gain of the two half-channels is defined
as the ratio (Odd — Even)/(Odd + Even). Figure 33 shows that compatible results have
been obtained using MIP and LED data. The LED determination is rather precise, the
typical error being around 0.5 %. It also shows the distribution of the relative difference
between the gains of the 32 half-channels used, obtained by combining both analyses.
The maximal difference is around 5 % and the average one 2.6 %. These results are in
good agreement with laboratory measurements of the integrators (see figure 34).
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Figure 34: Distribution of the half-channel gain (%), as obtained from laboratory mea-
surements of the standalone chips. 9 chips were tested, leading to a total of 144 half-
channels. The gains are normalised to their average value.
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10 Crosstalk

During June and August 2002 testbeam periods, crosstalk was investigated by firing one
of the Ps cells with 100 GeV electrons. Crosstalk on each other cell ¢ is estimated by
computing the ratio between its output and the output of the fired cell, (cell i)/(fired cell).
The cell outputs correspond to signal integrations over large time windows of 175 ns and
200 ns respectively, for June and August 2002 data. Crosstalk is first defined as the
mean value of a Gaussian function fitting the peak of (cell i)/(fired cell) distribution
(see figure 35). The differences of gain between channels are then corrected using the
combined determination of relative electronic gains reported in section 8. Figure 36 shows
the obtained crosstalk. The relative precision of these measurements is of the order of
10 %. Some crosstalk is observed between both MAPMT pixels and Ps cells.
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Figure 35: Example of an event by event crosstalk distribution.

Summing the eight neighbouring pixels, the global crosstalk at the level of the MAPMT
was found to be around 18 %. In June, up to 6.4 % crosstalk was measured on the most
exposed pixel, whereas in August this maximum decreased to 4.3 %. The large difference
between the pixel repartition of the crosstalk observed in June and August measurements
shows the importance of setting accurately the fibres in the MAPMT mask and the mask
itself. As already mentioned in section 7, the used mask (see figure 29) is very different
from the final one. Neither the orientation of the fibre pairs, nor the mask position were
well controlled. The situation must necessarily be better with the final mask.

Furthermore, testbeam data clearly show unexpected crosstalk between the cells of
the Ps. It is measured to be around 2 to 3 %. This was confirmed with the cosmic rays
bench using LEDs installed on the surface of the Ps cells. LEDs were very well isolated to
avoid any light leakage. Thanks to the specially designed PMT mask (see figure 5), there
is no crosstalk at the level of the mono-anode PMT and standalone cell to cell crosstalk
can be characterised. Figure 37 shows an example of the crosstalk measurements done
with the cosmic bench. Crosstalk is clearly observed on the four cells bordering the one
fired with the LED. To investigate this crosstalk between Ps cells, the transparency of
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Figure 36: Crosstalk measured in testbeam (%). Left column corresponds to June 2002
results, right one to August 2002 results. Crosstalk measurements are presented with
respect to a view of the Ps module (first raw) and to a view of the MAPMT (second raw).
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Figure 37: Standalone cell to cell crosstalk measured with the cosmic bench (%).

the paper used to wrap the cells (Tyvek 1059D) was measured with a mono-anode R-5900
PMT illuminated by a LED through an optical fibre and a light mixer, by introducing
paper sheets in between the light mixer and the PMT. The fraction of light transmitted
through two sheets of the used paper was estimated to 5 %. Almost the same result was
found for the paper that will be used for production modules (Tyvek 1060B). Insufficient
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cell wrapping was therefore identified as the origin of this cell to cell crosstalk. For the
production modules, it has been requested to place an additionnal absorber between the
Ps cells.

The standalone electronic crosstalk was also measured by reproducing all the elec-
tronic chain from the output of the MAPMT to the input of the PSFEE board. Fig-
ure 38 shows the results that were obtained. Low crosstalk of 0.3 % is observed between
few neighbouring cells at the level of MAPMT output. Up to 1 % crosstalk is measured
between neighbouring cells at the level of PSVFEE board output. This crosstalk was
indentified as coming from the PSVFEE board itself. In particular, individual character-
izations of the integrator chip have led to very little crosstalk of few per thousands. The
used PSVFEE prototype measures 15 x 15 cm? while the final board will measure around
8 x 8 cm?. The induced wire length reduction will necessarily reduce this crosstalk.
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Figure 38: Measurement of the standalone electronic crosstalk. Top: disposition of the
electronic channels at the input (left) and the output (right) of the PSVFEE board.
Bottom: relative responses (%) of the different output channels for each input channel,
normalised to the response of the output corresponding to the input.
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11 Conclusions

The experimental status of the preshower system was summarised. Two prototype mod-
ules and a complete prototype of the readout chain (MAPMT, VFE and FE electronics)
have been tested in a testbench developed at LPC and in testbeam campaigns in June
and August 2002.

The readout electronics is stable, with a noise level less than 1 ADC count. The
measurements of the MAPMT and integrator gains are consistent with the standalone
measurements in the laboratory.

On average, 73% of the MIP signal is integrated in 25 ns and the spillover from a BC
to the next one is 21% of the first BC signal.

The preshower cells are found to have an uniform response over their surface. The
light yield is consistent with the 20 pe/MIP quoted in the LHCb calorimeter TDR, when
the WLS fibres length is scaled up to the actual length. The dispersion of the light
yield from different cells is too large and it will be necessary to reduce it for production
modules. However, an important contribution to this dispersion comes from the MAPMT
mask used, which is not satisfactory.

A large crosstalk was measured and its source was traced down to the present MAPMT
mask and to insufficient cell wrapping. Both the mask and the wrapping should be
improved for production.
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