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SUMMARY 

At present, the classification prediction task based on news content or news headline has the 

problems of inaccurate classification and attention deviation. In this paper, a multi-model fusion 

attention network for news text classification (MFAN) is proposed to train news content and news 

titles in parallel. Firstly, the multi-head attention mechanism is used to obtain the category 

information of news content through a dynamic word vector, focusing on the semantic 

information that significantly influences the downstream classification task. Secondly, the 

semantic information of news headlines is obtained by using the improved version of the long-

short-term memory network, and the attention is focused on the words that have a great 

influence on the final results, which improves the effectiveness of model classification. Finally, the 

classification fusion module fuses the probability scores of news text and news headlines in 

proportion to improve the accuracy of text classification. The experimental test on the Tenth 

China Software cup dataset shows that the F1 - Score index of the MFAN model reaches 97.789 %. 

The experimental results show that the MFAN model can effectively and accurately predict the 

classification of news texts. 

KEYWORDS: multi-model fusion; attentional mechanism; text classification; neural network. 

1. INTRODUCTION 

With the rapid development of the news industry, the traditional paper news text has tended 

to electronic and Datamation text. The number of daily news readings has exceeded one 

million, and the classification of news text is becoming more and more important. With the 

development of science and technology, the method of text classification is also changing, and 

people need a fast and efficient classification retrieval method to meet people's fast-paced 

lifestyles [1]. The application field of text classification is also expanding, playing a key role in 

the field of e-commerce, public opinion analysis, and other application fields. Text 

categorization, being the process of assigning predefined labels to text, is a fundamental 

natural language task. The traditional shallow learning model acquires the sample features by 

manual methods and a machine learning algorithm is used to classify the text. Therefore, the 
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effectiveness of shallow learning methods is limited by feature extraction to a large extent [2]. 

Deep learning integrates feature engineering directly into the output by learning a set of 

nonlinear transformations, thus integrating feature engineering into the model fitting process. 

From the late twentieth century to the early twenty-first century, text classification models are 

mostly based on shallow learning or statistical models: for example, the Naive Bayesian Model 

(NBM) suggested by Maron and Kuhns [3], K-Nearest Neighbor (KNN) proposed by HM 

Takahashi [4], and Support Vector Machine (SVM) [5-6] proposed by Vapnik et al. In machine 

learning, people often use the Vector Space Model (VSM) [7] combined with machine learning 

classifier to achieve text classification. At the early stage of the 21st century, artificial neural 

networks (ANNs) evolve into neural network structures with constantly improving Learning 

ability, being summarized as Deep Learning (DL) [8]. The wide use of the deep learning model 

has led to the technological revolution of the text classification model. The use of deep learning 

greatly reduces the workload of manual rules and pays more attention to the representation 

information of text semantics [9]. Text classification was introduced into the news field in 

China around 2013, mainly reflected in the news classification processing by Xinhua News 

Agency and other media using classification technology. 

With the rapid development of deep learning, the use of pre-training models and attention 

mechanisms in natural language processing entered a new era [10]. Existing news text 

classification models based on deep learning train only content texts, news title [11] or news 

title and content texts together for training, these three training methods all ignore the 

correlation between the news title and the semantic level of the news content, which affects 

the accuracy of news category judgment. The spread of fraudulent news headlines is also a 

serious problem, and identifying the classification of fraudulent news headlines requires a lot 

of manual reviews. However, a manual review of a large number of fraudulent news titles is 

actually not feasible [12-13]. Therefore, the text classification model should not only learn the 

semantic features of news text but also combine the semantic information of news headlines, 

paying attention to the semantic association information between headlines and text. 

News text is mostly report description text, the data sample length is large with many data 

types and uneven sample numbers. Due to the imbalanced phenomenon of news text data 

samples, the existing text classification models are not accurate enough to recognize news text 

classification tasks, and the models do not have a better generalization ability and scalability. 

Given the above problems in the process of news text classification, such as the unbalanced 

number of data samples and the insufficient attention of the model to semantic level 

information, this article makes the following improvement contributions: 

 In this paper, a multi-model fusion news text classification method (MFAN), combining 

attention mechanism, is proposed. Considering the keyword vector requirement of the 

downstream classification task, the model uses a multi-head attention mechanism to 

obtain semantic information of news content. 

 MFAN model proposes that the method of learning news content and titles in parallel can 

effectively improve the classification effectiveness of the model. Considering that news 

headlines are short texts, the MFAN model uses a cyclic neural network with gated units 

to obtain semantic information of news titles. This paper designs a classification fusion 

module to balance the attention score of news content and news headlines. 

 In this paper, a large number of experiments are carried out on the proposed algorithm 

using the Tenth China Software Cup dataset. The experimental results show that the 

MFAN model is superior to most current classification model algorithms. 
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2. RELATED WORK 

2.1 LONG SHORT-TERM MEMORY 

The Long Short-term Memory (LSTM) model proposed by Hochreiter et al [14], is one of the 

Recurrent Neural Network (RNN) models used most frequently in recent years. LSTM model 

can effectively solve the gradient descent and gradient vanishing problems in conventional 

cyclic neural networks [15]. Compared with other cyclic neural network models, the biggest 

innovation of the LSTM model is the introduction of control gates classified into three types: 

InPut Gate, OutPut Gate, and ForGet Gate [14-15], as shown in Figure 1. The input gate learning 

of the LSTM model specifies the time when the activation signal is passed into the storage unit, 

the output gate learns the time when the activation signal is sent out of the storage unit, and 

the forgetting gate learns when the storage unit at the previous moment is passed into the 

storage unit at the next moment. 

 

Fig. 1  LSTM Model Structure 

The first step is to calculate what information is discarded in the ForGet Gate (ft). ht-1 

represents the output of the transition point state of the previous unit in the LSTM model, xt 

represents the model data input in the current state, and W and b are both learnable and 

trainable weight matrices in the unit structure: 

 t f t 1 t ff σ W ·  h ,x  = ( [ ]  b .)  (1) 

The second step selects the pre-updated data to be mapped to the interval (0, 1). The tanh 

layer is the tanh activation function. C't represents the new vector, which is the weight ratio of 

the current calculated value to be updated to the memory unit: 

 t i t 1 t ii  σ W ·  h( [ ],x  ,) b  (2) 

 t c t 1 t cC'  tanh W  ( [ ]h ,x  b .)  (3) 

In the third step, the old state Ct-1 in the unit structure is updated to the new memory state Ct, 

where ⊙ represents the multiplication of matrix elements: 

 t t t 1 t tC  f C  i C' .  (4) 

In the last step, the limit of the OutPut Gate on the output unit is calculated, and the hidden 

state ht obtained: 

 t 0 t 1 t ao  σ W  h ,( [ ]x  ,) b  (5) 
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 t t th  o ta (nh C .)  (6) 

2.2 ATTENTION MECHANISM 

The attention mechanism is also the product of the rapid development of deep learning, widely 

used in Image Processing, Natural Language Processing (NLP), Data Prediction, and other 

fields. The essence of the attention mechanism is to calculate the weight coefficient 

corresponding to the source sequence (Query) to the target series (key-value) and then focus 

on the key points of the source sequence through the weight coefficient. The structure of the 

attention mechanism model is shown in Figure 2. 

 

Fig. 2  Attention Mechanism Structure 

The main role of the Attention mechanism is to capture the proportion of input semantic 

information that is weighted and to control the scores on different tasks. If the input is 

important to the task execution, the attention mechanism will strengthen the weight of this 

important information and focus the input with a high weight. On the contrary, if the input 

information has little or no influence on the task execution, the weight value obtained will be 

appropriately reduced, even to zero [16]. For the same input information, the weight value 

obtained in different tasks may also differ. This attention mechanism of constant regard to task 

requirements greatly improves the generalization ability of the network model. 

2.3 BERT MODEL 

In 2018, the BERT (Bidirectional Encoder Repres-Representation from Transformers) 

pretraining model was proposed by Devlin J, Chang M.W., Google. BERT is a large multitask 

language model [17]. Word embeddings is a new concept in the field of natural language 

processing. As one of the most common methods of text feature representation, word vector as 

input feature has been widely used in natural language processing tasks [18]. BERT model is 

also known as Encoder of bi-directional Transformer as shown in Figure 3. Decoders are not 

used because they cannot obtain the information to be predicted. Compared with other 

network models, the major difference between the BERT model and other network models is 

that the pre-train part of the BERT model uses the Masked Learning Model and the Next 

Sentence Prediction. Such two methods capture Representation at the word level and the 

sentence level, respectively, which are also the main tasks of the pre-training of the BERT 

model: to produce random mask LM and to predict the next semantic information (NSP). Based 

on the excellent scalability and fine-tuning characteristics of the BERT model, NLP researchers 

mostly do not need to start training their own models from scratch. Based on the self-attention 
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mechanism in Transformer [19], BERT is allowed to simulate many downstream tasks by 

changing the appropriate input and output, as shown in Figure 3. 

 

Fig. 3  BERT on different tasks 

3. MFAN MODEL 

This section introduces the multi-model fusion attention network for news text classification 

(MFAN). The structure of the model, as shown in Figure 4, consists of three parts: content 

feature extraction module, title feature extraction module and Classification fusion module. 

 

Fig. 4  MFAN Model Structure 
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3.1 CONTENT FEATURE EXTRACTION MODULE 

The content texts feature extraction module is composed of the BERT network model and 

Attention, as shown in Figure 5. Firstly, the content texts is preprocessed by truncating the text 

to preserve the appropriate number of text words. The size of the input after truncation is 

[batch_size, max_segment, max_len], where batch_size is the size of a batch, max_segment is the 

maximum number of sentences after truncation, and max_len is the maximum length of each 

sentence. The truncated "sentence" is transmitted to the BETR model to obtain the sentence 

vector. Principle of text truncation: Truncate the text into several paragraphs according to the 

maximum length max_len. If the number of paragraphs exceeds the maximum number of 

paragraphs max_segment, only characters with max_len at the beginning and max_len at the 

end of the text are taken, and the characters with max_len at the end of the text are discarded. 

Principle of text abandonment: Generally, in a long sentence, the beginning and the end often 

contain sufficient semantics, while the semantics in the middle part is relatively weak. 

Abandoning the weak semantic information can effectively improve the efficiency of the 

network model. The first truncated max_len length character is converted into word vector P1, 

and the last truncated max_len length character is converted into word vector P2, and the 

word vector is expressed as . 

For the better integration of the information of each paragraph, it is necessary to capture the 

connection between each paragraph in the truncated long text. After the multi-head attention 

layer, the attribute value of each group of characters class label (clsn) is extracted and 

transmitted to the Attention layer. The vector representation of news text is obtained through 

the attention layer. 

 

Fig. 5  Model Structure of News ConTexts 
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An additional scaling factor 
kd  is introduce and the matrix drW is used for multi-space fusion. 

Oc represents the output vector of the news content, i represents the i-th of text sequences of 

the input news content, W represents the weight of the Attention layer, b represents the bias in 

the Attention layer, and Q is the query vector of K. W, b, Q are the trainable parameters. 

3.2 TITLE FEATURE EXTRACTION MODULE 

In this article, news title data is classified and trained on the basis of LSTM+ATT module. The 

structure of the news text title network model is divided into three parts: the input layer, the 

LSTM layer and the subsequent processing part. The specific model structure is shown in 

Figure 6. 

 

Fig. 6  Title feature extraction module 

In the first part, the input layer consists of a model input module (news title) and a word 

vector (word embedding) layer. The input module unifies the news title to the same length and 

transmits it to the Word Embedding layer. The Word Embedding is used to convert each 

Chinese character of an input news title into a 200-dimensional word vector and pass it to the 

LSTM Layer. The input method of word embedding is an improvement of distributed 

representation proposed by Hinton [20]. Word embedding is proposed to effectively solve the 

problem of input dimension explosion and overcome the one-hot semantic information that 

cannot reflect the correlation between words. 

 

n

t n

1

w L d  (13) 

 is the word vector representation of all news headlines,  is the input of n 

news titles, and the maximum input character number max_titlelen is set for each news title 

input into the LSTM model.  is the dimension of the news title vector. 

The second part is the core part of the News headlines network model. The LSTM+att module 

sequence is used to effectively learn the context information of News headlines and the 
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learned feature information and news content texts will be spliced and passed to the classifier 

to realize the integration of the semantic relevance information of News headlines and News 

texts. 

3.3 CLASSIFICATION FUSION MODULE 

In this section, the output matrix of the news title is fused with the content texts matrix 

introduced above, and input to the full connection layer for subsequent classification 

processing. In order to reduce the occurrence of overfitting and ensure the regularization 

effect, the hidden nerves in the network are randomly deleted by dropout to keep the input 

and output of the network model unchanged. The content texts data processed by the Bert 

model and attention mechanism and the news title data processed by the LSTM model are 

fused as the input of the full connection layer, and then classified and judged by the softmax 

layer. The overall structure is shown in Figure 7. 

 

Fig. 7  Classification fusion module structure 

The Softmax layer uses the Softmax regression model to learn the characteristics of the 

information transmitted from the LSTM hidden layer, calculate the probability that the pre-

classified news text data belongs to categories, and transmit it to the output layer. Finally, the 

predicted category of news text to be classified is given, and “OutPut” is the OutPut of the 

whole model: 

 News  Output _Content Output _title,  (14) 

 OutPut softmax(News).  (15) 

4. EXPERIMENTS 

4.1 DATASETS 

This article uses the data sets provided by the Tenth China Software Cup dataset. The data set 

includes news text information in 9 fields of finance and economics, real estate, education, 

science and technology, military, automobile, sports, games, and entertainment. It includes 
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14,641 pieces of data. The number of news text messages with labels in each category is shown 

in Figure 8. After deleting the noisy data from the labeled 14641 data sets, 14405 news texts 

were left. 100 pieces of each category randomly selected, and a total of 900 pieces of data were 

used as the test. 

  

Fig. 8.  News text dataset comparison 

4.2 DATA PREPROCESSING 

The Tenth China Software Cup dataset is in the format of Chinese, so it is not possible to use 

space and other delimiters for word segmentation. The jieba Chinese word segmentation tool 

is used for word segmentation. The characters of the news content texts are intercepted in 

accordance with the principle of text truncation and used as the data input of the content 

feature extraction module. The dimension of word vector 200 is set and the shuffle function is 

used to randomly shuffle the data. Headlines enjoy the same dimension of word vectors and 

the same way of shuffling data. 

4.3 BASELINES AND IMPLEMENTATION DETAILS 

The experiment of this paper is carried out under the Ubuntu18.04 system. The programming 

language of the experiment is Python3.0, the development tool is PyCharm, and the deep 

learning framework is Tensorflow1.14. The model was trained on the GTX 2070TI(8G) and 

GTX 3060(12G). 

In order to verify the MFAN model, the following baseline models were compared respectively: 

 LSTM [14] is a cyclic neural network model, which uses embedding to obtain word 

vectors, and then carries out feature representation of news titles based on word vectors. 

 CNN+LSTM+ATT [21] uses CNN and LSTM to extract text local information and context 

features. Multi-channel Attention mechanism (Attention) is used to extract the Attention 

score of CNN and LSTM outputs. The output information of the multi-channel attention 

mechanism is fused to effectively extract text features and focus attention on important 

words. 
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 CNN+BiGRU+ATT [22] uses word2vec to vectorize the initial text, and selects window 

values through experiment to form three channels. Then, CNN's strong learning ability is 

used to extract local features, bidirectional gated cyclic unit (BiGRU) is used to extract 

global contextual information, and attention layer and pooling layer are used to obtain 

and optimize important features. Finally, text classification is carried out. 

 BERT [17] is a heavyweight model that uses Encoder in Transformer for model pre-

training. The sample data used for downstream tasks is relatively small, so the data used 

for classification should be specially annotated. BERT pre-training method greatly 

accelerates the convergence rate of the model. 

 DCNN+BiGRU+BERT [23] model uses the BERT method to train the language model of 

word semantic representation. The semantic vector is dynamically generated according to 

the context of the word and put into the DCNN-BigRU hybrid model. In this way, the 

semantic vector contains both local features of the text and contextual features of the text, 

which then improve the accuracy of text classification. 

The parameter settings of the MFAN model are as follows: 

 The dimension of word vector is dim=200, batch processing quantity batch=1, training 

round epoch=15, the maximum length of news document content data input maxlen=512, 

and the maximum length of news document title data input max_titlelen = 30. 

 Dropout＝0.2, Dropconnect [24] was adopted to prevent over-fitting in the process of 

model training. DropConnect works on the weight matrix between the hidden layers, 

changing each input weight attached to the node to zero with a probability of 1-p. 

 Using Adam Loss function [25] (Adaptive Moment Estimation), class_weight is used before 

the Loss function to solve the problem that Loss function pays insufficient attention to 

samples with fewer data due to uneven data sets. 

 Initial learning rate lr＝le-5. If there is no learning change in the two-round model, the 

learning rate will be reduced pren vew ioustime
1

lr lr
2

. 

4.4 EVALUATION MEASURES 

Considering that the model task is a classification task, in order to evaluate the classification 

effectiveness of the news text classification model designed in this paper more 

comprehensively and objectively, F1-Scroe is used as the main evaluation index of this model. 

F1-Scroe is the harmonic mean of Precision (P) and Recall (R), and the larger the F1-score is, 

the better the classification effectiveness of the model is: 

 
TP

P ,
TP FP

 (16) 

 
TP

R ,
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 (17) 

 
2 P R

F1 Score ,
P R

 (18) 
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TP: the actual sample is a positive one, and the classifier predicts it to be positive; TN: the 

actual sample is a negative one, and the classifier predicts it to be negative; FP: the actual 

sample is a negative one, and the classifier considers it to be a positive sample, so the 

prediction is wrong; Fn: the actual sample is a positive one, and the classifier considers it to be 

a negative sample, so the prediction is wrong. 

5. EXPERIMENTAL RESULTS 

In order to improve the authenticity and reliability of the experimental results in this paper, 

the average value of 10 experiments with the same parameters is used as the final result of the 

final model. The comparative experimental results are shown in Table 1. The MFAN model 

proposed in this paper trained the preprocessed news texts of class-weight respectively. After 

10 epochs, loss tended to be stable, as shown in Figure 9. 

Table 1  Comparison of F1-Score prediction results of different algorithms on The Tenth China Software 

cup 

Models Datasets Precision 
(%) 

Recall 
(%) 

F1-Score 
(%) 

LSTM Title 88.69 88.67 88.676 

LSTM Content 90.12 90.04 90.079 

CNN+LSTM+ATT Content 92.44 92.35 92.395 

CNN+LSTM+ATT Title+Content 93.18 93.11 93.145 

CNN+BiGRU+ATT Title+Content 94.11 94.18 94.145 

BERT Title+Content 95.87 95.94 95.872 

DCNN+BiGRU+BERT Title+Content 97.07 96.94 97.005 

MFAN(with all) Title+Content 97.85 97.78 97.789 

 

 

Fig. 9  MFAN model loss curve 

Compared with the F1-score obtained by experimental models, the MFAN model proposed in 

this paper improved 9.211% in F1-score compared with the LSTM model (the first line of Table 

1) alone. Experimental results show that it is not effective to directly use word frequency-

based text representation on short text data(news title), and pre-training with a large amount 

of semantic information can effectively improve the expression ability of the model, thus 

improving the accuracy of the downstream classification task. 

In lines 2-3 in Table 1, it is indirectly verified that the main text covers most of the semantic 

information of the news. However, with the increase of the number of words in the text, the 



Z. Li, J. Wu, J. Miao, X. Yu, S. Li: Multi-model Fusion Attention Network for News Text Classification 

12 ENGINEERING MODELLING 35 (2022) 2, 1-15 

recurrent neural network model will have the problem of long-range dependence, and the 

earlier information recorded in the memory unit will be diluted over time step, so the 

dependence relationship with the earlier time step information cannot be established. With 

the summative statement of news, the model can easily blur or even incorrectly select the 

semantic information of news without extracting and learning the semantic information of the 

news title. 

By observing the information in lines 4-7 in Table 1, the MFAN model can more easily combine 

the semantic association information between titles and content of news texts. News content is 

the main influencing factor of news text classification, and news headlines play a perfect 

supplementary role in news content training results. This method is similar to the learning 

process of feature maps at different scales in computer vision, which uses feature maps at 

different scales (Title+Context) to learn news categories for multiple times. 

In order to verify that the MFAN model can effectively improve the classification effectiveness 

of the model by learning news content and title in parallel, we conducted an ablation 

experiment, as shown in Figure 10, comparing the feasibility of the with “Title feature 

Extraction model” and with “Content feature Extraction model”, respectively. When title 

feature extraction is not used, the model classification accuracy decreases by 0.93 points, and 

when content feature extraction is not used, the model classification accuracy decreases by 

5.05 points. News content is rich in semantic information, and the MFAN model effectively 

extracts contextual semantic information by using a multi-attention mechanism. After the 

attention module, such differences in text information extraction are amplified in the final 

results. For short text titles, such as those of news, the LSTM+ATT module is used to learn the 

key information effectively, and the attention is focused on the words that have a great 

influence on the final results, which improves the effectiveness of the model classification, and 

verifies the feasibility of learning news content and news titles in parallel. 

 

 

Fig. 10  MFAN model ablation experiment 

6. CONCLUSIONS 

In dealing with the multi-classification news text data with unbalanced data samples, the 

existing classification models study and analyze either only news text or only news headlines, 

or directly study and analyze news headlines and news text after splicing. These methods only 
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learn semantic information and ignore the hierarchical semantic association information 

between news headlines and news text. In this paper, the MFAN model is proposed to learn 

and share parameters in parallel between news text and news headlines, which accelerates the 

convergence speed of the network model. The multi-attention mechanism is used to obtain the 

semantic information of news content, and the LSTM+att module is used to learn the key 

information of news titles. The attention is on the words that significantly influence the final 

results, which improves the effectiveness of model classification. In this paper, experiments 

are carried out on the Tenth China Software cup dataset. The research shows that the multi-

module fusion news text classification method from this paper combined with the attention 

mechanism is far superior to the traditional classification model. Under the condition of 

basically unchanged detection speed, the model performs well in evaluation indexes, and the 

F1 - Score reaches 97.789 %. The future work will consider how to enhance the generalization 

ability and scalability of the MFAN model and apply it to other downstream tasks of natural 

language. 
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