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ABSTRACT
Origin-destination (OD) matrices provide transpor-

tation experts with comprehensive information on the 
number and distribution of trips. For comparing two OD 
matrices, it is vital to consider not only the numerical but 
also the structural differences, including trip distribution 
priorities and travel patterns in the study region. The 
mean structural similarity (MSSIM) index, geograph-
ical window-based structural similarity index (GSSI), 
and socioeconomic, land-use, and population structural 
similarity index (SLPSSI) have been developed for the 
structural comparison of OD matrices. These measures 
have undeniable drawbacks that fail to correctly detect 
differences in travel patterns, therefore, a novel mea-
sure is developed in this paper in which geographical, 
socioeconomic, land-use, and population characteristics 
are simultaneously considered in a structural similarity 
index named GSLPSSI for comparison of OD matrices. 
The proposed measure was evaluated using OD matrices 
of smartphone Global Positioning System (GPS) data in 
Tehran metropolitan. Also, the robustness of the proposed 
measure was verified using sensitivity analysis. GSLPSSI  
was found to have up to 21%, 15%, and 9% higher ac-
curacy than MSSIM, GSSI, and SLPSSI, respectively, re-
garding structural similarity calculation. Furthermore, 
the proposed measure showed 7% higher accuracy than 
SLPSSI in the structural similarity index of two sparse 
OD matrices.

KEYWORDS
structural similarity; travel patterns; OD matrix; traffic  
zones; Tehran metropolitan.

1. INTRODUCTION
An origin-destination (OD) matrix represents 

the travel demand distribution from different ori-
gins to different destinations. It provides transpor-
tation experts with comprehensive information on 
the number and distribution of trips. OD matrices 
are employed as primary inputs in many traffic stud-
ies and simulations. The values of OD matrix cells 
represent the number of trips (traffic flow) between 
OD pairs. Furthermore, a set of such cell values 
represents the travel demand distribution between 
traffic zones. Although previous studies mainly fo-
cused on developing OD matrix estimation methods 
[1–7], some studies investigated the similarities of 
OD matrices [8–11]. It is crucial to consider both 
the cell values and the trip distribution of traffic 
zones to compare OD matrices as it represents the 
matrix structure. The structural comparison of OD 
matrices have various applications, including esti-
mation of constraint parameters in demand matrix 
[12], evaluation of the estimated OD matrix using 
ground-truth matrix [9], and travel pattern detection 
in different periods (on different days) [13]. 

Previous studies proposed different interpreta-
tions of an OD matrix structure. The structure of 
an OD matrix can be obtained by normalising the 
cells through dividing the amount of each cell to the 
total generated trips in each OD matrix row or by 
normalising the cells of each column through di-
viding its amount to the total attracted trips in each 
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not use the geographical characteristics of the zones 
and cannot rationally describe the travel patterns of 
different zones. Moreover, the Wasserstein distance 
and NLOD methods are more time-consuming pro-
cesses than structural similarity detection since they 
are optimisation-based approaches.

This paper focuses on the MSSIM and is devel-
oped to tackle the drawbacks mentioned above. In 
this study, the calculation structure of MSSIM is 
redesigned to select local windows based on geo-
graphical, socioeconomic, land-use, and traffic zone 
population characteristics at the same time. There-
fore, in this study, geographical, socioeconomic, 
land-use, and population structural similarity index 
(GSLPSSI) is introduced. 

2. LITERATURE REVIEW
Although various performance evaluation indi-

ces have been employed in transportation, only a 
few studies have been conducted on developing an 
index for the structural comparison of OD matrices. 
These OD matrix structural comparison methods 
are discussed below.

2.1 MSSIM method
MSSIM was first employed to compare two im-

ages, where one of them is the noised version of the 
other one [24]. It was demonstrated that two differ-
ent images with the same mean square error (MSE) 
had different MSSIM values. Djukic et al. [9] used 
MSSIM to structurally compare OD matrices by 
considering each cell as a pixel of an image. They 
defined an m×m local window, which was necessar-
ily smaller than the original matrix, and compared 
a set of extracted OD pairs from the local window. 
Figure 1 shows the local windows for the comparison 
of matrices S1 and S2. Figures 1a and 1b depict the first 
local window for matrix comparison, while Figures 
1c and 1d illustrate the next window.

Despite its ability to detect structural dissimilar-
ities/similarities of OD matrices, MSSIM needs to 
be augmented since MSSIM values are sensitive to 
local window size, and no consensus has been re-
ported on the correct selection of local window size. 
The sensitivity of MSSIM in structural similarity 
detection decreases as the local windows increase 
in size [15]. To eliminate this ambiguity, in some 
studies the entire matrix has been assumed as a 
window [25], however, by this assumption MSSIM 
will be insensitive to the structural dissimilarities  

column [14]. Overall, the structure of an OD ma-
trix is its configuration framework and represents 
the prioritisation and order of trips from an origin 
to different destinations [15]. In this regard, differ-
ent travel destinations priority could be observed 
on different days. In the similarity comparison of 
OD matrices, the structural similarity is measured 
when the structures of the OD matrices are evaluat-
ed. Two matrices are completely structurally similar 
when they have similar structures and the same cell 
values simultaneously; this is the case when the two 
OD matrices are the same. 

Many traditional statistical measures such as root 
mean square error (RMSE) [16–18], normalised 
root mean square error (NRMSE) [19, 20], and 
several other methods referred to in [21] have been 
employed to compare OD matrices in literature. 
These methods perform cell-to-cell comparisons 
of OD matrices using only mathematical equations 
and cannot compare a set of cells to detect structural 
similarities or dissimilarities between two OD ma-
trices. Therefore, such methods cannot analyse and 
detect structural dissimilarities between two matri-
ces due to different trip priorities from different or-
igins [21]. Contrary to traditional methods, a small 
number of studies explored the structural similarity 
of OD matrices, such as:
1)  The mean structural similarity index measure 

(MSSIM) [9]
2)  Complementary methods on MSSIM, such as 

4D-MSSIM [22], geographical structural similar-
ity index (GSSI) [15], socio-economy, land-use,  
and population structural similarity index 
(SLPSSI) [21]

3)  Optimisation-based methods, such as the Was-
serstein distance [23], and normalised Leven-
shtein distance for OD matrices (NLOD) [12] 
Although they can recognise the structural sim-

ilarities/dissimilarities of two OD matrices, these 
methods have some drawbacks. For example, the 
results of MSSIM are significantly dependent 
on the local window size [12]. GSSI is based on  
MSSIM and considers geographical characteristics 
only in the selection of local windows. Although 
GSSI tackles the problems related to the local win-
dow size selection, it fails to utilise other important 
characteristics of zones in windowing [21]. Further-
more, SLPSSI is an augmented variant of MSSIM 
and GSSI. It considers the socioeconomic, land-use, 
and population characteristics of traffic zones and 
clusters these zones in a window. However, it does 
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which puts them in the same group, like northern 
zones or southern zones) and predefined borders of 
geographical zones to determine the local window 
size as usual. Geographical borders do not neces-
sarily determine zones with similar characteristics 
to trip production and attraction (trip generation). 

SLPSSI was designed to cope with the draw-
backs of the MSSIM and enhance the effectiveness 
and efficiency of the GSSI. It clusters traffic zones 
based on socioeconomic, land-use, and population 
characteristics. Zones are classified into sever-
al groups based on their trip production/attraction 
potential. These groups form the local windows of 
SLPSSI. Although it indicates new aspects of urban 
travel patterns on different days (either working or 
non-working days), SLPSSI does not enable geo-
graphical characteristic-based analyses since it does 
not consider geographical adjacency in selecting 
traffic zones in a local area window. 

2.3 Optimisation-based methods
The Wasserstein distance is defined as the min-

imum total travel time to assign trips between OD 
pairs in matrix M using an assignment consistent 
with matrix N. This method is a linear program-
ming problem that considers the distance based on 
travel time. It is based on optimisation techniques 
and has enormously higher computational cost than 
MSSIM-based techniques. Therefore, the Wasser-
stein distance cannot be employed for large-scale 
OD matrices such as large urban networks. Further 
details are provided by Ruiz de Villa et al. [23]. 
Likewise, NLOD compares OD flows of two matri-
ces by using optimisation techniques. It defines the 
OD matrix structure as the priority of trip from an 
origin to a destination. This method is inspired by 
the traditional Levenshtein distance widely used in 
linguistics, such as comparing two strings of words. 

between the two matrices. Besides, the compu-
tational cost is higher when the local widows are 
smaller. For example, for two M×N matrices and 
m×n local windows, a total of (M-m+1)×(N-n+1) 
window pairs should be compared. In addition, the 
OD pairs that fall in the same local window do not 
necessarily correlate. Hence, structural similarity 
values would not have any interpretation for such 
OD pairs. 

2.2 Complementary methods of MSSIM
Because of the sensitivity of MSSIM results to 

the local window size and the geographical adja-
cency of traffic zones, GSSI [15] and 4D-MSSIM 
[22] were developed. In addition, to enhance the ac-
curacy of travel patterns analysis on different days, 
SLPSSI [21] was designed based on socioeconom-
ic, land-use, and population characteristics of traffic 
zones. 

4D-MSSIM uses the Euclidian distance to deter-
mine adjacent zones which are classified in the same 
group and forma local window. Since traffic zones 
are separated by natural features, e.g. rivers, or ar-
tificial ones, e.g. highways, the travel time between 
these zones is higher than two adjacent zones, there-
fore, Euclidian distance cannot accurately detect the 
vicinity of traffic zones. 

GSSI arranges origins and destinations based 
on geographical positions and attributions. Then, 
local windows are determined for use in the  
MSSIM based on a higher-level geographical bor-
ders which is the result of dividing the whole area to 
a few main areas. In this method, the sizes of local 
windows vary, depending on the number of zones 
inside each geographical border. Although it pro-
vides a new windowing technique in the MSSIM, 
GSSI utilises only geographical distance (Euclidean 
distance between zones and the proximity of zones 
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population are the population characteristics; and 
the areas of commercial and administrative centres 
are the land-use characteristics of each traffic zone. 
These factors affect the potential of traffic zones 
on producing and attracting trips (trip generation). 
The car ownership per capita, resident population, 
and employee population are trip production factors 
in traffic zones, while commercial and administra-
tive centre areas are trip attraction factors. All of 
these predefined factors are trip generation factors 
(Figure 2b). The normalised value of each feature is 
considered to be a score that presented the potential 
role of each feature in trip generation. For instance, 
for each zone and factor (e.g. zone number 110 and 
resident population factor with 5482 resident pop-
ulation size) a number between 0 and 1 that shows 
the normalised value of that factor is calculated, 
which is considered one of the pre-defined factors 
(Figure 2c). In order to detect the zones with the 
highest similarity in trip production and attraction 
(trip generation) potentials, the k-means clustering 
method was employed. Various methods have been 
used to cluster traffic zones and data, among which 
the k-means method has proved to have the highest 
performance [26, 27] (Figure 2d).

Consequently, simultaneous local windows are 
determined based on socioeconomic, land-use, pop-
ulation, and geographical characteristics. The zones 
within the same window have the highest similar-
ity based on the aforementioned characteristics 
(Figure 2e). Figure 3 illustrates the local windowing of 
the proposed method.

The MSSIM formulation consists of three equa-
tions to evaluate the similarities and dissimilarities 
of local windows by the mean, standard deviation, 
and covariance values. Equation 1 is the luminance 
equation denoted as l(x,y) and compares the mean 
entry of the selected window (μx,μy). Equation 2 is 
the contrast and denoted as c(x,y). It calculates the 
standard deviation (σx,σy). Equation 3 is the structure 

It arranges each row of the OD matrix based on the 
number of trips. Then, the minimum variations are 
calculated for matrix rows based on the cell values 
and trip distribution in each row of the original ma-
trix. Further details are provided by Behara et al. [12]. 

2.4 Summary of the literature review
Although MSSIM [9], GSSI [15], 4D-MSSIM 

[22], and SLPSSI [21] methods can detect the struc-
tural similarities and dissimilarities of two OD ma-
trices, they still need to be further improved. For 
example, GSSI does not consider socioeconomic, 
land-use, and population characteristics in local 
window selection; 4D-MSSIM has errors in select-
ing adjacent zones; and SLPSSI does not consider 
geographical adjacency. Moreover, sophisticat-
ed methods, such as the Wasserstein distance and 
NLOD, have high computational costs since they 
employ optimisation techniques. Therefore, this pa-
per seeks to provide a newly developed variant of 
MSSIM to detect the structural similarities and dis-
similarities of OD matrices and provide new analy-
ses of travel patterns more accurately. 

3. METHODOLOGY
Following the investigated gaps in literature, 

this paper outlines a method procedure as shown in 
Figure 2 to present the novelty in analysing traffic 
patterns based on the structural similarities and dis-
similarities of OD matrices. The developed method 
divides the proposed traffic zones into main geo-
graphical areas, e.g. northern, southern, eastern, 
western, and central. Zones in each geographical 
area are correlated in terms of geographical adja-
cency (Figure 2a). Then, the zones in the same geo-
graphical areas are classified based on socioeco-
nomic, land-use, and population characteristics. 
Car ownership per capita is the socioeconomic 
characteristic; resident population and employee 

Dividing traffic zones into five
geographic groups

Scoring zones based on
predefined factors

Considering car ownership per capita,
resident population, employee population,

and commercial/administrative center areas
as trip production/attraction factor

Clustering zones into three sets
based on scores in each

geographic group
Calculation od GSLPSSIDetermining local windows based on

geographic groups and clustered sets

a) b) c)

d) e) f)

Figure 2 – Proposed procedure
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Therefore, the SSIM of each local window is 
calculated using Equation 5. By applying Equation 5 
to M local windows in the present paper, GSLPSSI 
is obtained as Equation 7. Furthermore, the structural 
component of the proposed method is calculated by 
Equation 8 (Figure 2f). Actually, Equation 8 is the struc-
tural part of the GSLPSSI method which is denoted 
as GSLPSTR and compares the covariance (σxy) of 
the local window entries between the two OD ma-
trices.

, ,GSLPSSI X Y M SSIM x y1
m m

M

1
=^ ^h h/  (7)

( , ) ,GSLPSTR X Y M STR x y1
m m

M

1
= ^ h/  (8)

Equation 7 and 8 compare the OD matrices. Also, 
xm and ym are a set of OD pairs in the local window 
m. 

Evaluation of the proposed method in Tehran
Tehran is the capital of Iran, with a population of 

8.7 million and an area of 1,200 square kilometres 
[29]. Tehran was zoned at two levels to perform 

equation denoted as str(x,y) and evaluates the cova-
riance σxy of the entries of the local window between 
the two OD matrices. Equations 1 and 2 evaluate the 
numerical similarity of the two OD matrices, while 
Equation 3 examines the structural dissimilarities. In 
these equations, x and y are sets of origins and desti-
nations in the same window in matrices X and Y, re-
spectively. Equation 4 represents a combination of the 
aforementioned equations, where the coefficients c1, 
c2, and c3 are utilised to stabilise the solutions when 
the mean or standard deviation is zero. In general, it 
is assumed that c3=c2/2. Previous studies set c1 and 
c2 to 10-10 and 10-2, respectively [28]. These coeffi-
cients can be assumed to be zero when set to values 
that do not lead to zero mean and standard devia-
tion. Furthermore, α, β, and γ represent the relative 
importance of the mean, standard deviation, and 
covariance. These parameters are typically assumed 
to be 1. As a result, structural similarity (SSIM) is 
formulated in Equation 5. The MSSIM of T local win-
dows is calculated by Equation 6. The MSSIM varies 
from -1 to 1, in which 1 represents identical matri-
ces, while -1 represents inverse matrices [9].
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122 zones based on natural and artificial features. 
The highest level (i.e., AL3) divides Tehran into 5 
zones. Figures 4 and 5 illustrate the zoning of Tehran.

Figure 4 depicts AL1 and AL3 zoning levels of 
Tehran, while AL2 and AL3 zoning levels can be 
seen in Figure 5. This study implemented investi-
gations performed at AL2. In other words, the five 

traffic analysis. At the first level (the lowest level), 
the metropolitan area of Tehran is divided into 699 
traffic analysis zones (TAZs). Comprehensive ur-
ban and suburban transportation studies were car-
ried out at this zoning level, which is referred to as 
Area Level 1 (AL1). The next level, Area Level 2 
(AL2), divides the Tehran metropolitan area into 

Center
East
North
South
West

Figure 4 – AL1 and geographical zoning (AL3) of Tehran

Center
East
North
South
West

Figure 5 – AL2 and geographical zoning (AL3) of Tehran
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it has 5 similar records in one zone or 15 minutes 
of continuous presence in that zone; (b) Move from 
one zone to another with the speed higher than 100 
kilometre per hour is then eliminated (due to po-
sitional error); (c) Deleting the records which are 
observed in only one zone during the entire day. The 
origins and destinations were aggregated at AL2, 
forming a 122×122 daily OD matrix. It should be 
noted that extensive research has been conducted 
on the conversion of GPS data into OD matrices 
[4, 30, 31]. This study utilised the GPS-estimated 
OD matrix only to validate the proposed method. 
Figure 7 illustrates the windowing of the GSLPSSI 
on a working day.

The proposed method was compared with the 
MSSIM, GSSI, and SLPSSI for validation. For 
this purpose, all the mentioned methods were im-
plemented in Tehran metropolis as a test case. Fol-
lowing this goal, in the GSSI method AL2 zones 
were divided into northern, southern, eastern, west-
ern, and central groups, forming 25 local windows. 
Moreover, in order to implement the SLPSSI meth-
od, AL2 zones were divided into five clusters based 
on socioeconomic, land-use, and population char-
acteristics, where SLP cluster 1 and SLP cluster 5 
had the lowest and highest trip production and at-
traction potentials (TPAP), respectively (see Table 1). 
These clusters formed 25 local windows. The clus-
tering process of SLPSSI is the same as that of the 
GSLPSSI mentioned in section 3.

determinants were compared within AL2 classify-
ing zones with trip generation similarities. To im-
plement the proposed method, the 122 zones in AL2 
were divided into five groups at AL3, as shown in 
Figure 6. Then, the zones of each group were divided 
into three clusters based on their potential of trip 
generation. GSLP cluster 1 had the lowest potential 
to generate trips, while GSLP cluster 3 had the high-
est trip generation potential. According to Figure 6, 
the main big pie chart shows the number of zones in 
different geographical areas (e.g. there are 31 zones 
in the centre area). The other five smaller pie charts 
in Figure 6 illustrate the number of GSPL clusters in 
each geographical area. The darker colour in these 
pie charts shows GSLP cluster 3, the normal colour 
shows GSLP cluster 2, and the pale colour displays 
GSLP cluster 1. For instance, the small pie chart in 
blue colour, which is related to the centre area, has 
15 zones in GSLP cluster 3, 10 zones in GSLP clus-
ter 2, and 6 zones in GSLP cluster 1. 

In order to evaluate the proposed method, OD 
matrices were extracted from the global position-
ing system (GPS) data of the Neshan navigation 
software in Tehran metropolitan. Raw GPS data, 
collected under privacy protection regulations, rep-
resent users' locations during a day. This data in-
cludes 326 million records of applicants' locations. 
The data were filtered by the rules which determine 
the origins and destinations. We can summarise the 
whole process in three main steps: (a) Defining or-
igin and destination: a user ID gets stop-tag when 
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Figure 6 – Geographical zones and GSLP clusters
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that Thursday and Friday are considered the week-
end in the Iranian calendar (Thursday is a partial 
working day).

4.1 Structural comparison of week days
For the structural comparison of week days, the 

GPS OD data were gathered in one-month, aver-
aged on every week day, and the seven OD matrices 
representing trips on each day of the week were ob-
tained. The mid-week day, i.e., Monday in Iran, was 
then compared with other days of the week. As men-
tioned earlier, five clusters of zones were employed 
in the GSSI and SLPSSI. It should be noted that 
the entire matrix was considered a single-window  
in the MSSIM. Fifteen groups of zones were em-
ployed in the GSLPSSI based on geographical,  

4. RESULTS AND DISCUSSION
In this section, GSLPSSI is compared with MS-

SIM, GSSI, and SLPSSI, and its advantages are 
demonstrated. The GPS OD from 5 October to 15 
November 2019 was employed. It should be noted 
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Figure 7 – GSLPSSI windowing on a sample working day

Table 1 – Number and characteristics of similar zones in 
SLPSSI

Cluster name Feature Num. of 
zones

SLP Cluster 1 Very Low TPAP 8

SLP Cluster 2 Low TPAP 32

SLP Cluster 3 Medium TPAP 49

SLP Cluster 4 High TPAP 21

SLP Cluster 5 Very high TPAP 12
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tonic decrease in the value of indices for MSSIM, 
GSSI, SLPSSI, and GSLPSSI respectively, which 
represent the strength of the prediction of each in-
dex in finding the OD matrix differences. It could 
be concluded that besides finding the OD matrix 
dissimilarities on Wednesday more clearly, the pre-
sented index could investigate the difference more 
accurately for other days of the week in comparison 
with the other indices.

4.2 Local windows travel patterns
The local windows of the GSLPSSI approach 

enable the comparison of travel patterns on two spe-
cific days of a week (for instance Monday to Friday) 
for a set of zones with similar socioeconomic, land-
use, and population characteristics and geographi-
cal correlations which make a local window.

Each local window can have a different travel 
pattern (different structure) from other local win-
dows and understanding these differences is helpful 
for transportation experts in allocation of resources. 
Figure 9 compares Monday on 21 October 2019, with 
Friday (the weekend) on 25 October 2019, by the 
GSLPSSI method. In this comparison, trips from 
the origin with the lowest trip generation potential 
in western zones (W-GSLP cluster 1) are compared 
with other GSLP clusters.

According to Figure 9, the pattern of trips from or-
igins in the W-GSLP cluster 1 to the E-GSLP cluster 
2 was found to have the highest structural similarity 
(i.e., 0.9431). Overall, the travel pattern of Monday 
seems not to be significantly different from Friday 
for trips to eastern destinations (due to high sim-
ilarity values). Therefore, travel demand solutions 

socioeconomic, land-use, and population character-
istics as compared in Figure 8. All methods indicate 
the structural similarity of Monday trips to other 
working days, specifically to Sunday and Tuesday 
which are middle working days of week in the Irani-
an solar calendar. The difference between Monday 
and Friday (the weekend) OD matrices can be seen 
in all methods. Contrary to the GSSI, SLPSSI, and 
GSLPSSI, MSSIM could not detect the structural 
difference between Monday and Thursday OD ma-
trices. Moreover, the only method that indicates the 
structural difference in travel patterns of Wednes-
day (the last full working day) is the GSLPSSI 
which selects the local windows appropriately. On 
weekends, workers who work in Tehran metropolis 
and are residents of satellite cities return home, and 
the evening marks the recreational trips of Tehran 
residents, thus the major difference can be predicted 
precisely on Wednesday. The reverse process can be 
seen on Saturday and most of the indices detect it 
well, although it should be noted that the GSLPSSI 
could detect it more apparently.

According to Figure 8, the GSLPSSI (0.8543) and 
SLPSSI (0.9319) values properly show the structur-
al OD matrix dissimilarities of Thursday (the partial 
working day of the week) and Monday (the mid-
week working day). However, GSSI and MSSIM 
do not accurately show this difference. Based on 
the structural similarities comparison result of Fri-
day to Monday, the proposed method seems to have 
approximately 9%, 15%, and 21% higher accura-
cy than SLPSSI, GSSI, and MSSIM, respectively, 
since the structural similarly of OD matrices on Fri-
day is entirely different from those on other days 
of the week. The results of Figure 8 show a mono-
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a sparsity of 23% on Monday, 20 October at AL1. 
Therefore, the proposed method was evaluated on 
OD matrices with sparsity at AL1 in this section. 
For this purpose, the GPS OD data of Monday is 
compared to Friday, Thursday, and Tuesday of the 
second week of October 2019. Table 2 shows the re-
sults of this comparison by different methods.

Table 2 – Comparison of the MSSIM, GSSI, SLPSSI, and 
GSLPSSI on sparse OD matrices

Monday vs. 
Thursday

Monday vs. 
Friday

Monday vs. 
Tuesday

MSSIM 0.9472 0.8013 0.9523

GSSI 0.9365 0.7563 0.9483

SLPSSI 0.8767 0.7018 0.9413

GSLPSSI 0.8132 0.6542 0.9389

According to Table 2, all the methods could detect 
the structural difference of the sparse OD matrix of 
Monday from Friday. Considering the significant 
trip distribution difference of Friday from the work-
ing days (e.g. Monday), the GSLPSSI had a value 
of 0.6542, showing the highest accuracy in structur-
al dissimilarity detection (7% higher accuracy than 
SLPSSI). MSSIM (0.9472) and GSSI (0.9365) were 
not able to correctly detect the structural dissimi-
larities of the travel pattern on Monday from that 
on Thursday, while SLPSSI (0.8767) and GSLPSSI 
(0.8132) showed much better performance. MSSIM 
had poor performance in calculating the structural 
similarity of Monday and Tuesday (0.9523) and 
Thursday (0.9472). 

can be implemented for these group of zones, re-
gardless of the day. Moreover, trips from origins in 
the W-GSLP cluster 1 to destinations in N-GSLP 
cluster 3 show the lowest structural similarity (i.e., 
0.5328). According to the recreational centres place-
ment, zones in this cluster have high potential for 
trip attraction at weekends, since such trips most-
ly do not occur on non-working days. Therefore, it 
is suggested that the public transportation between 
these zones is completely modified for weekends. 
C-GSLP cluster 3 shows the second-lowest struc-
tural similarity (i.e., 0.5852). Since the zones in 
this cluster are located in Central Business Districts 
(CBD) of Tehran, the zones in C-GSLP cluster 3 are 
the destination of work trips on working days, and 
the exclusion of such trips on weekends would com-
pletely change this pattern. Differences are observed 
in the structural similarities of each cluster in these 
five geographical groups despite their geographical 
location similarity; the difference in GSLPSSI val-
ues are due to their different trip generation poten-
tials. Therefore, the proposed method seems to be 
able to identify and interpret the local travel patterns 
more appropriately.

4.3 Performance of the proposed method 
on sparse OD matrices

Since a considerable portion of transportation 
studies were conducted on the modelling and inves-
tigation of traffic flows at low zoning levels (e.g. 
AL1), it was required to evaluate the performance 
of GSLPSSI on AL1 OD matrices. GPS OD matrix 
has sparsity at AL1. For example, the OD matrix has 
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[0.2, 0.4, …,1.8, 2]. The proposed method is sensi-
tive to input variations when (a) GSLPSSI is zero at 
β=1, and its value reduces as the difference of β from 
1 increases, and (b) GSLPSTR is zero regardless of 
β. Table 4 provides the GSLPSSI and GSLPSTR val-
ues for comparing matrices X and Yi.

According to Table 4, both GSLPSSI and  
GSLPSTR are equal to one with β=1. Therefore, the 
proposed method is effective in condition 1. GSLPSTR  
remained 1 when multipliers other than one were ap-
plied. However, an increase or decrease in multipliers 
decreases GSLPSSI from 0.921 to 0.598 as the multi-
plier increases from 1.2 to 2.0. It also decreases from 
0.954 to 0.307 as the multiplier decreases from 0.8 
to 0.2. Therefore, both GSLPSSI and GSLPSTR are 
efficient and robust in condition 2.

Variable multiplier
In this part the sensitivity of the GSLPSTR and 

GSLPSSI to variable multipliers was discussed. 
Variable multipliers were applied using four ran-
dom scaling percentages of α, i.e., 5%, 10%, 15%, 
and 20% with three demand scenarios. Demand 
scenarios are typically employed in travel demand 
modelling in simulation software [33, 34]. For each 
scenario, the reference matrix X was compared 
with 100 manipulated Y matrices, to calculate mean 
GSLPSSI and GSLPSTR. These scenarios are de-
scribed below.
I. Low-demand scenario, derived from outdated 

studies
In Scenario I, GSLPSSI and GSLPSTR 
were calculated for the X and Yl

i,a where  
Yl

i,a=X(0.6+α×rand[0,1]) and i![1,100]. For ex-
ample, Yl

i,a varies between 60 and 80% of X for 
α=20%. The same case is applied for other val-
ues of α. 

II. Mid-demand scenario, derived from realistic es-
timations
In Scenario II, GSLPSSI and GSLPSTR 
were calculated for the X and Yl

i,a where  
Yl

i,a=X(0.8+α×rand[0,1]) and i![1,100]. For ex-
ample, Yl

i,a varies between 80 and 100% of X for 
α=20%. The same case is applied for other val-
ues of α. 

4.4 Sensitivity analysis
Sensitivity analysis measures the impacts of a 

change in input on output [32]. It is employed to 
measure the robustness and sensitivity of output to 
changes in input data. Although GSLPSSI and MS-
SIM have the same mathematical formulation, they 
have different structural similarity outputs as they 
have different local windows. In this section the ro-
bustness of both GSLPSSI and GSLPSTR is evalu-
ated. An efficient and effective statistical index for 
OD matrices comparison can simultaneously detect 
changes in the cell values of OD matrices and trip 
distribution variations. Study area is Tehran met-
ropolitan and OD matrix X derived from the GPS 
OD data on Tuesday, 21 October 2019, was utilised 
as the reference matrix. Y matrices were produced 
by changing (and applying coefficients of) the ref-
erence matrix for comparison purposes. Table 3 de-
scribes the sensitivity analyses of the GSLPSSI and 
GSLPSTR.

Table 3 – Sensitivity analysis conditions of GSLPSSI and 
GSLPSTR

Conditions Tests Structure Cell values

Condition 1
Uniform scaling

Identical Identical

Condition 2 Identical Different

Condition 3 Random scaling Different Different

According to Table 3, the reference matrix is mul-
tiplied by constants in conditions 1 and 2. Constant 
is 1 in condition 1, and the product matrix is the 
same as the reference matrix. In condition 2, a con-
stant number other than one is employed to build 
matrix Y. In this case, the cell values change, but the 
matrix structure remains unaffected. In condition 3, 
variable multipliers are employed to build matrix Y, 
in which cell values and matrix structure are differ-
ent from the reference matrix.

Constant multipliers
In this part, the sensitivity of the GSLPSTR and 

GSLPSSI to constant multipliers are evaluated. Ma-
trix Yi was built by multiplying the reference matrix 
X by constant β. The β constant was selected from 
Table 4 – GSLPSSI and GSLPSTR under constant multipliers

β=0.2 β=0.4 β=0.6 β=0.8 β=1 β=1.2 β=1.4 β=1.6 β=1.8 β=2

GSLPSSI 0.307 0.662 0.854 0.954 1 0.921 0.839 0.763 0.681 0.598

GSLPSTR 1 1 1 1 1 1 1 1 1 1
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the numerical deviations of the two matrices and 
fail to consider their structural dissimilarities. As 
shown in literature, only a few studies investigated 
the structural similarity of matrices. For example, 
MSSIM selects local windows and moves them on 
two matrices to detect the structural similarity of the 
matrices. The efficiency and accuracy of MSSIM  
depends on local window size. Furthermore, com-
plementary MSSIM methods, such as GSSI and 
SLPSSI, have been developed where GSSI defines 
local windows based only on geographical charac-
teristics of zones. Indeed, the geographical positions 
cannot classify correlated zones in the same group 
in the best possible way. Furthermore, the SLPSSI 
only considers trip production and attraction (trip 
generation) factors to determine local windows 
and fails to consider the geographical adjacency 
of zones. Therefore, it cannot necessarily detect all 
differences in travel patterns. The proposed method 
classifies zones based on their geographical adja-
cency and their similarities in socioeconomic, land-
use, and population characteristics at the same time. 
The results can be summarized as follows:
1)  The proposed method detects the OD matri-

ces structural similarities (i.e., cell values and 
trip distribution) of the days of the week more 
accurately than previous methods. GSLPSSI 
shows 9%, 15%, and 21% higher accuracy than  
SLPSSI, GSSI, and MSSIM, respectively, during 
the structural similarity/difference calculation of 
two OD matrices.

2)  The proposed method can detect new travel pat-
terns in local windows. It means that, based on 
the selection of local windows, the travel patterns 
of local window pairs can be analysed. These 
patterns cannot be observed in other methods. In 
addition, these travel patterns enable transporta-
tion experts to make managerial decisions.

II. High-demand scenario in a traffic jam (peak 
hour)
In Scenario III, GSLPSSI and GSLPSTR 
were calculated for the X and Yl

i,a where  
Yl

i,a=X(1.05+α×rand[0,1]) and i![1,100]. For ex-
ample, Yl

i,a varies between 105 and 125% of X 
for α=20%. The same case is applied for other 
values of α.
The proposed method would be efficient and ro-

bust if the structural similarity for both GSLPSSI 
and GSLPSTR varies according to Yl

i,a in each sce-
nario. It is expected that a rise/decline in the random 
multiplier reduces/raises the structural similarity of 
the two matrices. Figure 10 shows the mean GSLPSSI  
and GSLPSTR based on random multipliers for 
a sample of 100 in each scenario. According to 
Figure 10, the mean GSLPSSI of the reference ma-
trix and multiplied matrices reduce as the random 
multiplier α increases in all scenarios. For exam-
ple, GSLPSSI was calculated to be 0.7698, 0.7543, 
0.7312, and 0.7103 at α=0.05, α=0.10, α=0.15, and 
α=0.20, respectively, in Scenario I. This decreas-
ing trend is also the case with the mean GSLPSTR, 
which only compares the structures of the two ma-
trices. Therefore, it can be stated that the proposed 
method is efficient and robust in condition 3 for 
detecting the structural similarities of matrices pro-
duced by random multipliers. 

5. CONCLUSION
In this study an OD matrix comparison method 

named geographical, socioeconomic, land-use, and 
population structural similarity index (GSLPSSI) 
is proposed and discussed. A comprehensive study 
is done to detect the structural similarities of two 
matrices in terms of both numbers (i.e., cell value 
differences) and structure (trip distribution differ-
ence). Generally, traditional methods only compare 
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3)  The proposed method can not only compare the 
structures of sparse OD matrices but also calcu-
late the structural similarities of two OD matri-
ces with 7% higher accuracy. 
As a result, the proposed method was found to 

be practical for the GPS OD matrix of Tehran. The 
weekend OD matrix is expected to differ from those 
of other days of the week since it has a different 
travel pattern. It was shown that the GSLPSSI can 
better demonstrate such differences of weekend 
from other working days.

The sensitivity analysis results demonstrate that 
the GSLPSSI is an efficient and robust method and 
could be employed to compare OD matrices. The 
results of constant multipliers show that the multi-
pliers do not change the structural analysis of OD 
matrices in the GSLPSTR. Thus, the GSLPSTR part 
of our proposed method could be used when there is 
no significant difference between the trip distribu-
tion priorities of reference and estimated matrices 
(in OD matrix estimation processes) or between OD 
matrices with similar travel patterns (e.g. Monday 
and Thursday in the Iranian calendar). A competent 
OD matrix structural similarity index should be sen-
sitive to random and variable multipliers; this was 
verified by the results obtained from applying ran-
dom and variable multipliers to the proposed meth-
od. Moreover, this capability of the GSLPSSI could 
be used for optimisation algorithms to estimate OD 
matrices to evaluate the convergence of the refer-
ence and estimated OD matrices [35, 36]. 
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